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ABSTRACT

Performance Comparison of Medium Access Control
in Wireless LAN IEEE-802.11 and HIPERLAN

Wenping Liu

There are two principal wireless LAN standards: IEEE 802.11 and ETSI
HIPERLAN, which define the specification of physical and media access control layer.
WLAN medium access control protocols describe the rules for orderly access to the
shared wireless medium and play a crucial role in the efficient and fair sharing of scarce
wireless bandwidth resource. IEEE 802.11 MAC layer employs CSMA/CA protocol to
access medium, whereas ETSI HIPERLAN uses EY—NPMA protocol to control the
medium access.

In this thesis, the two standards are introduced first. Then, the simulation models are
presented for various network architectures and environmental parameters in order to
obtain comparable performance results regarding the buffer size, the packet lifetime
period and the traffic load of terminal stations. After that, the simulation results are
presented for different simulation models with analyzing and evaluating the performance

for both standards in different criteria and various input parameters.
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Chapter 1

Introduction

Wireless LANs (WLAN) have rapidly become a major growth point for the network
industry in recent years and are expected to grow more in the upcoming years. They are
used as an extension of the wired network with a wireless last link to attach a large
number of mobile terminals [6]. There are two main wireless LAN standards: IEEE
802.11 and HIPERLAN. IEEE 802.11 wireless LAN standard was developed by the
IEEE 802.11 work group covers wireless networks for portable, moving or fixed stations.

The HIPERLAN standard was developed by the European Telecommunications
Standards Institute (ETSI) [12]. There are two primary versions of HIPERLAN, namely,
HIPERLAN/1 and HIPERLAN/2; however, they are dissimilar. In this thesis, we only
focus on HIPERLAN/1.

The objective of this thesis is to compare the performance on medium access control
layer for these two WLAN standards under different network environment through the

simulations using computer software.

1.1 Introduction to IEEE 802.11

IEEE 802.11 standard [21] is a younger member of the IEEE 802 family; it defines
the functionality and procedures which must be provided within the medium access
control (MAC) and physical (PHY) layers, as defined in IEEE 802, Overview and
Architecture for Local and Metropolitan Area Networks. The IEEE 802.11 defines MAC

and PHY layers interface with the Logical Link Control (LLC) layer and the higher layers

1



of a standard IEEE 802, so wireless devices can use the same LLC developed for other
IEEE 802-compliant systems [22]. Thus, IEEE 802.11 standard can achieve full
functionality for the upper layers without worrying about the quite significant differences

between a network based on a reliable cable and another one using the air.

1.1.1 IEEE 802.11 Network Structures

The basic element of the IEEE 802.11 network architecture [21] is called the Basic
Service Set (BSS). The BSS is defined as a group of stations (wireless nodes) which are
located within a general limited physical area within which each station (STA) is
theoretically capable of communicating with every other STA (assuming an ideal
environment with no communication barriers, physical or otherwise), and the group of
stations is directly controlled by a single coordination function. This coordination
function can be the distributed coordination function (DCF) or the point coordination
function (PCF), both of them will be described later [3].

There are two basic wireless network design structures defined, ad hoc and

infrastructure networks.

1.1.1.1 Ad hoc Network

An ad hoc networking is the deliberate grouping of wireless user stations into a
single BSS for internetworking communications without the aid of an infrastructure
network. An ad hoc WLAN has no infrastructure, and therefore no ability to
communicate with external networks. An ad hoc WLAN is normally setup purely to

permit multiple wireless stations to communicate with each other while requiring as little



external hardware or management support as possible. The BSS of an ad hoc network is

referred to as an Independent BSS (IBSS) (see Figure 1.1).

N - ~="  STA

Figure 1.1 Ad hoc wireless LAN (IBBS)

1.1.1.2 Infrastructure

An infrastructure-based IEEE 802.11 wireless network (as shown in Figure 1.2) is
composed of one or more BSSs that are interconnected through another network. This
connecting infrastructure is called the Distribution System (DS). Within this
infrastructure, each BSS must have exactly one wireless STA connected to the DS. This
station provides the functionality to relay messages from the other STAs of the BSS to
the DS. This STA is called the Access Point (AP) for its associated BSS. The AP
supports range extensions by providing the integration points necessary for network
connectivity between multiple BSSs, thus forming an extended service set (ESS) that are
integrated using a common DS. The DS can be thought of as a backbone network that is
responsible for transmission of the MAC layer service data units (MSDU). The DS,
which is implemented independently, can be a wired network, such as IEEE 802.3
Ethernet LAN, IEEE 802.5 Token Ring LAN and FDDI LAN, or another IEEE 802.11
wireless LAN; and it is solely used as a transport backbone to transport packets between
different BSSs in an ESS [20] [21].

An ESS can also provide a gateway to external networks, for example Internet, so



that all STAs in the ESS can access the external networks via the gateway.

Backbone Network

~~~~~~~~~~

" BSS -
; BSS
:{ A . 1‘ t P 3 : P2 i
STA M 1 M ap
Y \}[/ A /4 | l/:
’ A /N STA A A :
STA _ ) STA

Figure 1.2 Infrastructure-based IEEE 802.11 wireless network

1.1.2 IEEE 802.11 Physical Layer

Ther_e are two specifications for radio system within the IEEE 802.11 physical layer
deﬁnitioﬁ: Direct Sequence Spread Spectrum (DSSS) and Frequency Hopping Spread
Spectrum (FHSS). Both use spread spectrum techniques and employ radio transmission
| in the 2.4GHz ISM (industrial, scientific, and medical) band. Another specification
Orthogonal Frequency Division Multiplexing (OFDM) is used in the IEEE 802.11a

physical layer and employ radio transmission in SGHz band [20] [21].

1.1.2.1 Direct Sequence Spread Spectrum (DSSS)

DSSS operates in 2.4GHz ISM band. DSSS signal symbol is spread with a sequence
in wide bandwidth so that it has less power density. Basic DSSS has data rates of 1 and 2
Mbps. The basic rate 1Mbps is encoded using Differential Binary Phase Shift Keying

(DBPSK). The 2Mbps is done using Differential Quadrature Phase Shift Keying



(DQPSK). To realize spectrum spreading, the total bandwidth is divided into 11 sub-
channels of each 11MHz wide and 11 chips Barker sequence is used to spread each data
symbol. The overlapping and adjacent BSSs can be accommodated by ensuring that the
central frequencies of BSSs are separated by at least 30 MHz. This rigid requirement will
enable only two overlapping or adjacent BSSs to operate without interference. The IEEE
802.11b uses a CCK scheme that is based on the same chip rate of DSSS channelization

scheme to extend IEEE 802.11 DSSS by giving a higher rates of 5.5 and 11 Mbps [33].

1.1.2.2 Frequency Hopping Spread Spectrum (FHSS)

IEEE 802.11 FHSS operates in 2.4GHz unlicensed ISM band with bandwidth of
IMHz. It uses 79 non-overlapping hopping frequency channels with 1MHz channel
spacing. The first channel centers at 2.4GHz and other subsequent channels are 1MHz
apart. Three different hopping sequence sets are designed with 26 hopping sequences per
set. The choosing of a certain channel is done through a pséudo random hopping pattern.
Therefore, it enables the coexistence of multiple BSS, i.e. up to 26 BSS networks in the
same geographical area. As a result, maximum throughput is achieved and congestion is
reduced significantly. The minimum hop rate is 2.5 hops/s. The basic rate is at least
1Mbps using 2 levels Gaussian Frequency Shift Keying (GFSK), where a logical 1 is
encoded as frequency F.+f and O is F.-f. The enhanced 2Mbps access rate uses 4 level
GFSK, 4 frequencies are used to encode 2 bit at a time. FHSS is also a kind of resistant to

multipath fading through the inherent frequency diversity mechanism [33] [34].

1.1.2.3 Orthogonal Frequency Division Multiplexing (OFDM)

IEEE 802.11a standard has been developed to extend the IEEE 802.11 standard in

5



the 5 GHz band. In the 5-GHz band, OFDM modulation schemes are used to reach data
rates ranging from 6Mbps up to 54Mbps. The main idea of OFDM is to spread a high rate
data stream over a number of low rate streams and those low rate streams are transmitted
through a number of subcarriers. OFDM uses inverse fast Fourier transform (IFFT) to
generate the sum of a large number of subcarriers and make sure to maintain the
orthogonality between the different subcarriers at the receiver side. BPSK, QPSK,
16QAM, 64QAM are available for OFDM’s modulation and data rate can go up to
54Mbps. The guard interval is a key parameter to choose to reduce the intersymbol and
intercarrier interference. With variable coding rates and different error corrections
together, it makes the modulation robust enough to be uséd in any indoor and outdoor
environment where directional antennas may be used. IEEE 802.11a physical layer still

uses the existing IEEE 802.11 MAC protocol.

1.1.3 IEEE 802.11 MAC Layer

PCF (For contention free services)

Optional
DCF with RTS/CTS

Mandatory DCEF (For contention services and basis of PCF)

Figure 1.3 IEEE 802.11 MAC layer architecture

The basic medium access functionality of IEEE 802.11 MAC layer protocol [22]
[26] provides asynchronous, time-bounded, and contention or contention free access
control on a variety of physical layers through the use of the Carrier Sense Multiple

Access/Collide Avoidance (CSMA/CA) protocol a fundamental method of DCF with
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acknowledgment (ACK) and a random back-off time procedure following a busy medium
condition. In addition to DCF, IEEE 802.11 standard also employs an optional PCF as an

alternative access method as described earlier. The IEEE 802.11 MAC architecture is

depicted in Figure 1.3.

Frame | Duration | Address | Address | Address | Sequence | Address Data frame FCS
control D 1 2 3 control 4 (MSDU)

Generic IEEE 802.11 MAC frame (MPDU)

Frame Duration Receiver FCS
control D address

IEEE 802.11 ACK frame

Figure 1.4 IEEE 802.11 MAC layer frame formats

The frame formats of IEEE 802.11MAC layer are illustrated in Figure 1.4. Besides
data frame body (MSDU) and 4 octets frame check sequence (FCS) for error checking, 6
octets MAC address are used to identify source and destination stations. The two octets
for duration ID field indicate the time (NAV value) the channel is reserved for successful
transmission of an MAC layer protocol data unit (MPDU). The two octets frame control
field indicates types of frame as for contr§1 (RTS, CTS, and ACK), data or management.
The control and data frames work together to ensure reliable delivery of data.
Management frames perform supervisory functions that are used to join and leave WLAN
and move association from access point to access point. MAC has functions of channel
allocation procedures, protocol data unit (PDU) addressing, frame formatting, error
checking, and fragmentation & reassembly. It supports multiple physical layers, power

management, security (including registration and authentication) and association. The



purpose of IEEE 802.11 CSMA/CA is to solve the problem of collisions or reduce the

probability of collision between multiple stations while they access the medium [9].

1.1.3.1 CSMA/CA MAC

The DCF is based on CSMA/CA [3] [22]. CSMA is a member of the ALOHA family
of protocols. ALOHA is the first multiple/random access protocol to be applied to large-
scale wireless networks. CSMA, which senses the status of a channel before transmitting
packets, is the simplest way to improve ALOHA. Therefore, IEEE 802.3 workgroup
chose persistent CSMA/CD as the MAC protocol for wired LAN. The success of
CSMA/CD in Ethernet relies on the ease of sensing the carrier by measuring the current
or voltage in the cable. This is the main reason why CSMA has been successfully applied
in wired networks even though it was originally designed for radio networks. However,
carrier sensing for radio networks is still a major problem due to the hidden terminal
problem. Reliable carrier sensing is extremely difficult owing to severe channel fading in
indoor environments and the use of directional antennas. In IEEE 802.11, carrier sensing
is performed at both the air interface, referred to as physical carrier sensing, and' at the
MAC sublayer, referred to as virtual carrier sensing. Physical carrier sensing detects the
presence of other IEEE 802.11 WLAN users by analyzing all detected packets and
detects activity in the channel via relative signal strength from other sources. CSMA/CD
is not used because a radio station is unable to listen to the channel for collisions while

transmitting.

1.1.3.2 The Hidden Node Problem

In radio systems that depend on the physical sensing of the carrier, a problem called
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the hidden node problem arises [3] [9]. This problem comes from the fact that every
wireless node has a limited radio transmitting range and that every wireless node can thus
not be expected to be able to communicate with every other node in the network. The

phenomenon is depicted in Figure 1.5.

Figure 1.5 Hidden node problem

In this situation, a single receiving station can hear two different transmitters, but the
two transmitters cannot hear the carrier signals of one another. This results in likelihood
of collision while the two transmitters send frames. To alleviate the hidden node problem
and to increase reliability, CSMA/CA is used. In general, it is associated with polling or
handshaking, because multipath fading of indoor channels usually lasts for a time equal

to a symbol.

1.1.3.3 Point Coordinator Function (PCF)
The PCF is an optional capability that is connection-oriented and provides

contention-free frame transmission [22] [26]. The PCF uses a Point Coordinator (PC) to



perform polling, enabling the polled stations to transmit without contending for channel
access. The AP within each BSS that are capable of operating in the contention-free
period (CFP) are known as CF-aware stations. The method by which the polling tables
are maintained and the polling sequence is determined is left to the implementers. The
main applications of the capability are time-bounded services (usually packetized voice
or video) in which packet order is a main concern.

In IEEE 802.11 standard [21] [26], the PCF is required to coexist with the DCF and

logically sits on top of the DCF (shown as Figure 1.6).

Contention Free Period (CFP) Repetition Interval

A
A 4

CFP CP

A
A 4
A
A 4

DCF

v

Figure 1.6 Coexistence of PCF and DCF

The CFP repetition interval (CFP_Rate) is repetition interval, a portion of the time is
allotted to contention-free traffic, and the remainder is provided for contention-based
traffic. A beacon frame initiates the CFP repetition interval, where the AP transmits the
beacon frame. One of its primary functions is synchronization and timing. The duration
of the CFP repetition interval is a manageable parameter that is always an integer number
of beacon frames. Once the CFP_Rate is established, the duration of the CFP is
determined. The maximum size of the CFP is determined by the manageable parameter

CFP_Max_Duration. It varies between a minimum (time required to transmit two
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maximum-sized MPDUs, including overhead, the initial beacon frame, and a CF_End
frame) and a maximum (CFP repetition interval minus the time required to successfully
transmit a maximum-sized MPDU during the CP, including time for RTS/CTS
handshaking and ACK). Therefore, time must be allotted for at least one MPDU to be
transmitted during the CP. It is up to the AP to determine how long to operate the CFP
during any given repetition interval. If traffic is very light, the AP may shorten the CFP
and provide the remainder of the repetition interval for the DCF. The CFP may also be
shortened if DCF traffic from the previous repetition interval carries over into the current
interval. The timing diagram of PCF frame transmission is shown in Figure 1.7.

The PCF transmission procedure is presented as follows. At the nominal start of the
CFP, the point coordinator senses the medium. If the medium remains idle for a PIFS
interval, the point coordinator transmits a beacon frame to initiate the CFP. The point
coordinator starts contention-free (CF) transmission a SIFS interval after the beacon
frame is transmitted by sending a CF_Poll (no data), Data, or Data+CF_Poll frame. The
point coordinator can immediately terminate the CFP by transmitting a CF_End frame,
which is common if the network is lightly loaded and the point coordinator has no traffic
buffered. If a CF-aware station receives a CF_Poll (no data) frame from the point
coordinator, the station can respond to the point coordinator after a SIFS idle period, with
a CF-ACK (no data) or a Data+CF _ACK frame. If the point coordinator receives a
Data+CF_ACK frame from a station, the point coordinator can send a
Data+CF_ACK+CF _Poll frame to a different station, where the CF_ACK portion of the
frame is used to acknowledge receipt of the previous data frame. The ability to combine
polling and acknowledgement frames with data frames, transmitted between stations and

the point coordinator, was designed to improve efficiency.
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Figure 1.7 The timing diagram of the frame transmission in PCF

If the point coordinator transmits a CF_Poll (no data) frame and the destination

station does not have a data frame to transmit, the station sends a null-function (no data)

frame back to the point coordinator. If the point coordinator fails to receive an ACK for a
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transmitted data frame, the point coordinator waits a PIFS interval and continues
transmitting to the next station in the polling list.

After receiving the poll from the point coordinator, the station may choose to
transmit a frame to another station in the BSS. When the destination station receives the
frame, a DCF ACK is returned to the source station, and the point coordinator waits a
PIFS interval following the ACK frame before transmitting and additional frames. The
point coordinator may also choose to transmit a frame to a non-CF-aware station. Upon
successful receipt of the frame, the station would wait a SIFS interval and reply to the

point coordinator with a standard contention-period ACK frame.

1.1.3.4 Distributed Coordinator Function (DCF)

Distributed coordination function (DCF) is the fundamental access method used to
support asynchronous data transfer on a best effort [3] [35]. DCF is based on the use of
the CSMA/CA. The use of the CSMA/CA protocol is intended to enable access to the
wireless medium in a manner that minimizes the risk of collisions. The mechanism
involves sensing the medium for existing traffic. CSMA/CA first checks if the
transmission medium is clear before transmission. Carrier sensing medium access can be
applied on both physical and MAC layers. On the physical layer, carrier sensing means
that the stations detect signal activity in the shared channel; whereas, on the MAC layer,
virtual carrier sensing means network allocation vector (NAV) setting procedure that is
used to indicate the amount of the time that must elapse before the current transmission
session is completed and the channel can be sampled again for idle status. The channel is
marked busy if either the physical or the virtual carrier sensing mechanism indicates that

the channel is busy. The NAV value on the duration field (see Figure 1.7) of frames
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updates other stations’ NAV to the latest reserved length of ongoing transmission.

DIFS
« > Contention Window
PIFS < >
DIFS SIFS
Busy Medium ///Backoff Window | Frame Transmission

Figure 1.8 Inter-frame Space Relationship

In order to separate the different types of packets, different levels of access priority
are implemented. Priority access to the wireless medium is controlled through the use of
the inter-frame space (IFS), a time interval between the transmissions of frames. Three
mandatory IFS intervals are specified in the standard: short IFS (SIFS), PCF IFS (PIFS),
and DCF IFS (DIFS). The SIFSV is the smallest IFS, followed by PIFS and DIFS,
respectively; so, SIFS has the highest priority to access to the communication medium.

The IFS relationship is shown in Figure 1.8.

Success

Collision

Collision

Collision Collision

Success

Success

Success

Figure 1.9 Binary slotted exponential backoff algorithm

If the medium is determined to be idle for DIFS period, a STA is permitted to
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transmit immediately. If the medium is not idle when initially sensed, a Binary Slotted
Exponential Backoff algorithm shown in Figure 1.9 is invoked to control access when the
medium first becomes idle.

If the medium is busy, the station defers until after a DIFS is detected and then
generates a random backoff period for an additional defer interval before transmitting.
Referred as the contention window (CW), this minimizes collisions during contention
between multiple stations. The backoff period is the unit of measurement used by the
backoff timer. The backoff timer is decreased only when the medium is idle; it is frozen
when the medium is busy. After a busy period the decreasing of the backoff timer
resumes only after the medium has been free longer than the DIFS. The backoff interval

is chosen following

INT[2*" * rand ()]* Slot _Time

Where i is the number of consecutive times a station attempts to send an MPDU,
rand() is a uniform random variable in (0,1), Slot_Timé is different for every physical
implementation, and INT[x] represents the largest integer less than or equal to x. If no
other station started transmitting before the backoff interval is reached (i.e., another
station that selected an earlier slot), it initiates its own transmission. After each
unsuccessful transmission, the contention window takes the next value in the series until
it reaches CWpy; and will remain at for the remaining retries. After a successful
transmission, the contention window is reset to CWy,;,. Collisions can now only occur in
the case that two stations selected the same slot. If another station selected an earlier slot,
the station freezes its backoff timer, waits for the end of this transmission and now only

waits for the slots remaining from the previous competition. Since the contention window
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is doubled for every collision, the probability that the two colliding stations will choose
the same backoff interval decreases.

The IEEE 802.11 MAC protocol includes [22] [26 [35], as an option, a well-known
mechanism for solving the hidden node problem. Two control frames are used: a RTS
(Request To Seﬁd) frame that a potential transmitter sends to a receiver, and a CTS (Clear
To Send) frame that a receiver sends in response to a transmitter’s RTS frame (see Figure

1.10).

DIFS SIFS

Source A)l

Destination

DIFS

. -
Others NAV (RTS) - F/ //
NAV (CTS)
NAV (Data) .
’ Defer Access \|/ Backoff
r P

Figure 1.10 Transmission of MPDU with RTS/CTS

In the RTS-CTS negotiation mechanism, the station that wants to send data sends a
RTS frame to all stations within radio range not to initiate any transmission for a given
NAYV time. The destination station responds with a CTS frame if it is ready to receive and
the medium is idle. Upon reception of the CTS frame, the transmitting station transmits

its data frame; and if the CTS is not received, it tries again after a random backoff time.

16



The RTS and CTS frames contain the duration of the coming data transmission, which
allows stations overhearing the RTS/CTS exchange to refrain from transmitting during
this time. To further explain this, consider the scenario in Figure 1.11. Here, any
transmission between Node A and Node C could be interrupted by a sudden transmission
from Node B to Node C. Using the RTS-CTS scheme here would eliminate such
interruptions, since Node B will be able to hear the CTS response from Node C and thus

to know how long Node C will be busy in a transmission with A.

- ~- —— —_—

crs |/

Data '3 I

Node A ACK \ NodeC / Node B
— ,

e R " —~— e ——

Figure 1.11 The RTS-CTS mechanism

RTS/CTS pair exchanges minimize the collision time because the lengths of
RTS/CTS frames are much shorter than the length of a packet of MPDU usually. If a
collision happens, only a period of RTS/CTS is wasted instead of the whole MPDU. It
saves bandwidth and minimizes the waste a lot especially when MPDU (maximum data
frame size up to 2346 octets) is relatively much larger than RTS/CTS control frames.
RTS and CTS are 20 and 14 octets respectively. However, for a lightly loaded medium,

additional delay is imposed by the overhead of the RTS/CTS frames. Therefore, it is
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helpful to use RTS/CTS when MPDU exceeds the value of RTS threshold in highly

loaded environment with overlapping networks.

1.2 Introduction to HIPERLLAN

The HIPERLAN Standards [12] [13] [14] [19] were developed by the European
Telecommunications Standards Institute (ETSI). There are two primary versions of
HIPERLAN named HIPERLAN/1 and HIPERLAN/2. These two wireless standards are
very dissimilar in nature from each other; in this thesis, we only focused on the
HIPERLAN/1.

The HIPERLAN is a high performance radio local area network in which all nodes |
communicate using a single shared communication channel. It has the following
properties:

» Jtprovides a service that is compatible with the ISO MAC service definition;

Its operations are compatible with the ISO MAC bridges specification for

interconnection with other LANSs;

e Itmay be deployed in a pre-arranged or an ad-hoc fashion,

e It supports node mobility;

e It may have a coverage beyond the radio range limitation of a single node;

e It supports both asynchronous and time-bounded communication by means of a
Channel Access Mechanism (CAM) with priorities providing hierarchical
independence of performance;

¢ Its nodes may attempt to conserve power in communication by arranging when
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they need to be active for reception.

1.2.1 HIPERLAN Architecture

Application Layer
Presentation Layer
Session Layer High layers
Transport Layer
Network Layer
MAC sublayer
Data Link Layer
CAC sublayer
Physical Layer Physical Layer
OSlI HIPERLAN
Reference Model Reference Model

Figure 1.12 OSI and HIPERLAN reference models

The HIPERLAN reference model [3] [25] is composed of a Medium Access Control
(MAC) sublayer, a Channel Access Control (CAC) sublayer and a physical layer [12].
The mapping of the HIPERLAN reference model to the OSI reference model is shown in
Figure 1.12. In this layering model, HIPERLAN applications are outlined as higher layer
protocols above the HIPERLAN layers.

The HIPERLAN communication model [3] [25] is shown in Figure 1.13.
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Figure 1.13 HIPERLAN communication model

When data transmission is needed, applications (users) access HIPERLAN at the
MAC service AP (MSAP) and demand the transmission of their MSDUs. The AMC
service is based on HIPERLAN MAC PDUs (HMPDUs). Some HMPDUs carry user
data, from the MSDUs. Others are used to exchange information between the MAC
entities of different terminals. MAC entities have to maintain a number of databases with
information needed for the routing functions. This information is dynamically updated
based on received data from other MAC entities.

HMPDUs are delivered to the HIPERLAN CAC service AP (HCSAP) for the CAC

service. This service is based on the HIPERLAN CAC PDUs (HCPDUs). Some of them
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include data processing from the high layers (user data or MAC data) and others are
generated by the CAC entity as part of the implementation of the channel access protocol.

HCPDUs are delivered to the physical layer, which codes then as bursts and them
transfers them to other HIPERLAN nodes via radio. All users within a single HIPERLAN
use the same radio channel, with sharing based on time division multiple access. The
distribution of time between the users is part of the CAC service.

On the receiving side, the reverse process takes place. The physical layer receives the
radio bursts and decodes them, and if their destination is in the same terminal, he
HCPDU delivers them to the CAC. If the HCPDU contains data for the higher layers, the
HMPDU delivers them to the MAC layer, and, eventually, the MSDU is delivered to the

user.

1.2.2 HIPERLAN Physical Layer

The main functions of the HIPERLAN physical layer [12] is describer as follows:

e To establish a physical link to deliver data from a transmitter to one or several
receivers using the modulation formats described for the low bit rate (LBR) and
high bit rate (HBR) transmission and the techniques fir error correction as
described in the standard.

e To assist the multiple access scheme by measuring the channel status according
to predefined rules and maintaining an adaptive threshold to determine whether
the channel is busy.

The physical layer allows a HIPERLAN to select oné of five independent channels

within the allocated bandwidth from 5,150MHz to 5,300MHz. Table 1.1 lists the carrier
frequencies’ nominal values [3]. While channel 1 to 3 are license-free in any country,
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channel 4 and 5 are not globally available. The channel transmits data at two different
data bit rates — a low bit rate (LBR) (1.4706 Mb/s), that is used to transmit
acknowledgment packets and the packet header, and a high bit rate (23.5294 Mb/s) to

transmit the data packet itself.

Channel carrier | Frequency (MHz)

5,176.4680
5,199.9974
5,223.5268
5,247.0562
5,270.5856

GHBIWIN| =

Table 1.1 HIPERLAN channel carrier frequencies

The physical layer adds to the MPDU the LBR header, 450 HBR bits for
synchronization and ftraining sequence, n 496 high-rate bits payload coded with
BCH(31,26) and a variable number of bits for padding. The selection of a new channel
and the changing of the carrier must not take more than 1 ms. The Rx/Tx turnaround time
is limited to < 5 psec.

LBR modulation is two levels of frequency shift keying (FSK). The signaling
frequencies are equal to the center frequency plus (for a one) or minus (for a zero)
368KHz. The nominal bit rate is 1.470588 Mbps. No filtering is performed on the
baseband signal.

HBR modulation i1s Gaussian minimum shift keying (GSMK). This is a variation of
FSK in which the frequency deviation from the carrier is set at 1/4 Ty, Ty being the bit
period for the HBR. The baseband data are filtered with a Gaussian filter. The Gaussian

filter bandwidth is usually related to the bit period.
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1.2.3 HIPERLAN MAC Layer

The HIPERLAN MAC layer [12] performs several functions that are part of the DLL

in the OSI model and that are described as follows.

e Provides the transmission of HMPDUs using the CAC services, to one or several
destinations within the same HIPERL AN, with or without data encryption. This
can be carried out with regard to the time available for traffic.

e Implements the feature of HIPERLAN regarding the network range larger than
the radio range of individual nodes, with the aid of forwarding nodes acting as
relaying stations that deliver to other nodes the data that are addressed to them.

e Maintains dynamic inforrhation regarding other stations within the same
network. This information includes HIPERLAN identification and name, nodes
and distance to reach them with indications on the best route, etc. All this
information is updated dynamically.

e Allows the implementation of power-saving functions that are intended to reduce
the stations’ power consumption, particularly those that are battery-operated.

There are seven types of HMPDUs:

Type 1: DT-HMPDU --- data HMPDU

e Type 2: LR-HMPDU --- look-up request HMPDU

e Type 3: LC-HMPDU --- look-up confirm HMPDU

e Type 4: IP-HMPDU --- individual-attention pattern HMPDU
e Type 5: GP-HMPDU --- group-attendance pattern HMPDU

o Type 6: TC-HMPDU --- topology control HMPDU

e Type 7: HO-HMPDU --- hello HMPDU
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Each HMPDU awaiting transmission has an associated holding time, representing its
residual HMPDU lifetime, upon expiry of which it is no longer subject to transmission

and is removed.

1.2.4 HIPERLAN CAC Layer

The CAC sublayer [3] [12] governs the establishment of the communications on a

shared radio channel with the following objectives.

e Allowing the user to establish priorities for the traffic;

e Preventing low-priority traffic from disturbing that of the highest priority;

e Freeing the user from the need to know the peculiarities of the communication
channel,

e Reducing the probability of collisions to an acceptable minimum, even in the
presence of hidden nodes;

e Allowing a reasonable use of the channel.

In CAC sublayer, the HPERLAN CAC protocol data units (HCPDUs) are used to

exchanged information between HC-entities. There are two types of HCPDUs:

e LBR-HCPDU is made up of a sequence of bits that is transferred at the LBR;

e I BR-HBR-HCPDU is made up of and LBR-part and an HBR-part. The LBR-
part consists of a sequence of bits that is transferred at the LBR. The HBR-part
consists of a sequence of octets that is transferred at the HBR.

HIPERLAN CAC is responsible for the following:

o Selecting of the radio channel;

e Implementation of the multiple access protocol, known as the EY-NPMA;
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e Formatting the HCPUDs in transmission, including, if necessary, the data in the
HMPDUs and transferring them to the PHY once the channel access is
guaranteed;

e Receiving from the PHY the HCPUDs and decoding the corresponding data to be

transferred fo the MAC layer in the form of HMPDUs.

1.2.4.1 Channel Access Control
The Channel Access Centrol (CAC) layer of HIPERLAN/1 [12] invokes a form
priority in granting access to the wireless medium. The access scheme invoked is call
Elimination-Yield, Non—préemptive Priority Multiple Access (EY-NMPA). It operates
similar to CSMA. Basically, when the channel is assessed to be clear, packets ready for
transmission are submitted to a prioritization phase during which the packets with the
highest priority are selected. Channel access is attempted by the CAC entity according to
the condition of the channel. The three possible channel conditions are described as
follows:
o Free channel: When the channel is detected as idle for a sufficiently large interval
of time, access can be readily attempted.
o Synchronized channel: When the channel is busy at times, access can be made
only at certain times according to the EY-NPMA protocol.
¢ Hidden node elimination: As the HIPERLAN range is larger then the radio range
of individual nodes, a station may arise where two transmitters that are out of
range of both simultaneously, with the consequent collision. This situation is
same as in IEEE 802.11 hidden nodes.
The CAC protocol relies on three factors to avoid collisions:
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e Priority: High priority traffic has more immediate channel access. The protocol
eliminates lower priority traffic from contention.

e Random yielding: The probability of equal priority traffic collisions is reduced
by a yield phase that gives them equal access rights on average but that assigns
random priorities to a particular transmission cycle.

e Detection of hidden transmitting nodes and transmission deferral for a short
while to avoid collisions.

However, some collisions are still likely. To save the integrity of the data, and

acknowledgement is sent when a unicast transmission has been correctly received; but

this is not sent with a multicast transmission.

1.2.4.2 Channel Access in Free Channel Condition

Transmission can be attempted after the channel is sensed as idle for a long enough

interval. This is called the free channel interval [3], and its length is not equal for all
nodes to avoid the possibility of collisions when several nodes detect that the channel is

free at the same time. The duration of the channel-free interval is:
Iyr T 1 X Igg
where I, is the minimum duration of the channel free interval. This is equal to 2000Ty,
Ty being the HBR bit period (=42.5nsec). Thus, I ~85pusec.
Irs is the duration of a slot of dynamic extension in the channel-free interval and is
equal to 212T}, (9usec).
n is a random number, with uniform probability between 1 and #y. In the

implementation, Mg = 12.
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Thus, the channel-free interval length is between 85 and 193psec. Different nodes

that have been detecting that the channel is idle during the first 85usec would attempt to

transmit at different times depending on the value of 7 that each node is using. The node

with the smaller # would transmit first. The rest would detect that the channel is busy and

wait for a new whole channel-free interval or attempt the transmission when the channel

condition is synchronized. There is still a small likelihood that two or more nodes have
the same random number 72 and transmit at the same time, with the consequent collision
and loss of traffic. On average, 1/12 of the expecting nodes would have the same random

number 7 [3] [12].

1.2.4.3 Channel Access in Synchronized Channel Condition
The synchronized channel condition [3] [12] occurs when the channel is idle in the
channel éynchronization interval, which starts immediately after the end of the previous
channel access cycle determined at the local antenna. In the synchronized channel
condition, a channel access attempt shall take place using the synchronized channel
access cycle, which follows immediately the channel synchronization interval. In the
synchronized channel condition, Elimination-Yield Non-preemptive Priority Multiple
Access (EY-NPMA) operates in the synchronized channel access cycle, comprising in
series the prioritization, contention and transmission phases [12] [19].
e The prioritization phase: this phase is intended to eliminate all the traffic
except that with higher priority from contending the access to the channel
within this cycle.

e The contention phase: in this phase, equal priority traffic contends for
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transmission within the cycle.
o The transmission phase: nodes that have survived the elimination processes
of the previous cycles attempt the transmission. When unicast transmission is

made, this cycle ends with the reception (or absence) of an ACK.

Priority detection
prioritization interval: 0 to (mgp-1) prioritization slot intervals ( ips)

Priority assertion
priority assertion interval ( ips)

Elimination burst
elimination interval: 0 to mgg elimination slot intervals ( igs)

Elimination survival verification
elimination survival verification interval ( igey)

Yield listening
yield interval: 0 to mys yield slot intervals (7ys)

Data transmission
transmission interval
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Figure 1.14 EY-NPMA activities

At least one node survives the transmission phase. On some occasions, more than
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one node can survive the transmission phase, and thus collisions may occur. The EY-

NPMA activity procedure is shown in Figure 1.14 [12].

Prioritization phase

The priority resolution scheme provides hierarchical independence of performance

between loads at different channel access priorities. The operation of the priority

resolution scheme 1s outlined below:

There are a total of mq channel access priorities, which are numbered from 0 to
(mcp -1), with 0 denoting the highest channel access priority;

Prioritization slots are used for prioritization of different channel access
priorities. The duration of the prioritization slot interval is denoted by 7

Pﬁoﬁty resolution takes place by means of priority detection and priority
assertion. A contending node, whose data transmission attempt has a channel
access priority #, shall listen for n prioritization slot intefvals. If the channel is
sensed idle in the n prioritization slot intervals, the node asserts the channel
access priority by transmitting immediately a channel access burst for the
duration of the priority assertion interval, denoted by i;s. Otherwise, the node
stops its data transmission attempt in the current <channe1 access cycle;

If the prioritization phase ends with a priority assertion for channel access
priority 7, the duration of the prioritization interval is » prioritization slot
intervals;

At least one contending node will survive the prioritization phase.
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Elimination phase

The operation of the elimination scheme is outlined below:

Elimination slots are used for elimination burst. The duration of the elimination
slot interval is denoted by is;

The length of an individual elimination burst is 0 to 7 elimination slot intervals
long, with the probability of burst in an elimination slot being pz. Accordingly,
the probability for an individual elimination burst to be n elimination slot
intervals long, denoted by Pj (1), is given by:

PE(”)szn(l_pE) for 0 <n < mgg
Py (n)=p,™Ms for n = myg

The accuracy of P; (n) demonstrated by an implementation is subject to a
tolerance of £ 5 %,
The elimination scheme resolves contention by means of elimination burst and
elimination survival verification. A contending node transmits a channel access
burst to eliminate other contending nodes and then listens to the channel in the
elimination survival verification interval, denoted by ipgy, to verify if it is
eliminated by other contending nodes. A contending node survives the
elimination phase if and only if the channel is sensed idle in its elimination
survival verification interval; otherwise, the node is eliminated and withdraws
from the competition for the right of transmission in the current channel access
cycle;
The duration of the elimination interval is the longest elimination burst among

the contending nodes;
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o At least one contending node will survive the elimination phase.

Yield phase

The operation of the yield scheme is outlined below:

o Yield slots are used for yield listening. The duration of the yield slot interval is
denoted by iys;

e The length of an individual yield listening is O to mys yield slot intervals long,
with equal likelihood. Accordingly, the probability for an individual yield
listening to be n yield slot intervals long, denoted by Py (n), ié given by:

Py(n)=1/(mys+ 1) for 0 <nm <mysg
The accuracy of Py (n) demonstrated by an implementation is subject to a
tolerance of £ 5 %;

e The yield scheme resolves contention by means of yield listening. A contending
node survives the yield phase if and only if the channel is sensed idle in its yield
listening; otherwise, the node yields to the other contending nodes and withdraws
from the competition for the right of transmission in the current channel access
cycle;

o The duration of the yield interval is the shortest yield listening among the
contending nodes;

o At least one contending node will survive the yield phase.

Transmission phase

During the transmission phase, the data transmission concerns either:
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e amulticast LBR-HBR HCPDU transmission; or

e aunicast LBR-HBR HCPDU transmission, which is expected to be followed by a

corresponding AK-HCPDU transmission from the destination HC-entity.

When a HC-entity transmits a AK-HCPDU to acknowledge a received unicast LBR-
HBR HCPDU transmission, the acknowledgement time requirement, measured at its
antenna, is imposed such that the start of its AK-HCPDU burst shall occur i,k, with an
accuracy of + d,, after the end of the received LBR-HBR HCPDU burst.

As far as the transmitter of an LBR-HBR HCPDU is concerned, its multicast LBR-
HBR HCPDU transmission is always successful, whereas its unicast LBR-HBR HCPDU

transmission is considered successful only if a corresponding AK-HCPDU is received.

1.2.5 HIPERLAN/2 Introduction

HIPERLAN/2 MAC protocol [13] [14] [15] is based on reservation TDMA. The
MAC protocol has a centralized architecture, despite whether the topological architecture
of the network is centralized or direct. The basic structure of the TDMA frame is shown
in Figure 1.15. The frame consists of broadcast, downlink, direct link, uplink, and
random access phases. The duration of the whole access cycle is fixed to 2 ms, but the
boundaries between the separate phases are flexible and can be adapted according to the

traffic load.

TDMA frame (2ms)

A
Y.

Broadcast | Downlink | Directlink | Uplink |Random Access
Phase Phase Phase Phase Phase

4

- »
Time

Figure 1.15 HIPERLAN/2 MAC TDMA frame
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The broadcast phase carries network information, such as power levels and AP
identifier, and defines the structure of the TDMA frame and the reservation status of time
slots on different link phases. During the downlink phase, MPDUs are transmitted from
AP to terminals and the uplink phase contains the reverse direction. The direct link phase
is optional, and used for direct terminal-to-terminal communications.

The random access phase contains uplink slots that are used for terminals to send
messages to AP when they do not have reserved uplink slots. The phase is divided into
time slots that are utilized using the slotted ALOHA protocol with binary exponential
backoff after collisions.

The basic unit of transfer is an ATM cell payload of 48 bytes that is transferred in
54bytes long MPDUs. For increasing efficiency, several MPDUs from a single terminal
can be multiplexed into a single MPDU train [’1 0]. Selective repeat ARQ with CRC
calculation over MPDUs are utilized by the EC. Also, the physical layer performs
convolutional FEC coding.

The HIPERLAN/2 MAC protocol is connection oriented. The QoS for each
connection is a result of resource requests sent by mobile terminals and an AP scheduling
function that allocates time slots for the DLC connections of a terminal. For scheduling,
the AP concerns the amount of queued traffic at each terminal and the QoS definitions for
a connection.

As HIPERLLAN/2 has been targeted at the support of the QoS classes defined for
ATM networks for virtual connections [15]. Each HIPERILLAN/2 connection can thus be
associated with separate parameters for throughput, delay, delay variation, and bit error
rate. For compatibility with IEEE 802 based LANs, an Ethernet service specific

convergence sub layer has been specified for HIPERLAN/2 [14]. The support of the
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IEEE 802 based QoS is optional in the convergence layer. If supported, the different

IEEE 802.11 traffic classes are mapped into separate HIPERL.AN/2 DLC connections.
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Chapter 2

Simulation Model

In this thesis, in order to compare the performances of different wireless LANS,
simulation models are established. All simulation models are presented and are
implemented by the computer software that is designed using C++ language based on
object-oriented programming technology [17]. The software is consisted of 3 parts: PCF,
DCF and HIPERLAN. It simulates different network conditions depending on input
simulation parameters and outputs simulation results when simulation completes. In this
chapter, the simulation models are established first and the different input parameters are

listed; then, the metrics used to evaluate the performance are presented.

2.1 IEEE 802.11 PCF Simulation

For IEEE 802.11 WLAN, most of networks are infrastructure-based architecture
network. The two infrastructure wireless LAN simulation models are established for PCF

and DCEF, respectively.

2.1.1 PCF simulation model

This model simulates an infrastructure-based wireless network within an ideal square
area with 2000-meter length and 2000-meter width. In this area, 200 wireless stations are
active and distribute randomly; they move only inside the area randomly. To setup an

infrastructure network, access points (APs) must be deployed. All stations and APs have

the same radio transmission coverage range of radius 200 meters. Different number of
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APs covers different number of STAs in every BSS. All BSSs radio service coverage
illustrates as following charts. All APs are distributed uniformly; and in this square area,
9, 14, 25, 36 and 49 APs are deployed depending on the scenarios (see Figure 2.1). Based
on the assumed transmission range, we can see that at least 49 APs can completely cover
this area; that means each station is within one AP’s radio transmission range. Assuming
that all stations move only inside the area, but they can move from one AP’s radio service
area to another AP’s radio service area or to out of service, but they will go back into the
area when they reach the area border. We also assume all APs are connected by wired
backbone network and packet transmission delay in the backbone network is neglected.
The basic channel bit rate of 1Mb/s is used in the simulation. In every BSS, the medium
control method is Point Coordination Function (PCF). The models of access points and

stations distribution are shown in Figure 2.1.
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Figure 2.1 APs and STAs distribution models in different deployment scenarios
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Backbone Network

Figure 2.2 Infrastructure PCF transmission procedure

The procedure of infrastructure-based PCF is’ illustrated in Figure 2.2. In this
example, three BSS are connected to a backbone network and all stations communicate
through the access point of its BSS. Assuming STA1 in BSS1 has a packet to transmit to
the STA2 in BSS3, the data packet transmission procedure is:

(D AP1 send CF_Poll to STA1 in BSS1;
@ STA1 transmits data packet to AP1;
@ AP1 forwards the packet to AP3 via backbone network;

@ AP3 sends (CF_Poll + Packet) to STA2 in BSS3;

® STA2 replies ACK to AP3.

There are 4 cases when point coordinator communicates with stations depending on

if access point or station has data packets to transmit, as shown in Figure 2.3.
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Figure 2.3 PC-to-Station transmission in PCF

2.1.2 Assumptions for Infrastructure PCF simulation

In the simulation of infrastructure-based PCF WLAN, all assuming values are given

in Table 2.1.
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Attribute Value
Area 2000m x 2000m
Number of AP 9, 16, 25, 36, 49
Number of stations 200
Channel bit rate 1 Mb/s
Data packet size 8000 bits (8000 us)
ACK 104 bits (104 ps)
Beacon 100 bits (100 ps)
CF _Poll 100 bits (100 ps)
Small Iteration 10 ps
Large Iteration 8000us (8ms)
SIFS 10 ps
PIFS 30 us
CFP Repetition Interval 0.40 s
CFP Max Duration 0.39s

Station movement velocity

30m/s (maximum)

Station location update period | 10 Large Iteration (80ms)
TTL 250ms, 1000ms

Table 2.1 Simulation attribute values (input parameters) for PCF

Assuming the position of station 7 in the simulation area is (X;, Y;) and the position

of a AP, is (X,, Y,), the new location (X i, ¥7;) of the station after each location update is

X, =X, +AT -v, -cos¥,

Y,.' =Y +AT-v,-sinf,

where AT is the station location update period (=80ms), v; is the movement speed of

station I, and 6; is the movement angle of the station . If

J&X - X )+ (Y, -Y,)F <200m

then this station is connected with the AP, (X, 1},).
In this simulation, assume the probability that a station generates a packet is Pg. The

packet generation process from each station is assumed to follow a Bernoulli trial. A
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uniformly distributed random generation is called every packet time for a specific station.
If the returned value x < Py, a packet is generated; when x > Pg, no packet generated.

Pg value is set to 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0 respectively, to
yield different simulation cases. As soon as a packet is generated, the packet is delivered
to the buffer memory of the station. The size of buffer memory represents how many
packets can be stored simultaneously, and the buffer is FIFO (First In, First Out) buffer.
When a packet is transmitted successfully, the packet is removed out of the buffer. In this
simulation, the buffer size of all APs and stations is set to 2, 16, and 128 respectively.

Assume the lifetime period of every packet, TTL (Time To Live), is 250ms and
1000ms respectively depending on the scenarios. A packet TTL is counted from the
packet generation time. If a packet life period is counted up to its TTL, the packet will be
discarded.

Another assumption is all simulations are operated in ideal channel condition without
considering the interfereﬁce and fading effects in details to simplify the channel status; in
other words, the channel bit error rate is set to zero and correct packet probability P.=1.
Because the system performance is apparently worse when the channel bit error rate

becomes higher.

2.1.3 Procedure for Infrastructure PCF simulation

Using object-oriented computer software design tools, this wireless LAN simulator
simulates various operating details of wireless LAN environment. All simulation
parameters can be set in a configuration file or input at beginning of the simulation.
When all parameters for simulation are entered, the simulation starts to run. Firstly, based

on the entered parameters, the simulation system initializes all access points and stations
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configuration, sets the number of the total simulation cycles, and randomly generates all
stations location coordinates, movement speeds, and direction. Next, the PCF contention-
free period starts and the detailed procedure is presented in section 1.1.3.3. After the
preset simulation cycles ends, the system begins to analysis and to estimate all simulation
data and outputs simulation results into a data file. The simulation procedure ﬂowcharf is

illustrated as Figure 2.4, 2.5 and 2.6.
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Figure 2.4 Flowchart of infrastructure PCF simulation
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2.1.4 Performance Criteria

Choosing the correct metrics to use in the evaluation of the WLAN is vital to the
result and the validity of the evaluation. The metrics we have used are normalized
average traffic throughput, average end-to-end delay, average packet loss rate, and

average buffer overflow rate [17] [23].

1) Average Traffic Throughput

Throughput is definitely one of the most critical considerations in the design of a
MAC protocol because the spectrum is a scarce resource. A station traffic normalized
throughput 7 is defined as the percentage of the packets that a station transmits
successfully from source to destination during the simulation period over the total packets
that the station generated during the simulation period. A network average throughput

E[n] is the value that the sum of all station throughputs divided by the number of

stations.
NS
: n;
Ni i
; — success E[ ] — =1
77 N itotal 77 N s

n; 1s the normalized throughput of station 7.

Niguccess 18 the number of data packets that a source station i transmits to the
destination successfully.

Nisoia 18 the number of total data packets that station 7 generates.

N; is the number of stations.
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2) Throughput variance

Throughput variance is defined as the sum of the squares of difference between
station i’s average throughput #7;and all stations’ average throughput £/7/. Throughput
variance can be obtained by

L -’
TN

s

Ns 1s the number of stations.

3) Average End-to-End Delay

The packet end-to-end delay is defined as a period from the time when the packet is
generated at the source to the time when the packet is delivered to the destination and
successfully acknowledged. It consists of the queuing delay, transmission delay and
propagation delay. The queuing delay includes queuing delays in transmitter station, APs,
and the intended receiver. For the raﬁge of wireless LAN, the propagation delay is so
small and will be ignored. The queuing delay is the time the packet waits in buffer
memory to be transmitted. The end-to-end transmission delay starts from the moment a
data packet starts to transmit and ends when the transmitting station receives ACK
successfully. Average end-to-end traffic delay (E/D]) can be calculated as the result of
the sum of transmission times of total successful end-to-end transmitted data packets

divided by the number of successful transmitted data packets.

D; is the average end-to-end delay of station i.
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d;; is the end-to-end delay of the jth packet of station i.
Njp is the number of total successful transmitted packets of station i.

N is the number of total stations.

4) Average Buffer Overflow Rate

Generally, when a sta(tion generates a packet, the packet is delivered to the buffer
memory of the station. However, the buffer size is limited. If the buffer is full, the new
generated packet will be discarded, that means buffer overflow. The buffer overflow rate
(RBO) is defined as the percentage of the packets that a station buffer discards over the
total packets that the station generated during the simulation period. Average buffer
overflow rate E/RBO] is the sum of all station buffer overflow rates divided by the

number of stations.

N

s

i 3250,
RBO, = —272" E[RBO]="1——
Ni ltotal N, 5

RBO; is the buffer overflow rate of station i.
Nigyeriow 1s the number of total discarded data packets of source station i.
Nisa 18 the number of total data packets that station i generates.

N; is the number of stations.

5) Average Packet Loss Rate

In the simulation, packet loss occurs in two conditions:
e When a packet lifetime period is counted up to its TTL and it is still not

delivered, it will be discarded.
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e When a packet is transmitted to its destination cell AP that covers the packet’s
destination station, but the AP cannot find the destination station in its BSS area,
which means the destination station has moved out of the BSS; then the packet
will be discarded.

The packet loss rate (RPL) is defined as the percentage of the total lost packets when

a station transmits packets to the destination over the total packets that the station
generated during the simulation period. Average packet loss rate E/RPL] is the value that

the sum of all station packet loss rates divided by the number of stations.

RPLi — Nflo:s
Nltotal s

RPL; is the packet loss rate of station 7.

Nijss 1s the number of lost data packets of the source station i.

Nispiq 18 the number of total data packets that station i generates.

N, is the number of stations.

2.2 Infrastructure-based DCF simulation

2.2.1 DCF simulation model

This model simulates an infrastructure-based wireless network within an ideal square
area of 2000-meter length and 2000-meter width based on distributed coordination
function. In the simulation area, 200 wireless stations are active and distributed
uniformly; they move only inside the area randomly. To setup an infrastructure network,

access points (APs) must be deployed. All stations and APs have same radio transmission
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coverage range of radius 200 meters. Different number of APs covers different number of
STAs in every BSS. All BSS radio service coverage charts are the same as those in
infrastructure-based PCF model (refer Figure 2.1). Assuming all APs are distributed
uniformly; hence, in this square area, we deploy 9, 14, 25, 36 and 49 APs depending on
the case, respectively. From these charts, we can see that at least 49 APs can completely
cover this area; that means, all stations are covered by .AP’s radio transmission range.
Assuming that all stations move only inside the area, whereas they can move from one
BSS to another BSS or to out of service, they will go back into the area when they reach
the area border. We also assume all APs are connected by wired backbone network and
packet transmission delay in the backbone network is neglected. The basic channel bit
rate of IMb/s is used in the simulation. In every BSS, the medium control method is

Distributed Coordination Function (DCF) based on CSMA/CA protocol.

Backbone Network

.~ 'BSS1 BSS3 -
,l«’ i :l “ l“ : (. A \“
R L R e R
x\ A \€I A ll, \\\ /1)

.STA1 S STA ‘ \ S%A .

Figure 2.7 Infrastructure DCF transmission procedure

The procedure of infrastructure-based DCF is illustrated in Figure 2.7. In this
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example, three BSS are connected together via the backbone network. Assuming STA1 in
BSS1 has a packet to transmit to the STA2 in BSS3, the data packet transmission
procedure is:
(D STAL1 contends and captures the channel in BSS1 and transmits packet to AP1;
© AP1 forwards the packet to AP3 via backbone network;

@ AP3 captures the medium in BSS3 and transmits packet to destination STA2;

@ STA2 replies ACK to AP3.

2.2.2 Station State Transition in DCF simulation

IEEE 802.11 DCF is based on the use of the CSMA/CA. In the simulation, every
station moves from state to state depending on different conditions. The station state

transition diagram is shown in Figure 2.8.
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Figure 2.8 Station state transition of DCF
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Initially, each station is in the Idle state. When a new packet arrives, it is stored in
transmission buffer and the station moves to Sensing Medium state. Depending on free or
busy result of sensing the medium, the station state changes either to Transmission state
or to Backoff state. In the Backoff state, the station continues to sense the channel and
decrement the backoff timer only when the channel is free. When the backoff timer
- decreases to zero and the channel is still free, the station state changes from Backoff state
to Transmission state and the station starts to transmit a packet. On the other hand, when
a station is in the Transmission state, if the transmission is completed, the station state
transits from Backoff state to Waiting for ACK state. When a station is Waiting for
ACK, if the ACK is received, it means the packet is transmitted successfully and then the
station state moves to Idle state; if the ACK is not received, it means collision occurred
and the transmission failed, then the station state moves to Backoff state after doubling

the contention window.

2.2.3 Assumptions for Infrastructure DCF simulation

In the simulation of infrastructure-based DCF WLAN, all input parameters are given
in Table 2.2.

Assuming the position of station 7 in the simulation area is (X;, Y;) and the position

ofa AP, is (X,, Y,), the new location (X’;, Y*;) of the station after each location update is

X, =X, +AT v, -cosé,
Y, =Y, +AT v, -siné,

where AT is the station location update period (=80ms), v; is the movement velocity of
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the station I, and §; is the movement angle of the station i. If

JX =X ,)? (¥ -Y,)* <200m

then this station is connected with the AP, (X,, 1,).

Attribute Value
Area 2000m x 2000m
Number of AP 9,16, 25, 36, 49
Number of stations 200
Channel bit rate 1 Mb/s
Data packet size 8000 bits (8000 us)
ACK 104 bits (104 us)
Small Iteration 10 ps
Large Iteration 8000ps (8ms)
SIFS 10 us
DIFS 50 us

Station movement velocity

30m/s (maximum)

Station location update period

10 Large Iteration (80ms)

Minimum contention window CWyn

8

.| Maximum contention window CWax | 256
TTL 250ms, 1000ms
TxTimes 5,10

Table 2.2 Default simulation. attribute values for DCF

In this simulation, assume the probability that a station generates a packet is Py. The
packet generation process from each station is assumed to follow a Bernoulli trial. A
uniformly distributed random generation is called every packet time for a specific station.
If the returned value

x < Pg, the station generates a packet;
x > Py, no packet generate;
Py value is set to 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0 respectively, to

control the simulation system data traffic. As soon as a packet is generated, it is delivered
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to the buffer memory of the station. The size of buffer memory reflects how many
packets can be stored simultaneously, and the buffer is FIFO (First In, First Out) buffer.
When a packet is transmitted successfully, the packet is removed out of the buffer. In this
simulation, the buffer size of all access points and stations is set to 2, 16, and 128
depending on the simulation scenarios.

For the random backoff algorithm, assume the minimum contention window (initial
contention window) CW,;, is 8, and the maximum contention window CW .y is 256.

We assume the life period of every packet, TTL (Time To Live), is 250ms and
1000ms, respectively. A packet TTL is counted from its generation time. If a packet life
period is counted up to its TTL, it will be discarded.

Another assumption is: all simulations are operated in ideal channel condition
without considering the interference and fading effects so as to simplify the simulation; in
other words, the channel bit error rate is set to zero and correct packet probability P.=1.

We assume the maximum number of packets attempting transmission
(retransmission), TxTimes, is 5 and 10, respectively. Packets retransmission is due to

collision only.

2.2.4 Procedure for the Infrastructure DCF simulation

Similar to the simulation of PCF, firstly, based on the entered parameters, the simulation
system initializes all access points and stations configuration, sets the number of the total
simulation cycles, and randomly generates all stations location coordinates, movement
velocity, and movement direction. Next, the DCF contention period starts and the detailed
procedure is presented in section 1.1.3.4. After the preset simulation cycles ends, the system

begins to compute all simulation criteria and outputs simulation results into a data file. The
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simulation procedure flowchart is illustrated as Figure 2.9 and 2.10.
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Figure 2.10 Contention backoff flowchart in DCF

2.2.5 Performance Evaluation Criteria

The metrics we use in infrastructure-based DCF simulation are same as those in

infrastructure-based PCF, which include normalized average traffic throughput, average
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end-to-end delay, average packet loss rate, and average buffer overflow rate. In addition,

they have same definitions and calculation equations as in section 2.1.1.4.

2.3 HPERLAN Simulation

HIPERLAN standard is intended to establish two type of WLAN: predefined LANs
that can be made to form part of, or supplement, fixed LANs, and Ad hoc HIPERLAN
that can be rapidly configured for Ad hoc functionality. The simulation goal is evaluating
the performance of the EY-NPMA protocol, which is applied in HIPERLAN medium |

access control.

2.3.1 HIPERLAN simulation model

This model simulates a HIPERLAN wireless network within an ideal round area
with 200-meter radius as shown in Figure 2.11. In the simulation area, 100 wireless
stations are active and distributed randomly. Every station has a 200-meter-radius radio
coverage range and can directly communicates with other stations located in the same
area. Assuming all stations move only inside the area randomly, they will go back into
the area when they reach the area border. A channel bit rate of 23.5294Mb/s is used in the
simulation. For HIPERLAN, channel access is attempted by the CAC entity according to
three possible channel conditions: free channel condition, synchronized channel
condition, and hidden terminal condition. Here, we only simulate the synchronized

channel condition, for which the medium control method is EY-NPMA protocol.
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Figure 2.11 HIPERLAN simulation area and stations distribution

2.3.2 Assumptions for HIPERLAN simulation

In the simulation of HIPERLAN WLAN, all assuming values are given in Table 2.3.

Attribute Value
Area Radius=200m
Number of stations 100
Channel bit rate 23.5294 Mb/s
Data packet size 8000 bits (340 ps)
ACK 104 bits (4.4 ps)
Small Iteration 10 us
Large Iteration 340ps

Station movement velocity

30m/s (maximum)

Station location update period

10 Large Iteration (3.4ms)

TTL 250ms, 1000ms
TxTimes 5,10
Channel packet correct probability P, | 1.0

Table 2.3 Default simulation parameter values for HIPERLAN
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Assuming the position of station 7 in the simulation area is (X;, ;) and the center

point coordinate of the simulation area is (X., Y;), the new location (X’;, ¥’ of the

station after each location update is

{ X, =X, +AT-v,-cosé,

Y, =Y, +AT-v, -siné,

! 1

where AT is the station location update period (=3.4ms), v;is the movement velocity of

the station 7, and &; is the movement angle of the station i. If

VX -X,) + (X -X, ) >100m,

this station moves out of the area. Then, let the station movement direction angle

0,- 0, +n/2
and recalculate the new location coordinate (X’;, ¥;). If the new location is still out of the
area, the simulation program will apply the method repeatedly until the new location
coordinate is inside the area.

In this simulation, assume the probability that a station generates a packet is Pg. The
packet generation process from each station is assumed to follow a Bernoulli trial. A
uniformly distributed random generation is called every packet time for a specific station.
If the returned value

x < Py, the station generates a packet;
x > Py, no packet generate;

Py value is set to 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0 respectively, to
control the simulation system data traffic. As soon as a packet is generated, the packet is
delivered to the buffer memory of the station. The size of buffer memory reflects how

many packets can be stored simultaneously, and the buffer is FIFO (First In, First Out)
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buffer. When a packet is transmitted successfully, the packet is removed from the buffer.
In this simulation, the buffer size of all stations is set to 2, 16, and 128 depending on the
simulation scenarios.

Assume the life period of every packet, TTL (Time To Live), is 250ms and 1000ms,
respectively. A packet TTL is counted from its generation time. If a packet life period is
counted up to its TTL, it will be discarded.

Assume the maximum number of packets attempting transmission (retransmission),

TxTimes, is 5 and 10, respectively. Packets retransmission is due to collision only.

2.3.3 Procedure for HIPERLAN simulation

Similar to the simulation of IEEE802.11 PCF, the HIPERLAN simulation system
first initializes all stations configuration, sets the number of the total simulation cycles,
and randomly generates all stations location coordinates, movement velocity, movement
direction angle, and priority level based on the entered parameters. After the
initialization, the channel access cycle simulation of synchronized channel condition
starts. There are three phases in every channel access cycle including the prioritization
phase, the contention phase, and the transmission phase. The contention phase is made up

of two sub-phases: elimination phase and yielding phase [3] [12] [25].

Prioritization phase

After the start of the access cycle, the station must detect the channel for a number of
prioritization slot intervals equal to the priority. Thus, stations that have to transmit traffic
with priority 0 may immediately access the channel with a channel access burst. Stations

with priority 1 must sense the channel for one slot, stations with priority 2 must wait for 2
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slot, etc. the stations send a channel access burst only if they detect that the channel is
idle for all the previous slots. Thus, a station with traffic with priority 1 would only
access the channel if it did not detect any transmission with priority 0. Five priority levels
are defined in HIPERLAN, from 0 to 4. Apparently, the priority O is the highest level,
and the priority 4 is the lowest. The duration of the prioritization slot is 16873=7us (T} is
the HBR bit period). The channel access bursts are sent only if in the previous slots the
channel is idle, or if there are no stations with higher priority demanding transmission.

The prioritization phase procedure is illustrated in Figure 2.12.

Channel Access Burst (Priority 0)

Channel Access Burst (Priority 1)

< > Time
Start of Prioritization
access cycle Slot Interval

Figure 2.12 HIPERLAN Prioritization phase procedure

Elimination phase
After the prioritization phase, several (or at least one) stations will survive the

competition. In face, all stations with the highest priority among the first contenders will
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survive. To reduce the number of stations, a random procedure is performed in this

elimination phase.

STA 0 access burst

STA 1 access burst

STA 2 access burst

STA 3 access burst

Ny

Start of channel The longest  Time g
access burst access burst

Figure 2.13 HIPERLAN Elimination phase procedure

The channel access burst minimum duration is 1687} equal to the duration of the
prioritization slot. However, this is incremented by a random number of elimination slot
intervals of 2127, (=9us). The range of this random number is between 0 and 12. Thus,
every station has a different channel access burst duration. However, on average, 1/12 of
the all stations would have the same random number and the same channel access burst
duration. After a station completes transmitting the channel access burst, it must check
the channel status. If the channel is busy, the station is eliminated by other stations; if the
channel is idle, which means this station has the longest channel access burst duration; it
survives and goes to the yielding phase. Again, one or more contenders possibly survive
this phase. The survivors must detect whether the channel will be idle for the following
2567, after terminating the channel access burst and before proceeding to the next phase.

The elimination phase is illustrated in Figure 2.13. STA 0, 1, 2, and 3 have the same
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priority levels and transmit channel access bursts at the start of the elimination phase.
Only STA 1 and STA 2 have the same longest access burst duration, so the two stations

survive. STA 0 and STA 3 are eliminated.

Yielding phase

STA 1 yield interval STA 1 transmission

STA 2 yield interval
Start of STA 1 transmits Time >
yielding phase STA 2 withdraws

Figure 2.14 HIPERLAN Yielding phase procedure

Once the elimination phase is completed, thé surviving stations are asked to yield for
a random time interval béfore the start of transmission. Yielding slot interval is 1687}
long. A station must yield for a random number of slot intervals. The random number 7 is
integer variable with uniform distribution between 0 and 9. Thus, the stations with #=0
would be the first to transmit just at the end of elimination phase. If there are no stations
with #=0, then the stations with #=1 would transmit, and so on. During the yield
interval, if a station detects that the channel is busy, it withdraws. Only the stations with
the smallest random # would transmit. Even through random 7, 1/10 of the all stations
in yielding phase would have the same random number and transmit at the same time;
thus, the collision is still possible to occur. Figure 2.14 illustrates the yielding phase. the

STA 1 has shorter yielding interval than STA 2; hence, the STA 1 survives to transmit
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and the STA 2 withdraws.

2.3.4 Performance Evaluation Criteria

The metrics we use in HIPERLAN simulation are same as those in infrastructure-
based PCF, which include normalized average traffic throughput, average end-to-end
delay, average packet loss rate, and average buffer overflow rate. In addition, they have

the same definitions and calculation equations as in section 2.1.1.4.
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Chapter 3

WLAN Simulation Results

In this chapter, all simulation results based on the above simulation models of IEEE
802.11 infrastructure-based PCF and DCF wireless LAN and ETSI HIPERLAN are
presented. These include average traffic throughput, average end-to-end delay, average
buffer overflow rate, and average packet loss rate as function of the offered traffic load
Py, station buffer size, packet lifetime TTL and the maximum packet transmission times
TxTimes. These simulation results are presented and then analyzed. Comparison of

different WLAN and medium access control algorithms then follows.

3.1 IEEE 802.11 PCF Simulation Results

. For the infrastructure-based PCF, we simulate the performance metrics of the polling
medium access control method. The following simulation performance results are
obtained under certain conditions and simulation environment specified earlier. All
simulation results including average traffic throughput, average end-to-end delay,
average buffer overflow rate and average packet loss rate are shown versus the offered
traffic load, which is represented by the probability of packet generation Py, the value is
set in the range 0.1 to 1.0. The buffer memory size of stations and access points is set to
small size of 2, middle size of 16 and large size of 128 to evaluate the effect for
performance metrics in different buffer sizes. The packet lifetime period parameter TTL
is set to 250ms and 1000ms to evaluate the effect for performance metrics in different

packet lifetime period values. The performance metrics could be affected simultaneously
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by several parameters. The details are shown below.

3.1.1 Average Traffic Throughput

From Figure 3.1 and Figure 3.2, we can see that the average traffic throughput
decreases with increasing the probability of offered traffic load. The reason is that more
packets are generated during the simulation as the probability of packet generation
increases. Heavier traffic load certainly causes longer queuing delay in the buffer; if a
packet queuing delay is larger than the packet TTL, the packet will be discarded.
Moreover, more offered traffic load causes more buffer overflow and results of more
packets dropped. Therefore, the throughput decreases with increasing the probability of

offered traffic load.

AP=9, TTL=250, Pc=1.0

—o—BufferSize=2
—#— BufferSize=16
—&— BufferSize=128

Average Traffic Throughput

0.02 oo
01 02 03 04 05 06 07 08 09 10 Pg

Figure 3.1 Average Traffic Throughput vs. Buffer size (1) (PCF)
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AP=49, TTL=250, Pc=1.0
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Figure 3.2 Average Traffic Throughput vs. Buffer size (2) (PCF)

On the other hand, the larger buffer size stations have, the larger average throughput
than can be obtained. The reason is that if the buffer size is small, only a small number of
packets can be put into the buffer. More generated packets cannot be put into the buffer
(buffer overflow) and the packet will be discarded. Thus, the larger buffer size, the less
generated packets are dropped, and the larger throughput obtained.

The difference between Figure 3.1 and Figure 3.2 is the number of access points. The
traffic throughput difference in these two cases is very large. The reason will be
explained later.

Figure 3.3 illustrates the difference of average traffic throughputs when the TTL
value is different. The larger value TTL results in a little bit more average traffic
throughput. The reason is that if a packet has longer lifetime, it can have longer queuing
delay in buffer and is not easier to get dropped by TTL timer. On the other hand, the

longer lifetime possibly results in more packets discarded due to buffer overflow.
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AP=49, BufferSize=128, Pc=1.0
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Figure 3.3 Average Traffic Throughput vs. TTL (PCF)

BufferSize=128, TTL=250, Pc=1.0

—e— AP=9

—#— AP=16
——&— AP=25
—e— AP=36
—¥— AP=49

Average Traffic Throughput

Figure 3.4 Average Traffic Throughput vs. APs (PCF)

Figure 3.4 illustrates the difference of average traffic throughputs when the

simulation area is covered by different number of access points. From figure 2.8, we can
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see that the less is number of AP employed, the less stations are covered by AP radio
service. When AP=9, only approximately 28 percent of all stations are covered by 9
access points. Therefore, 72 percent stations are out of radio service; and then, when
these stations generate new packets, they will be dropped while their lifetime comes to an
end or buffer memory overflow. Hence, the simulation will obtain very low average
traffic throughput. On the other hand, when AP=49, 100 percent stations are covered by
access points radio service. Most of the packets can be transmitted to their destination;

thus, the system maintains the highest average traffic throughput.

3.1.2 Average End-to-end Delay

For the average end-to-end delay, the input parameters are buffer memory size,
packet lifetime period TTL, and the number of APs.

From Figure 3.5 and Figure 3.6, we can see that the average end-to-end delay
increases with increasing the probability of offered traffic load. The reason is that more
packets are generated during the simulation as the probability of packet generation
increases. Heavier traffic load certainly causes packets larger queuing delay in the buffer.
Because the packet transmission delay and propagation delay do not change with the
number of packet in the buffer, the end-to-end delay increases only due to queuing delay.

On the other hand, we can see, the average end-to-end delay increases quickly with
larger buffer sizes. The reason is that if the buffer size is large, the more generated
packets can be put into the FIFO buffer for queuing. Thus, the queued packets can be
transmitted only when its predecessor packets have been transmitted. Therefore, the

packet will have more queuing delay in the larger buffer.
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Figure 3.5 Average End-to-end Delay vs. Buffer Size (1) (PCF)
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Figure 3.6 Average End-to-end Delay vs. Buffer Size (2) (PCF)

The difference between Figure 3.5 and Figure 3.6 is the number of access points. The

average end-to-end delay difference in these two cases is very large. The reason will be
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explained later.

Figure 3.7 illustrates the difference of average end-to-end delays when the TTL
value changes. The larger value TTL results in a little bit more average end-to-end delay.
The reason is that if a packet has longer lifetime, it can have longer queuing delay to stay
in the buffer and is not easier to be dropped by the TTL timer. On the other hand, the

longer lifetime possibly results in more packets discarded due to buffer overflow.

AP=49, BufferSize=128, Pc=1.0
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Figure 3.7 Average End-to-end Delay vs. TTL (PCF)

Figure 3.8 illustrates the difference of average end-to-end delays when the
simulation area is covered by different number of access points. From Figure 2.8, we can
see that the less is number of AP employed, the less stations are covered by AP radio
service. For example, when AP=9, only approximately 28 percent of all stations are
covered by 9 access points; that means, 72 percent stations are out of radio service. The

destination of packets is uniformly distributed among all stations in the area. Thus, we
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can say that average 72 percent packets that the active stations transmit to APs would be
discarded because the AP cannot transmit the packet to the appropriate destination. In this
case, it means whole system costs the most of time to transmit useless packets so that the
successful packets have to stay in the buffer longer time to wait for service. Hence, the
average end-to-end delay becomes very large. On the other hand, when AP=49, 100
percent stations are covered by access points radio service. The packets that the active
stations transmit to APs can be transmitted to appropriate destination except the
destination station has moved out of the cell. Therefore, the average end-to-end delay

becomes very small.

BufferSize=128, TTL=1000, Pc=1.0
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Figure 3.8 Average End-to-end Delay vs. the number of APs (PCF)

3.1.3 Average Buffer Overflow Rate

For the average buffer overflow rate, the simulation input parameters are buffer
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memory size, packet lifetime period TTL, and the number of APs.

Figure 3.9 depicts the average buffer overflow rate versus buffer size with respect to
offered traffic load. We can see that the average buffer overflow rate increases with
increasing the probability of offered traffic load. The reason is that more packets are
generated during the simulation as the probability of packet generation increases, so more
generated packets are put into the FIFO buffer. Since the buffer size is fixed, the buffer is

filled by packets faster with increasing offered load; thus, the buffer overflow increases.

AP=49, TTL=1000, Pc=1.0
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Figure 3.9 Average Buffer Overflow Rate vs. Buffer Size (PCF)

In addition, we can see from the chart, the average buffer overflow rate with smaller
buffer size is always larger than that with larger buffer size. When the buffer size is 2,
approximately 2 percent packets are dropped due to buffer overflow if offered load rate is
0.1; whereas no packets are dropped when the buffer size is 128 if offered load rate is 0.1

and approximately 2 percent packets are dropped due to buffer overflow until the offered
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load rate is up to 0.75. Therefore, the larger buffer size gives system performance more
promotion.

Figure 3.10 shows the average buffer overflow rates versus packet lifetime TTL with
respect to the offered traffic load. The average buffer overflow rate increases with
increasing the probability of offered traffic load. Reasons remain the same as explained
above. Another point is the larger TTL results in higher buffer overflow rate. The reason
is that if a packet has longer lifetime, it has longer queuing delay to stay in the buffer and
is not easier to be dropped by TTL timer. Then, more packets will stay in the buffer
waiting for transmission so that the buffer is filled quickly and then overflows. With
smaller TTL, packets may be dropped by TTL timer when the packets stay enough time

equal to TTL in the buffer.
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Figure 3.10 Average Buffer Overflow Rate vs. TTL (PCF)
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BufferSize=128, TTL=1000, Pc=1.0
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Figure 3.11 Average Buffer Overflow Rate vs. the number of APs (PCF)

Figure 3.11 shows the average buffer overflow rates versus the number of APs as a
function of the offered traffic load. From Figure 2.8, we can see that the léss the number
of AP employ, the less stations are covered by AP radio service and lower average buffer
overflow rate. For example, when AP=9, only approximately 28 percent of all stations
are covered by 9 access points; that means, 72 percent stations are out of radio service.
The destination of packets is uniformly distributed among all stations in the area. Thus,
we can say that an average 72 percent of the packets that the active stations transmit to
APs would be discarded because the AP cannot transmit the packet to the appropriate
destination. This means most of time is spent to transmit useless packets so that the
packets have to stay in the buffer longer time to wait for transmitting. Hence, more
generated packets would be dropped due to buffer overflow; so, the average buffer
overflow rates becomes higher. On the other hand, when AP=49, 100 percent stations are

covered by access points radio service. The packets that the active stations transmit to
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APs can be transmitted to appropriate destination except if destination station has moved

out of the cell. Therefore, the average buffer overflow rate becomes lower.

3.1.4 Average Packet Loss Rate

For the average packet loss rate, the simulation input parameters are the buffer
memory size, packet lifetime TT, and the number of APs. Packet loss is attributed to two
cases: a) a packet lifetime period is counted up to its TTL and it is still not transmitted, it
will be discarded; and b) when AP cannot find the destination station in its cell, which
means the destination station has moved out of the BSS, then the packet will be

discarded.

AP=49, TTL=1000, Pc=1.0
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Figure 3.12 Average Packet Loss Rate vs. Buffer Size (PCF)

Figure 3.12 shows the average packet loss rate versus buffer size with respect to
offered traffic load. From that, we can see that the average packet loss rate smoothly

increases with increasing the probability of offered traffic load. The reason is that more
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packets are generated during the simulation as the probability of packet generation
increases and then causes packets a longer queuing delay in the buffer. When the queuing
delay of a packet is counted up to its TTL, the packet will be dropped and the packet is
lost. A larger buffer size will also cause longer queuing delay, and then causes higher

packet loss rate.
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Figure 3.13 Average Packet Loss Rate vs. TTL (PCF)

Figure 3.13 shows the average packet loss rate versus TTL with respect to the
offered traffic load. We can see that the average packet loss rate with smaller TTL
becomes higher than that with larger TTL as the offered load increases. The reason is that
the larger TTL results in fewer packets being dropped due to TTL timer; and then the

packet loss rate becomes lower.

Figure 3.14 shows the average packet loss rate versus the number of APs with
respect to offered traffic load. From this figure, we can see that the higher number of APs

causes a lower average packet loss rate. The reason is that the more APs cover more
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stations and forward more packets to the destination successfully; so the packet loss rate
is lower. By contrary, a lower number of APs cover less stations and most of packets are

lost, so the packet loss rate is higher.

BufferSize=128, TTL=1000, Pc=1.0
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Figure 3.14 Average Packet Loss Rate vs. the number of APs (PCF)

We can also see that different varying tendencies with different number of APs as
the probability of offered traffic load increase. With larger number (25, 36 and 49) of
APs, the average packet loss rate gently increases with increasing the probability of
offered traffic load. On the other hand, with smaller number (9 and 16) of APs, the
average packet loss rate gently decreases with increasing the probability of offered traffic

load. This can be explained by Figure 3.15, which combines Figure 3.11 and Figure 3.14.
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From Figure 3.15, we can see that when AP=9, the average buffer overflow rate

increases from R,=0 at Pg =0.1 to Rp,=0.42 at Py =1.0. As explained before, when AP=9,

average 72 percent packets would be discarded because the AP cannot transmit the

packet to the appropriate destination. Assuming the total number of generated packets is

Niows, the packet loss rate RPLg; at Py =0.1 is

RPLOI - Ntoml X(l_Rbo)x72% — Ntotal X(I—O)X72% =O.72
' N N

total total

and the packet loss rate RPL g at Pg=1.01s

Now XA =R, )% 72% _ N, % (1-0.42)x 72%
N N total

total

RPL,, = ~0.41
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From the figure, we can see the value RPLy; is 0.94 (> 0.72), since this value
includes not only dropped packets due a destination AP cannot find the destination
station in its cell (0.72) but also dropped packets by TTL timer. Similarly, the value
RPL, o from the figure is 0.49 (> 0.41) for the same reason. Therefore, the average packet
loss rate decreases while the probability of offered traffic load increases is reasonable.

When AP=49, we can see from the figure, the average packet loss rate increases
from RPLy; =0.13 at Py =0.1 to RPL;o =0.25 at Py =1.0. As explained before, when
AP=49, no packets would be discarded except if the destination station has moved out of
the cell (with a very small probability). In this scenario, the packet loss is mainly
attributed to the packets dropped by TTL timer, and its average packet loss rate gently

increases with increasing the probability of offered traffic load.

3.2 IEEE 802.11 DCF Simulation Results

In the simulation of the infrastructure-based DCF, we simulaté the performance
metrics of the CSMA/CA MAC channel access control protocol. The following
simulation performance results are obtained under certain conditions and simulation
environment specified earlier in the simulation model. We assume the channel packet
correct probability P.=1.0, which means there are no interference, no fading in the
channel to cause transmission failure. All simulation results including average traffic
throughput, average end-to-end delay, average buffer overflow rate and average packet
loss rate are evaluated as functions of the offered traffic load, which is represented by the
probability of packet generation Py, the value is set in the range 0.1 to 1.0. The buffer

memory size of stations and access points is set to small size of 2, middle size of 16 and
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large size of 128 to evaluate the effect on performance metrics of different buffer sizes.
The packet lifetime period parameter TTL is set to 250ms and 1000ms to evaluate the
effect on performance metrics for different packet lifetime period values. The maximum
attempting transmission times parameter TxTimes is set to 5 and 10 to evaluate the effect
for performance metrics in different maximum transmission times. The performance
metrics could be affected simultaneously by several parameters. The detail will be

discussed as following.

3.2.1 Average Traffic Throughput

For the average traffic throughput, the simulation parameters are the buffer memory
size, packet lifetime period TTL, the maximum attempting transmission times TxTimes,
and the number of APs.

From Figure 3.16, we can see that the average traffic throughput decreases with
increasing the probability of offered traffic load. The reason is that more packets are
generated during the simulation as the probability of packet generation increases. Heavier
traffic load certainly causes longer queuing delay in the buffer; if a packet queuing delay
is larger than the packet TTL, the packet will be dropped. In addition, more offered traffic
load causes more buffer overflow and results in more packets dropping. Therefore, the
throughput decreases with increasing the probability of offered traffic load.

Moreover, the larger the buffer size stations have, the larger the average throughput
that can be obtained. The reason is that if the buffer size is small, only a small number of
packets can be put into the buffer. More generated packets will be discarded because the
buffer overflows. Thus, the larger buffer size the stations have, the less generated packets

are dropped, and the larger the throughput obtained.
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Figure 3.16 Average Traffic Throughput vs. Buffer Size (DCF)
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Figure 3.17 Average Traffic Throughput vs. TTL (DCF)

Figure 3.17 illustrates the difference in average traffic throughputs for different TTL

values. The figure shows that larger value TTL results in a little bit more average traffic
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throughput. The reason is that if a packet has longer lifetime, it can have longer queuing
delay in the buffer and is not easier to be dropped by TTL timer. On the other hand, the

longer lifetime possibly results in more packets being discarded due to buffer overflow.
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Figure 3.18 Average Traffic Throughput vs. TxTimes (DCF)

Figure 3.18 shows the difference of average traffic throughputs when the maximum
transmission times (TxTimes) value is different. From the figure, we can see that the
larger TxTimes value results in a little bit more average traffic throughput while the
offered traffic load increases. The reason is that if a packet has larger TxTimes value, it
has more chances to attempt transmissions; so, more packets would be transmitted. On
the other hand, the larger TxTimes value definitely results in longer queuing delay in the
buffer so that some of the packets would be discarded due to the TTL timer or the buffer
overflow.

Figure 3.19 illustrates the difference of average traffic throughputs when the

simulation area is covered by different number of access points. Despite the number of

83



APs, the average traffic throughput decreases with increasing the probability of offered
traffic load, only the larger number of APs will obtain higher average throughput. From
earlier discussion, we know that the less number of APs employed, the less stations are

covered by AP radio service.
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Figure 3.19 Average Traffic Throughput vs. the number of APs (DCF)

From the figure, we can see only approximately 28 percent of all stations are covered
by 9 access points when the number of AP is 9. Therefore, 72 percent stations are out of
radio service; and then, when these stations generate new packets, they will be dropped
definitely while their lifetime comes to end or buffer memory overflows. Hence, the
simulation shows very low average traffic throughput. On the other hand, when AP=49,
100 percent stations are covered by access points radio service. The most number of
packets can be transmitted to their destination; thus, the system obtains the highest

average traffic throughput.
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3.2.2 Average End-to-end Delay

For the average end-to-end delay, the simulation input parameters are buffer memory
size, packet lifetime period TTL, the maximum attempting transmission times TxTimes,
and the number of APs.

Figure 3.20 shows that the average end-to-end delay increases with increasing the
probability of offered traffic load. The reason is that more packets are generated during
the simulation as the probability of packet generation increases. Heavier traffic load
certainly causes packets larger queuing delay in the buffer. Because the packet
transmission delay and propagation delay do not change with the number of packet in the

buffer, the end-to-end delay increases only due to queuing delay.
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Figure 3.20 Average End-to-end Delay vs. Buffer Size (DCF)

On the other hand, we can see, the average end-to-end delay increases quickly with
larger buffer size. The reason is that if the buffer size is large, the more generated packets

can be put into the FIFO buffer for queuing. Thus, the queued packet can be transmitted
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only when its predecessor packets have been transmitted. Therefore, the packet will have

more queuing delay in the larger buffer.
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Figure 3.21 Average End-to-end Delay vs. TTL (DCF)

Figure 3.21 illustrates the difference of average end-to-end delays when the TTL
value changes. The larger value TTL results in a little bit more average end-to-end delay.
The reason is that if a packet has longer lifetime, it can have longer queuing delay to stay
in the buffer and is not easier to be dropped by the TTL timer. On the other hand, the
longer lifetime possibly results in more packets discarded due to buffer overflow.

Figure 3.22 shows the difference of average end-to-end delays when the maximum
attempting transmission TxTimes value changes. The larger TxTimes value results in a
little bit more average end-to-end delay when the probability of offered load is larger than
0.6. The reason is that if a packet has more chances to attempt transmitting, it will have
longer queuing delay to stay in the buffer. When the traffic load is light, a packet would

transmit quickly without retransmissions. However, when the traffic becomes heavier, a
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packet would need more and more retransmissions since the heavier traffic will result in

more collisions.
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Figure 3.22 Average End-to-end Delay vs. TxTimes (DCF)
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Figure 3.23 Average End-to-end Delay vs. the number of APs (DCF)

Figure 3.23 shows the difference of average end-to-end delays when the simulation
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area is covered by different number of access points. Despite the number of APs, the
average end-to-end delay increases quickly with increasing the probability of offered
traffic load; only the larger number of APs will obtain a little smaller average end-to-end
delay. We have known that the less is the number of APs employed, the less stations are
covered by AP radio service. In this case, the system has to cost the most of time to
transmit useless packets so that the successful packets have to stay in the buffer longer
time to wait for service. Hence, the average end-to-end delay becomes very large. On the
other hand, when the number of APs equals to 49, 100 percent stations are covered by
access points radio service. The packets that the active stations transmit to APs can be
transmitted to appropriate destination except the destination station has moved out of the

cell. Therefore, the average end-to-end delay becomes very small.

3.2.3 Average Buffer Overflow Rate

For the average buffer overflow rate, the simulation input parameters are buffer
memory size, packet lifetime period TTL, the maximum attempting transmission times
TxTimes, and the number of APs.

Figure 3.24 shows the average buffer overflow rate versus buffer size with respect to
offered traffic load. We can see that the average buffer overflow rate increases with
increasing the probability of offered traffic load. The reason is that more packets are
generated during the simulation as the probability of packet generation increases; so,
more generated packets are put into the FIFO buffer. Since the buffer size is fixed, the
buffer is filled by packets faster with increasing offered load; thus, the buffer overflow

increases.
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Figure 3.24 Average Buffer Overflow Rate vs. Buffer Size (DCF)

In addition, we can see from the chart, the average buffer overflow rate with smaller
buffer size is always larger than that with larger buffer size. Apparently, the larger buffer

size gives system performance more promotion.
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Figure 3.25 Average Buffer Overflow Rate vs. TTL (DCF)
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Figure 3.25 shows the average buffer overflow rates versus packet lifetime TTL with
respect to the offered traffic load. The average buffer overflow rate increases with
increasing the probability of offered traffic load. The reason remains the same as
explained above. Another point is the larger TTL results in higher buffer overflow rate
when the offered load increases. The reason is that if a packet has longer lifetime, it has
longer queuing delay to stay in the buffer and is not easier to be dropped by TTL timer.
Then, more packets will stay in the buffer waiting for transmission so that the buffer is
filled quickly and then overflows. With smaller TTL, packets may be dropped by TTL

timer when the packets stay enough time equal to TTL in the buffer.
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Figure 3.26 Average Buffer Overflow Rate vs. TxTimes (DCF)

Figure 3.26 shows the difference of average buffer overflow rates when the
maximum attempting transmission TxTimes value is different. The larger TxTimes value

results in a little bit more average buffer overflow rates when the probability of offered
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load increases. The reason is that if a packet has more chances to attempt transmitting, it
will have longer queuing delay to stay in the buffer. When the traffic becomes heavier,

more packets would enter the buffer and results in higher buffer overflow rate.
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Figure 3.27 Average Buffer Overflow Rate vs. the number of APs (DCF)

Figure 3.27 shows the average buffer overflow rates versus the number of APs as a
function of the offered traffic load. Despite the number of APs, the average buffer
overflow rates always quickly increases with increasing the probability of offered traffic
load, only the larger number of APs will obtain a little smaller average end-to-end delay.
We have known that the less the number of AP employ, the less stations are covered by
AP radio service and the lower average buffer overflow rates are obtained. In this
scenario, the most of time is spent to transmit useless packets so that the packets have to
stay in the buffer longer time to wait for service. Hence, more generated packets would
be dropped due to buffer overflow; so, the average buffer overflow rates becomes higher.

On the other hand, with the largest number of AP=49, 100 percent stations are covered by
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access points radio service. The packets that the active stations transmit to APs can be
transmitted to appropriate destination except if the destination station has moved out of

the cell. Therefore, the average buffer overflow rate becomes lower.

3.2.4 Average Packet Loss Rate

For the average packet loss rate, the simulation input parameters are the buffer
memory size, packet lifetime period TTL, the maximum attempting transmission times
TxTimes, and the number of APs. Packet loss attributed to two cases: a) a packet lifetime
period is counted up to its TTL and it is still not transmitted, it will be discarded; and b)
when AP cannot find the destination station in its cell, which means the destination

station has moved out of the BSS, then the packet will be discarded.
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Figure 3.28 Average Packet Loss Rate vs. Buffer Size (DCF)

Figure 3.28 shows the average packet loss rate versus buffer size with respect to

offered traffic load. From that, we can see that the average packet loss rate increases with
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increasing the probability of offered traffic load. The reason is that more packets are
generated during the simulation as the probability of packet generation increases and then
more generated packets are put into the FIFO buffer. Since the buffer size is fixed, the
queuing delay of the packets in the buffer would increases. When the queuing delay is
larger than the TTL, the packet will be dropped. Thus, packet loss rate will increase.

In addition, we can see from the chart, the average packet loss rate with smaller
buffer size is always lower than that with larger buffer size. Apparently, the larger buffer

size results in longer queuing delay; so the packet loss rate becomes higher.
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Figure 3.29 Average Packet Loss Rate vs. TTL (DCF)

Figure 3.29 shows the difference of the average packet loss rate with different TTL
values. We can see that the average packet loss rate with smaller TTL becomes higher
than that with larger TTL as the offered load increases. Apparently, the larger TTL results

in fewer packets dropped due to the TTL timer; so average packet loss rate becomes
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lower.

Figure 3.30 shows the difference of the average packet loss rate with different
TxTimes values. The average packet loss rate with larger TxTimes becomes higher than
that with smaller TxTimes as the offered load increases. The more retransmission
chances would cause longer queuing delay, and the more packets are dropped due to the

TTL timer; so the packet loss rate becomes higher.
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Figure 3.30 Average Packet Loss Rate vs. TxTimes (DCF)

Figure 3.31 shows the average packet loss rate versus the number of APs as a
function of the offered traffic load. We can see that the more number of APs cause the
lower average packet loss rate. The reason is that the more APs cover the more stations
and forward more packets to the destination successfully; so the packet loss rate is lower.
By contrary, the less APs cover the less stations and most of packets are lost, so the

packet loss rate is higher.
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Figure 3.31 Average Packet Loss Rate vs. the number of APs (DCF)

We can also see that different varying tendency with different number of APs as the
probability of offered traffic load increases. With larger number (25, 36 and 49) of APs,
the average packet loss rate smoothly iﬁcreases with increasing of the offered traffic load.

'On the other hand, with smaller number (9 and 16) of APs, the average packet loss rate
smoothly decreases with increasing of the offered traffic load. The similar explanation

has been figured out in section 3.1.1.4.

3.3 HIPERLAN Simulation Results

In the HIPERLAN simulation, .the channel access control protocol utilizes the
Elimination-Yield Non-Pre-emptive priority Multiple Access (EY-NPMA) method. The
designed simulating program completely follows the protocol and configures simulation
parameters according to the model that we have illustrated before. Similar to IEEE

802.11 simulation, we assume the channel quality is in ideal quality condition with
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channel packet correct probability P.=1.0. The following simulation performance results
are obtained under certain conditions and simulation environment specified earlier. All
simulation results including average traffic throughput, average end-to-end delay,
average buffer overflow rate and average packet loss rate are computed as a function of
the probability of offered traffic load, which is represented by the probability of packet
generation Py and the value is set in the range 0.1 to 1.0. The buffer memory size of
stations and access points is set to small size of 2, middle size of 16 and large size of 128
to evaluate the effect on performance metrics in different buffer sizes. The packet lifetime
period parameter TTL is set to 250ms and 1000ms to evaluate TTL effect on performance
metrics in different packet lifetime period values. The maximum attempting transmission
parameter TxTimes is set to 5 and 10 to evaluate the effect on performance metrics in
different maximum transmission times. The performance metrics could be affected

simultaneously by several parameters. The details are shown below.

3.3.1 Average Traffic Throughput

For the average traffic throughput, the simulation results are computed as functions
of the buffer memory size, packet lifetime period TTL, the maximum attempting
transmission times TxTimes, and the number of APs, whereas the channel packet correct
probability P; is 1.0.

Figure 3.32 shows that the average traffic throughput decreases with increasing the
probability of offered traffic load at different channel quality. The reason is that more
packets are generated during the simulation as the probability of packet generation
increases. Heavier traffic load certainly causes longer queuing delays in the buffer; if a

packet queuing delay is larger than the packet TTL, the packet will be dropped. In
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addition, more offered traffic load causes more buffer overflow and results of more
packets loss. Therefore, the throughput decreases with increasing the probability of

offered traffic load.
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Figure 3.32 Average Traffic Throughput vs. Buffer Size (Hiperlan)

Moreover, the larger buffer size a station has, the higher average throughput can be
obtained. The reason is that if the buffer size is small, only a small number of packets can
be put into the buffer. More generated packets will be discarded because the buffer
overflows. Thus, the larger buffer size, the less generated packets are dropped, and then
the larger throughput obtained.

Figure 3.33 illustrates the difference of average traffic throughputs with different the
TTL value. The figure shows that the different TTL values hardly affect the average

traffic throughput.
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Figure 3.33 Average Traffic Throughput vs. TTL (Hiperlan)
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Figure 3.34 Average Traffic Throughput vs. TxTimes (Hiperlan)

Figure 3.34 illustrates the difference of average traffic throughputs with different the

TxTimes value. The figure shows that the system obtains the almost identical results
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when it has different TxTimes values; that means the TxTimes value hardly affects the

average traffic throughput.

3.3.2 Average End-to-end Delay

For the average end-to-end delay, the simulation results are computed as functions of
the buffer memory size, packet lifetime period TTL, and the maximum attempting
transmission times TxTimes. The value of average end-to-end delay is equal to the value
of queuing delay in this simulation.

Figure 3.35 shows that the average end-to-end delay increases with increasing the
probability of offered traffic load. The reason is that more packets are generated during
the simulation as the probability of packet generation increases. Heavier traffic load
certainly causes packets longer queuing delay in the buffer memory. Because the packet
transmission delay and propagation delay do not change with the number of packet in the

buffer, the end-to-end delay increases only due to queuing delay.
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Figure 3.35 Average End-to-end Delay vs. Buffer Size (Hiperlan)
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On the other hand, we can see that the average end-to-end delay increases largely
with larger buffer sizes. The reason is that if the buffer size is large, more generated
packets can be put into the FIFO buffer for queuing. Thus, the queued packets can be
transmitted only when its predecessor packets have been transmitted. Therefore, the
packet will have longer queuing delay in the larger buffer.

Figure 3.36 shows the difference of average end-to-end delay with different TTL
values. The figure shows that the simulation obtains almost same results when it sets to
different TTL values; that means the TTL value hardly affects the average traffic

throughput.
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Figure 3.36 Average End-to-end Delay vs. TTL (Hiperlan)

Figure 3.37 shows the difference of average end-to-end delays when the maximum
attempting transmission TxTimes value changes. The larger TxTimes value results in a

little bit more average end-to-end delay when the probability of offered load increases.
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The reason is that if a packet has more chances to attempt transmitting, it will have longer
queuing delay to stay in the buffer. When the traffic load is light, a packet would transmit
quickly without retransmissions. When the traffic becomes heavier, a packet would
attempt more and more retransmissions since the heavier traffic will result in more

collisions.
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Figure 3.37 Average End-to-end Delay vs. TxTimes (Hiperlan)

3.3.3 Average Buffer Overflow Rate

For the average buffer overflow rate, the simulation results are computed as
functions of the buffer memory size, packet lifetime period TTL, and the maximum
attempting transmission times TxTimes. The value of buffer overflow rate mainly
attributes the buffer size and offered traffic load.

Figure 3.38 shows the average buffer overflow rate versus buffer size with respect to

offered traffic load. We can see that the average buffer overflow rate increases with
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increasing the probability of offered traffic load. The reason is that more packets are
generated during the simulation as the probability of packet generation increases, so more
generated packets are put into the FIFO buffer. Since the buffer size is fixed, the buffer is

filled by packets quickly with increasing offered load; thus, the buffer overflow increases.
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Figure 3.38 Average Buffer Overflow Rate vs. Buffer Size (Hiperlan)
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Figure 3.39 Average Buffer Overflow Rate vs. TTL (Hiperlan)
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Figure 3.39 shows the difference of average buffer overflow rates with different TTL
values. The figures show that the different TTL values hardly affect the average traffic

throughput.
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Figure 3.40 Average Buffer Overflow Rate vs. TxTimes (Hiperlan)

Figure 3.40 shows the difference of average buffer overflow rates when the
maximum attempting transmission TxTimes value changes. The larger TxTimes value
results in a little bit high average buffer overflow rates when the probability of offered
load increases. The reason is that if a packet has more chances to attempt transmitting, it
will have longer queuing delay to stay in the buffer for retransmission. When the traffic
becomes heavier, more packets would be put into the buffer and result in higher buffer

overflow rates.

3.3.4 Average Packet Loss Rate

For the average packet loss rate, the simulation respects to buffer memory size,
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packet lifetime TTL, and the maximum attempting transmission times TxTimes. Packet
loss attributes to two causes:
a) a packet lifetime period is counted up to its TTL and it is still not be
transmitted, it will be discarded; and
b) when a station attempts to transmit a packet, if collision occurs, the packet
transmission fails; and then the packet will be retransmitted later. If the
number of retransmission times of a packet increases up to TxTimes, the

packet will be dropped.
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Figure 3.41 Average Packet Loss Rate vs. Buffer Size (Hiperlan)

Figure 3.41 shows the average packet loss rate versus buffer size as a function of the
offered traffic load in ideal channel quality condition (P.=1.0). When the probability of
offered load Py is less than and equal to 0.2 (very light load), no packets lose. When Py is

equal and larger than 0.3 (light, middle and heavy load), the packet loss rates gradually

104



decreases from the highest values. When the traffic load is very light, all packets would
be transmitted very quickly since there are hardly collisions and very less retransmissions
is needed; hence, the packet loss rate is zero. When the traffic load increases, collision
possibly occurs and more retransmission is needed, and more packets will be dropped due
to TTL or TxTimes; however, the number of generated packets is much larger than the
number of lost packets, the packet loss rate decreases.

We noticed that the varying of average packet loss rate with offered load is very
small. For example, referring the line of Buffersize=128 in Figure 3.41, when Py =0.2,
the total traffic load is 20,000 packets, which is very light traffic load, so no packet loss.
When Py =0.3 (the load becomes to 30,000 packets), the packet loss rate is
0.22%=0.0022, which means 66 packets are dropped due to TTL or TxTimes. When
Py=0.4 (the load becomes to 40,000 packets), the packet loss rate i1s 0.17%=0.0017,
which means 68 packets are dropped. Until Py =1.0 (the load becomes to 100,000
packets), the packet loss rate is 0.08%=0.0008, which means 80 packets are dropped.
From the above example, we can see that the number of packet loss increases with the
increasing offered traffic load, only the increment is slight. Because the increment of total
traffic load is much larger than the increment of the number of dropped packets, the
average packet loss rate (the number of packet loss divided by total traffic load) smoothly
decreases with the increasing offered load.

In addition, we can see from the chart, the average packet loss rate with smaller
buffer size is always lower than that with the larger buffer size. Apparently, the larger
buffer size results in longer queuing delay; more packets would be dropped by TTL and
then the packet loss rate becomes higher.

Figure 3.42 shows the difference of average packet loss rates with different TTL
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values. The figure shows that the smaller TTL values results in a little higher packet loss
rate. The varying tendency of average packet loss rate has the same explanation as for

average packet loss rates versus buffer sizes.
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Figure 3.43 shows the difference of average packet loss rates with different TxTimes
values. The figure shows that the smaller TxTimes value results in the higher packet loss
rate. The varying tendency of average packet loss rate has the same explanation as for

average packet loss rates versus buffer sizes.

3.4 Comparison of Simulation Results

The simulation results and their analysis have been shown above. Here, we compare
the performance results of different WLAN MAC medium access protocols. We only
compare the two important performance metrics: average traffic throughput and average

end-to-end delay.

3.4.1 Comparison of IEEE 802.11 PCF and DCF

In the simulation, IEEE 802.11 PCF and DCF have the same network architecture
model, but different medium access control protocols. We compare the average traffic
throughput and average end-to-end delay results under the same input parameters.

From Figure 3.44, we can see that the PCF has higher average traffic throughput than
DCEF. When the offered traffic load is light, the difference is small; but, when the offered
traffic load becomes heavier, their difference increases. The reason is that the PCF
performs the polling medium access control method to assign the channel access for
every station, and no contending collisions occur between stations. Because only polling
packet and other channel control packets are overhead and their sizes are very small
compared to the data packet size, the PCF obtains higher average traffic throughput. On

the other hand, the DCF uses CSMA/CA medium access control protocol; and all stations
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contend for the channel for transmission. Inevitably, contending collision occurs in the
shared channel; and the number of collision definitely increases as the offered traffic load

increases.

AP=49, BufferSize=128, TTL=250, Pc=1.0

—X¥—PCF
—&—DCF

PCF

p
DCF

Average Traffic Throughput

Figure 3.44 Comparison of Average Traffic Throughput (PCF/DCF)
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Figure 3.45 Comparison of Average End-to-end Delay (PCF/DCF)
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From Figure 3.45, we can see the difference of average end-to-end delay between
PCF and DCF. When the offered traffic load is light or middle, the two average end-to-
end delays are almost identical, even the DCF has a little bit lower delay than that PCF
does; but, when the offered traffic load becomes heavier, their difference increases
markedly because the average end-to-end delay of DCF increases very quickly. The
reason is that the PCF performs the polling method to assign the channel access for every
station, and no contending collisions occur between stations. Heavier traffic load only
increases the transmission time. On the other hand, when the offered traffic load is light
or middle, a station using DCF protocol is possibly faster to obtain the control of medium
to transmit packets since the collisions is less. When the traffic load is heavier, much
- more collisions would occur and then the packets queuing delay evidently increases.

Based on the above analysis, we can say the PCF medium access control protocol is
appropriate for time-bounded data services, such as packetized voice or video. The DCF
1s appropriate for random data burst services and it is applied widely since it is a simple

protocol and is similar to popular Ethernet, which uses CSMA/CD MAC protocol.

3.4.2 Comparison of IEEE 802.11 and HIPERLAN

In IEEE 802.11 DCF, the station contends for medium using CSM/CA protocol,
whereas the station in HIPERLAN contends for medium using EY-NPMA protocol. In
the simulation, the channel bit rate of IEEE 802.11 is 1Mbit/s, while the bit rate of
HIPERLAN is 23.5294Mbit/s. It is difficult to compare all performances completely.

From the Figure 3.46, we can see that the HIPERLAN has higher average traffic
throughput than IEEE 802.11 DCF when the offered traffic load is light. When the

offered traffic load increases, the average traffic throughput of HIPERLAN decreases
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more quickly than that of DCF. The IEEE 802.11 DCF employs CSMA/CA as MAC
protocol and performs Exponential Backoff algorithm while collision occurs. On the
other hand, the HIPERLAN utilizes EY-NPMA as channel access control protocol and
performs prioritization, random elimination and random yielding algorithms to avoid
collisions. When the offered traffic load increases, the efficiency of the complicated EY-

NPMA algorithm decreases. Thus, its average traffic throughput decreases more quickly.
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Figure 3.46 Comparison of Average Traffic Throughput (DCF/Hiperlan)

However, the HIPERLAN standard supports a QoS for packet delivery, which can
provide higher performance for real-time data services. The QoS value can be assigned
by the application using HIPERLAN services and priority of a packet. In the
prioritization phase of EY-NPMA, channel access priority can fall into one of five levels.
A packet with the highest priority level can capture the channel firstly. Nevertheless,

IEEE 802.11 standard has no QoS mechanism like this.
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Chapter 4
Conclusions and Future Consideration

4.1 Conclusion

Wireless LAN medium access control protocols have been studied extensively since
the 1970s. Today, WLAN technology and application have matured and become very
popular not only for data transmission services but also for voice and video multimedia
stream services. Since the wireless medium is a kind of scarce resource, the medium
access control protocols play a crucial role in efficient and fair sharing of this scarce
wireless bandwidth. In this thesis, we have introduced the two main WLAN standards
currently in development and application — IEEE 802.11 and ETSI HIPERLAN, and
presented the simulations results in various network conditions. We have been
concentrating on the performance of the different medium access control protocols,
simulating general application scenarios and looking at special issues relevant for
WLAN. We have evaluated the performance for different numbers of wireless terminal
stations, access points, station buffer memory size, the packet lifetime period, and the
maximum transmission times under different offered traffic load conditions.

According to the simulation results, both protocols perform satisfactorily in general
configurations. The IEEE 802.11 standard provides two kinds of medium access method:
PCF and DCF. PCF performs the polling medium access control method to assign the
channel access for every station, and has no contention and collision between stations;
hence, PCF can obtain higher average traffic throughput than that of DCF. The average

end-to-end delay of DCF is little smaller than that of PCF in light traffic; but it increases
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rapidly as the traffic load increase such that it becomes much larger than PCF. The
average memory buffer overflow rate of DCF is little bit smaller than that of PCF. The
average packet loss rate of DCF is also little bit smaller than that of PCF.

However, PCF needs more additional hardware and software overhead to manage
operation tables and other functionality in practical implementation. DCF performs
CSMA/CA medium access control protocol and all stations contend the channel for
transmission. Inevitably, contending collision occurs in the shared channel; and the
number of collision definitely increases as the offered traffic load increases. The PCF’s
polling mechanism can provide time-bounded data services, whereas DCF provides better
performance for burst data services.

HIPERLAN standard can obtain higher average traffic throughput than that of IEEE
802.11 as the traffic load is light; but it degrades so rapidly compared to the IEEE 802.11
DCF as the traffic load increase that it becomes much lower than the later. In addition,
HPERLAN EY-NPMA mechanism is more complicated then IEEE 802.11 CSMA/CA
mechanism. Consequently, IEEE 802.11 DCF has higher efficiency then HIPERLAN.
However, HIPERLAN standard can provide QoS data delivery using the prioritization
algorithm and can support time-bounded services in ad-hoc networks whereas IEEE

802.11 requires PCF mode.

4.2 Future Consideration

Since the main concentration of this thesis is on the performance of different medium
access control protocols, some detailed factors were not considered. In future, it is worth

to consider to the following issues:

1) Research the performance of WLANSs using varying packet size in different
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MAC protocols;

2) Compare the performance of time-bounded read-time data services in IEEE
802.11 PCF and HIPERLAN;

3) Study multicasting transmission performance for IEEE 802.11 and

HIPERLAN.
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