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Abstract

Performance Improvement of Mobile IP-Based Handoff
Between WLAN and GPRS Networks

Mahmud Hossain

Next generation wireless networks are characterized by heterogeneity particularly in
terms of the underlying technology. However, the end users would like to enjoy seamless
rﬁobility anywhere in the network while using higher bandwidth at a lower cost. Wireless
Local Area Networks (WLANS) have emerged as a new technology with a-promise of
‘very high bandwidth, which can compliment the widely deployed General Packet Radio
Service (GPRS) networks. However, one of the challenges of the heterogeneous
ngtworking of WLAN and GPRS is to manage the handoff, particularly for the voice (real

time) services.

This thesis presents a handoff technique between the IEEE 802.11 WLAN, which covers
~ asmall area, and the GPRS cellular network that overlays the WLAN and covers a larger
area. Mobile IP is chosen for managing the handoff to accommodate the all-IP vision of
the future interconnected networks. However, the handoff management, as proposed in
Mobile IP, is mainly for the data services. Therefore, it would be a considerable
, challenge to achieve low latency handoff for voice services; particularly for the lost
packet recovery mechanism as proposed in Mobile IP. While Multicasting can be adopted

to reduce latency, it is associated with higher overhead as the user increases its speed.
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In this thesis, a new handoff technique is proposed. The technique reduces the handoff
- delay, recovers the lqst packets during the handoff transition period with improved
overhead, increases the fhroughput, and also prevents unnecessary handoffs from due to

vping-pohg effect. It includes an algorithm to be implemented in the handoff decision
",-ma’king process\ as well. as modification of the Mobile IP for handoff signaling

o rﬂanagement to achieve improved performance in latency, overhead, and throughput.
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Chapter 1

1. Introd’u(:tibn

1.1. Background

Wireless syStems have been developed in an evolutionary way by generation over the last
. two decades or so. First Generation (1G) systems are of diminishing importance. Second
- Generation (2G) cellular systems, mostly Global System for Mobile Communicéltions
(GSM) and cdméQne, have enabled a high level of mobility with wire equivalent quality
for voice and low-speed data services. Although 2G technology is adequate in meeting
the voice communication needs for the typiqal cellulér subscribers, itsb data
communication capabilities are cumbersome and limited [1]. In contrast, wired data
services, which offer higher bandwidth than those of wireless data services, have grown
in popularity due to the availability and the affordability. To compete with the wire
services technology, Third Generation (3G) cellular systems promise competitive data

rates almost similar to that of wired technology.

- Due to thé delay of the. 3G cellular networks and th¢ large investments made for new
spectrum in which to offer 3G services, the cellular industry is now looking for the ways
to offer “3G-like” services in efforts to generate new revenue stream in today’s
environment. 2.5G cellular data technology, in particular Général Packet Radio Service

(GPRS), has gained supports as a wide area data solution [15] [43]. However, due to



limitations in the data rates, the use of GPRS systems is restricted in business and

multimedia applications [1].

On the other,hand, Wireless Local Area Network (WLAN), particularly IEEE 802.11, has
become one of today’s driving wireless ‘technologies, delivering high data rates on
unlicensed -spectrum for both enterprise and the home [10] [12]. Besides transfer of
pureiy data traffic, WLANs can glso support packetized voice transmission [2]. The
infrastructure of WLANV costs the end-user much less than that of the infrastructure of the
cellular phones. Morerover, WLAN radio technology provides superior bandwidth

compared to that of the current 3G cellular technology.

Despite recent advances in the achieved bandwidth of all types of wireless networking
technology, indoor networks continue to provide much higher bandwidth than outdoor
networks. The bandwidth gap is expected to either persist or widen in th¢ near future [3].
Therefore, a natural choice for the wireless industry is to integrate WLANSs and cellular
networks to provide a séarnless user experience. Bridging WLANSs and cellular networks
will however require an interworking mechanism capable of providing integrated

authentication, integrated billing, roaming, terminal mobility, and service mobility [1].

Most existing wireless network technologies can be divided into two categories: i) those
that provide a low-bandwidth service over a wide geographic area (e.g. GPRS) and ii)
those that provide a high bandwidth service over a narrow geographic area (e.g. WLAN).

While it would bé desirable to provide a high-bandwidth service to mobile users at all



times, this is unlikely. WLANs only provide limited coverage, and a mobile host
equipped only with a wide-area network interface cannot exploit existing high-bandwidth
infrastructure, such as in-building wireless local area networks or wired networks. The
solution is to usé a combination of wireless networks, deﬁned as wireless overlay
network, to provide the best possible coverage over a range of geographic areas [4]. The
integrated netwdrk of WLANS and GPRS is a typical example of wireless overlay
network as well as a part of the next generation networks, which would be featured by a

heterogeneous communication environment [4].

If the mobile terminal wants to roam between different networks when it is in
communication, the handoff mechanism between the heterogeneous networks become a
critical issue [5]. A heterogeneous (or hybrid) network can be defined as a network which
comprises of two or more different (not homogeneous) technology to provide ubiquitous
coverage [39]. There has been some research works in recent time to address the issue of

handoff between heterogeneous networks [1] [3] [4] [5] [6] [41] [43] [44] [45].

Heterogeneify presents the major challenge for mobility management. From a protocol
stack perspective, the Network Layer is the lowest possible layer where convergence of
the heterdgeneous wireless systems can be developed since the major difference between
them lies in the two lower layers (i.e. Physical Layer and Data Link Layer). Besides, the
desire to extend the great success of the Internet Protocol (IP) in the wired world to
wireless leads tokan, all-IP vision [6]. IP has so far been the best integration technology

for heterogeneous networks, and there is currently no foreseeable alternative of IP [7]. To



allow seamless handoff to take place in IP-based heterogeneous networks, IP must
support users’ mobility. Internet Engineering Task Force (IETF) has developed a
standard, namely Mobile IP, to support the mobility in IP. Mobile IP provides a network

layer solution to node mobility across the IP network [8]. We chose Mobile IP for

managing Handoff (HO) between WLAN and GPRS.

1.2. Objec_tiVes of the Thesis

The main objectifzes of the thesis are as follows:

1. To design an ﬁlgoxithm for handoff decision making process suitable for physical
properties of the WLAN and the GPRS networks.

2. To develop a teéhnique for Mobile IP-based handoff between WLAN and GPRS
networks which improves various Quality of Service (QoS) criteria (e.g. Latency,
OVérhead, Tﬁroughput etc) |

3. To observe and analyze the performance of the proposed handoff technique, and

to compare the results with the existing/conventional techniques.

1.3. Organizatibn of the Thesis

The remainder of the thesis is organized as follows:

Chapter 2 provides a brief overview of WLAN, GPRS, and Mobile IP standards.
However, it emphasizes on the areas related to mobility management of the above
technologies.

Chapter 3 invesfigates issues related to handoff between WLAN and GPRS networks.

This chapter discusses the conventional handoff algorithms used in wireless networks,



and different mobility architectures between WLAN and GPRS networks. Finally, it
elaborates the handoff latency and possible lost packet recovery mechanisms involve in
Mobile IP-based handoff.

Chapter 4 highlights the pfincipal contributions of this thesis. The chapter, at the
beginning, describes our proposed handoff scheme with the aid of necessary flow charts
to explain .the underlying algorithms. It outlines the simulation model as well as the
parameters/assumptions adopted in the model. Finally, the chapter extensively illustrates
the perforrhances of the four important handoff criteria; handoff, overhead, throughput,
and call drop.

Chapter 5 sﬁmmérizes the results and outcome of the thesis. It also provides some

suggestions for future research.



Chapter 2

2. Overview of WLAN, GPRS, and Mobile IP

2.1. Overview of WLANs

The basis for the WLAN technology was developed in World War II by the U.S. Military
as a way for securing the safe, private delivery of voice communications without
- eavesdropping by the enemy [9]. WLANSs even predate wired LANs because ALOHA,

the basis of Ethernet, was the first LAN and it was radio-based.

2.1.1. WLAN Technology

WLANSs are generally categorized according to the transmission technique that is used.
All current 'WLAN‘technologies fall into one of the following cétegories:
I) ) Infrared (IR): An individual cell of an IR LAN is limited to a single room,
. because infrared light does not penetrate opaque walls.
1)  Spread Spectrum: This type of LAN makes use of spread spectrum
~ transmission technology.
IIl)  Narrowband: These LANs operate at narrowband microwave frequencies.
IV) .. Carrier Current: This technique uses power lines as a medium for the

tfansport of data.

Currently, the most popular type of WLANs use spread spectrum techniques. Spread

spectrum spreads the signal power over a wider band of frequencies, sacrificing



bandwidth to gain signal-to-noise performance. This contradicts the desire to conserve
frequency - bandwidth, but the spreading process makes the data signal much less
susceptible to electrical noise than conventional radio modulation techniques [10]. Figure

2.1 demonstrates the spreading of narrowband signal.

H

Amplitude
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»

Spread Spectrun
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Figure 2.1: Spread Spectrum

2.1.2. Frequency Bands

WLANs ﬁdbstly operate in unlicensed bands, popularly known as Industrial, Scientific,
and Medical (ISM) bands. In 1985, the Federal Communications Commission (FCC)
modiﬁed fhe radio spectrum regulations for unlicensed devices, and authorized WLANs

to operate in the ISM bands [11], as shown in Figure 2.2.
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Figure 2.2: ISM Frequency Band

Many WLANS deployed today in the United States operate at 902 MHz, but this

frequency is not available throughout the world.

2.1.3. Standardization

The development of WLANSs was initiallylmotivated by the allocation of spectrum in the
ISM band by the FCC when IEEE 802.4 standard body considered extensions of token
bus technology to wireless transmission. This led to the creation of IEEE 802.11 in May
1989. However, the initial standards activity was very contentious, and progress was
slow. In Oc;tober of 1997, the first completed standard from the IEEE 802.1 1 body was
ratified. Since then continuous standardization work is going o‘n in the field of WLANS.
The IEEE 802.11 Working Group has been working to add undefined sections through

the efforts of several Task Groups (TGs).

In Europe; High Performance Radio Local Area Network (HIPERLAN) Type 2 standard
is defined by European Telecommunications Standards Institute (ESTI) in April 2000
[48]. HIPERLAN Type 2 has a centralized Medium Access Control (MAC) as opposed to

distributed MAC of IEEE 802.11.



The standard resulted from the standardization process of the IEEE, which is officially
called TEEE Standard for Wireless LAN Medium Access (MAC) and Physical Layer
(PHY) Specifications, defines over-the-air protocols necessary to support networking in a

local area. Our discussion of WLANS is limited to the IEEE 802.11 standard.

2.14. IEEE 802 Standards Family and OSI Reference Model

The IEEE 802 family of standards falls within the scope of layers 1 and 2 of the OSI
Referenéé:' Model. The Logical Link Control (LLC) protocol specifies the mechanisms for
addressing stations across the medium and for controlling the exchange of data between
two stations; whereas, the MAC and PHY Layers provide medium access and
transmission functions. Figure 2.3 compares the IEEE 802. Protocol Layers to OSI

Reference Model [10].

Upper Layer
Protocols

IEEE 802.2
Logical Link Control (LLC)

——Y—_. OSlLayerz

\EEE MAC (Data Link)
IEEE 802.3 | IEEE 802.4 | IEEE 802.5 80711 bmmdmm e L
Carrier Token Token V\ﬁreiess
Sense Bus Ring LAN P OSl Layer 1
I (Physical)

Figure 2.3: IEEE 802 Standards Family and OSI Model



2.1.5. IEEE 802.11 Architecture

2.1.5.1. Physical Topology
The IEEE 802.11 physical topology consists of components, interacting to provide a
WLAN that enables station mobility transparent to higher protocol layers, such as the

LLC. Figure 2.4 illustrates the model [13] developed by the IEEE 802.11 Working

Group.

=i o
Server Gateway

Portal |

Distribution
System

Figure 2.4: IEEE 802.11 Topology

The smallest building block of a WLAN is a Basic Service Set (BSS), which consists of a
number of stations executing the same MAC protocol and competing for access to the
same shared wireless medium. A single BSS can be used to form an ad hoc network,

which is typically temporary in nature. A BSS may be isolated or it may connect to a

10



backbone Distribution System (DS) through an Access Point (AP). It is also possible for
two BSSs to overlap geographically, so that a single station could participate in more

than one BSS. Further, the association between a station and a BSS is dynamic.

The AP functions as a bridge. It broadcasts a beacon signal periodically (typically in
every 100 ms) [39]. The MAC protocol may be fully distributed or controlled by a central
coordinatipn function housed in the AP. The BSS generally corresponds to what is
referred to as a cell in cellular telephony literature. The DS can be a switch, a wired
network, or a wireless network. A set of BSSs can be interconnected by a DS to form an
Extended Service Set (ESS). The ESS appears as a single logical LAN to the LLC level.
An ESS can also provide gateway access for WLAN users into a wired network such as
the I11te}net. This access is accomplished via a device known as portal. The term
Infrastructure Network is used informally to refer to the combination of BSSs, a DS, and

portals [12].

2.1.5.2. Logical Architecture
The logical architecture of 802.11 standard that applies to each station consists of a single
MAC Layer and one of the three separate Physical Layers (i.e. Frequency Hopping

Spread Spectrum, Direct Sequence Spread Spectrum, and Infrared Light).

2.1.6. IEEE 802 Services

IEEE 802.11 defines nine services that need to be provided by the WLAN to yield

functionality equivalent to that which is inherent to wire LANs.

11



Associatién: Each station must initially invoke the association service with an AP before
it can send information through a DS. Each station can associate with only a single AP,
but each AP can associate with multiple stations.

Disassociation: A station or AP may invoke the disassociation service to terminate an
existing association. This service is a notification; therefore, neither party may refuse
termination. Stations should disassociate when leaving the network.

Reassocidtion: The reassociation service enables a station to change its current state of
association from one AP to another. This keeps the DS informed of the current mapping
between‘AP and station as the station moves from BSS to BSS within an ESS.
Distribution: A station uses the distribution service every time it sends MAC frames
across a DS. The diSffibution service provides the DS with only enough information to
determine the proper destination BSS.

Integration: The integration service enables the delivery of MAC frames through a portal
between a DS and a non-802.11 LAN. The integration function performs all required
media or address space translations.

Authentiéation: All 802.11 stations, whether they are part of an independent BSS or ESS
network; must use the authentication service prior to establishing a connection with
another station with which they will communicate. The standard defines two
authentication services — (i) open system authentication, (ii) shared key authentication.
Deautheniication: When a station wishes to disassociate with another station, it invokes

the deauthentication service. Deauthentication is a notification, and cannot be refused.
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Privacy: IEEE 802.11 offers a privacy service option that raises the security level of the
802.11 network to that of a wired network. The privacy service is based on the 802.11

Wired Equivalent Privacy (WEP) algorithms.

2.1.7. Medium Access Control (MAC) Layer

Each station and AP on an 802.11 WLAN implements the MAC Layer service, which
pfovides the capability for peer LLC entities to exchange MAC Service Data Units
(MSDUs) between MAC Service Access Points (SAPs). The MSDUs carry LLC-based
frames that facilitate functions of the LLC Layer [10]. The MAC Layer provides the
following primary operations: (i) accessing the wireless medium, (ii) joining a network,

(iii) providing authentication and privacy.

The IEEE 802.11 MAC protocol is specified in terms of cqordination functions that
determine when a station in a BSS is allowed to transmit and when it may be able to
recei.ve PDUs over the wireless medium. The‘ Distributed Coordination Function (DCF)
provides support for asynchronous data transfer of MSDUs on a best-effort basis. Under
the DCF, the transmission medium operates in the contention mode exclusively, requiring
all stations to contend for the channel for each packet transmitted. The standard also
defines and optional Point Coordination Function (PCF), which may be implemented by
an AP, to support connection-oriented time-bounded transfer of MSDUs. Under PCF the
medium can alternate between the Contention Period (CP), during which the medium

uses contention mode, and a Contention-free Period (CFP). During the CFP, the medium
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usage is controlled by the AP, thereby eliminating the need for stations to contend for

channel access [12]. Figure 2.5 depicts the MAC architecture.

Logical Link Control (LLC)

A
Contention-free
Service Contention
Service il St

Point Coordination 1
Function (PCF) |

v

Distribution Coordination MAC
Function (DCF) l
FHSS DSSS IR PHY

Figure 2.5: [EEE 802 MAC Architecture

2.1.7.1. Distributed Coordination Function (DCF):

The DCF makes use of Carrier Sense Multiple Access with Collision Avoidance (CSMA-
CA) protocol. If a station has a MAC frame to transmit, it listens to the medium. If the
medium is idlé, the station may transmit; otherwise the station must implement a backoff
algorithm, and wait until the current transmission is completé before transmitting. To
ensure the smooth and fair functioning of this algorithm, DCF includes a set of delays,
known ;s’ Interframe Spaces (IFSs) that amounts for a priority scheme. To minimize
collisions' and maximize throughput, the standard defines a contention window that
increases exponentially with each retransmission. The flowchart in Figure 2.6 illustrates

the (jperation of DCF.
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Figure 2.6: Operation of DCF using CSMA-CA

kA handshake procedure, using some control frames, is dg:ve[opc?d to operate with CSMA-
CA when therei is a hidden station problem. The following describes each of the IFS
intervals:

Short IFS (SIFS): The SIFS is the shortest of the IFSs, providing the highest priority
level by allowiﬁg some frames to access the medium before others.

PCF IFS (PIFS): The PIFS, a midlength IF S, is the interval that stations operating under

the PCF use to gain access to the medium.
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DCF IFS (DIFS): All stations operating according to the DCF use the DIFS interval,
which is the longest IFS, for transmitting data and management frames.

Figure 2.7 shows a time diagram [12] that demonstrates DCF contention.
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Window
—_ PIFS
DIFS
Busy SIES Next
Medium i Frame
2101
: ™ Time

Time Wait for

Defer

A ————»«—Reattempt—
ccess Time

Figure 2.7: Time Diagram of DCF

2.1.7.2. Point Coordination Function (PCF)

The PCF is an optional capability that can be used to provide connection-oriented,
contention-free services by enabling polled stations to transnﬁt without contending for
the channel. The PCF makes use of PIFS when issuing polls. Because PIFS is smaller
than DIFS, the point coordinator can seize the medium and lock out all asynchronous

traffic while it issues polls and receive responses.

PCF is built on top of DCF and exploits features of DCF to assure access for its users.
The maximum size of CFP 1s determined by the manageable parameter,
CFP_Max_Duration. It is up to the AP to determine how long to operate the CFP during
any repetition interval. At the beginning of each CFP repetition interval, all stations in the

BSS update their Network Allocation Vector (NAV) to the maximum length of the CFP.
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During the CFP, stations may transmit only to respond to a poll from the point
coordinator or to transmit an acknowledgement (ACK) one SIFS interval after receipt of

an MPDU. Figure 2.8 shows a sketch [12] of the CFP repetition interval.

Contention-free
Repetition interval

Contention
. Period

g, | DI+ D2+ ACK + CF
H i1 Poll Poll End
{ ut+ U2+
e ACK ACK
PIFS Reset D1, D2: Frames sent by point coordinator

+ Ne:\i U1, U2: Frames sent by polled station
. B: Beacon Frame
NAV

CF_Max_Duration

Figure 2.8: Point Coordination Frame Transfer

2.1.8. MAC Frame Format and Addressing

IEEE 802.11 supports three types of frames: management frames, control frames, and
data frames. The management frames are used for station association and disassociation
with the AP, timing and synchronization, and authentication and Deauthentication.
Control frames are used for handshaking and for positive ACKs during the data
exchange. Data frames are used for the transmission of data. The MAC header provides
information on frame control, duration, addressing, and sequence control. Figure 2.9

illustrates the format of MAC frame [12].
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Figure 2.9: MAC Frame Format

2.1.9. Physical (PHY) Layer

The IEEE 802.11 has several physical layers defined to operate with its MAC Layer.
Each. physical layer is divided into two sublayers that correspond to two protocol
functions [10] [12] as shown in Figure 2.10. The Physical Layer Convergence Procedure
(PLCP) is the upper sublayer, and it provides a convergence function that maps the MAC
PDU into a format suitable for transmission and reception over'a given physical medium.
The Physical Medium Dependent (PMD) sublayer is concerned with the characteristics
and methods for transmitting over the wireless medium. IEEE 802.11 defines three

specifications for the Physical Layer: (i) Frequency Hopping Spread Spectrum (FHSS),

(i) Direct Sequence Spread Spectrum (DSSS), and (iii) Infrared (IR).
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Figure 2.10: IEEE 802.11 Physical Layer Format

2.1.9.1. Frequency Hopping Spread Spectrum (FHSS)
In Frequehcy Hopping Spread Spectrum (FHSS), the signal is broadcast over a seemingly
random series of radio frequencies, hopping from frequency to frequency at fixed

intervals as illustrated in Figure 2.11 [10].

Energy Frequency

4 3

Time

Frequency

Figure 2.11: Frequency Hopping Spread Spectrum
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A hopping code determines the frequencies the radio will transmit and in which order. To
properly receive the signal, the receiver must be set to the same hopping code and listen
to the incprﬁing signal at the right time and correct frequency. If the radio encounters
interference on one frequency, the radio will retransmit the signal on a subsequent hop on

another frequency.

The frequency hopping spread spectrum technique reduces interference because an
interfering signal from a narrowband system will affect the spread spectrum signal only if
both are ‘;ransmitting at the same frequency at the same time. Therefore the aggregate
interference will be very low, resulting in little or no bit errors. In most cases, frequency
hopping is the most cost-effective type of WLAN to deploy if needs for network

bandwidth are 2 Mbps or less [14].

Frequency hopping may be classified as fast or slow. Fast frequency hopping occurs if
there is more than one frequency hop during each transmitted symbol. Thus, fast
frequency hopping implies that the hopping rate equals or exceeds the information
symbol rate. Slow frequency hopping occurs if one or more symbols are transmitted in

the time interval between frequency hops.

2.1.9.2. D'irect Sequence Spread Spectrum (DSSS)
A Direct Sequence Spread Spectrum (DSSS) system spreads the baseband data by
directly multiplying the basement data pulses with a Pseudo Noise (PN) sequence that is

produced by a pseudo noise code generator. In this scheme, each bit to be sent by the
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sender is replaced by a sequence of bits called a chip code. The ratio between the symbol
period and the chip period is called the processing gain. A high processing gain increases

the signal resistance to interference.

To avoid buffering, the time needed to send one original bit should the same as the time
needed to send one chip code. This means that the data rate for sending chip codes should
be N times (where N is the number of bits in each chip code) times the data rate of the
original b.it‘stream. For example, if the sender generates the original bit stream at 1 Mbps,
and the chip code is 7 bits long, the data rate for transferring chip codes should be 1 x 7 =
7 Mbps. Figure 2.12 a typical example. DSSS, having higher potential data rates, would

be best for bandwidth-intensive applications.

Chip Code: 0= 1101001
1=0111010

Data Stream: 010110

0 1 0 1 1 0

Vool

1101001 0111010 1101001 0111010 0111010 1101001

Figure 2.12: Direct Sequence Spread Spectrum

2.1.9.3. Infrared (IR)
The IEEE 802.11 Infrared operates in the near-visible light range of 850 to 890
nanometers. The transmission distance is limited to the range of 10 to 20 meters, and the

signal is contained by walls and windows.
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2.2, Overview of GPRS

The General Packet Radio Service (GPRS), a standard from the European
Telecommunications Standard Institute (ETSI), is designed as an extension to the Global
System for Mobile Communication (GSM) network, which provides an efficient way for
transporting packet data through wireless channels [18]. GPRS is an evolution of the
GSM that uses a time frame structure similar to GSM; an FDMA-TDMA based packet-
switched radio technology with 200 KHz channels [23]. However, unlike GSM, it is a
data bearer that enables wireless access to data networks like the Internet, enabling users
to access E-mail and other Internet applications using mobile phones [53]. The GPRS

standard has also been developed for IS-136 [54].

Because GPRS does not require any dedicated end-to-end connection, it only uses
network resources and bandwidth when data is actually being transmitted. This means
that a given amount of radio bandwidth can be shared efficiently and simultaneously
among mén_y users [15]. Another important advantage of GPRS is that it shares physical
resources with GSM on a dynamic basis, and makes use of many properties of the

Physical Layer of the original GSM system.

The implementation of GPRS has a limited impact on the GSM core network. It simply
requires the addition of new packet data switching and gateway nodes, and an upgrades
to existing nodes to provide a routing path for packet data between the wireless terminal

and a gateway node.
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2.2.1. GPRS Network Architecture

A GPRS network architecture [16] is shown in Figure 2.13. The Base Station
Controller (BSC) is equipped with the Packet Control Unit (PCU), which supports all
GPES protocols for communication over the air interface. PCU supports cell change,
radio resource configuration, and channel assignment. Besides, the Home Location

Register (HLR) is enhanced with GPRS subscriber data and routing information [17].

SMS-GMSC
sMs-wvsc [ SMS-SC
MSCVLR HLR
TE BTS BSC SGSN GGSN PDN | TE

BSC

--— Signaling & Data

Other PLMN

enwa Signaling

Figure 2.13: GPRS Network Architecture

Independent packet routing and transfer within the Public Land Mobile Network (PLMN)
is supported by a new logical network node called the GPRS Support Node (GSN). There
are two GSNS in the GPRS system - Serving GPRS Support Node (SGSN) and Gateway
GPRS Support Node (GGSN). The GGSN acts as a logical interface to external Packet

Data Networks (PDN); e.g. Internet. The SGSN is responsible for the delivery of packets
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to the Mobile Stations (MSs) within its service area. Within the GPRS networks, PDUs
are encapsulated at the original GSN and decapsulated at the desination GSN. In between
the GSNs, IP is used as the backbone to transfer PDUs. This whole process is referred to

as tunneling [15] [18].

2.2.2. Packet Data Routing

Figure 2.14 show routing of packet data in a mobile originated transmission. The SGSN
of the source mobile encapsulates the packets transmitted by the MS and routes them to
the appropriate GGSN. Based on the examination of the destination address, packets are

then routed to the destination GGSN through the PDN [18].

{ Y u b e Destination

SC B
BV S BTS

SGSN-S SGSN-
PLIMN ( Intra PLMN

Intra PLMN
[P Backbone IP Backbone PLMN
NN

Figure 2.14: Routing of Packet Data in GPRS Networks

The destination GGSN checks the routing context associated with the destination address

and determines the destination SGSN and relevant tunneling information. Each packet is
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then decapsulated and forwarded to the destination SGSN, which delivers it to the

destination mobile.

2.2.3. GPRS Protocol Architecture

The protocol stack of GPRS network is shown in Figure 2.15 in a simplified form

according to the OSI Reference Model. Above the Network Layer, widespread

standardize protocols may be used [18].
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Figure 2.15: GPRS Protocol Stack

Between two GSNs, GPRS Tunnel Protocol (GTP) tunnels the PDU through the GPRS

backbone network by adding routing information. Below the GTP, the Transmission

Control Protocol / User Datagram Protocol (TCP/UDP) and the Internet Protocol (IP) are

used as the GPRS network-layer backbone protocols. Ethernet, Integrated Service Diéital



Networzk (ISDN), or Asynchronous Transfer Mode (ATM) based protocols may be used

below IP.

Between SGSN and MS, the Sub Network Dependent Convergence Protocol (SNDCP)
maps network level protocol characteristics onto the underlying LLC and provide
functionalities like multiplexing of network-layer messages onto a single virtual logical

connection, encryption, segmentation, and compression.

Between the MS and BSS, the Data Link Layer has been separated into two distinct
sublayers: Logical Link Control (LLC) and Radio Link Control / Medium Access Control
(RLC/MAC) sublayers. The LLC layer provides a logical link between the MS and the

SGESN.

The RL.C/MAC layer provides services for information transfer‘ over the Physical layer of
the GPRS radio interface. It defines the procedure that enables multiple MSs to share a
common transmission medium which may consist of several physical channels. The RLC
layer is responsible for the transmission of data blocks across the air interface. The MAC
layer, derived from a slotted ALOHA-protocol, is responsible for access signaling
procedures for the radio channel governing the attempts to access the channel by the

MSs, and the control of that access by the network side.

The Physical layer is split up into a Physical Link Sublayer (PLL) and a Physical RF

Sublayer (RFL). The PLL is responsible for: Forward Error Correction (FEC) coding,
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rectangular interleaving, and detecting physical link congestion. The RFL performs

modulation and demodulation of the physical waveforms.

In the network, the LLC is split between the BSS and SGSN. The BSS functionality is
called LLC Relay. Between the BSS and SGSN, the BSS GPRS Protocol (BSSGP)
conveys routing and Quality of Service (QoS)-related information, and operates over

Frame Relay [18].

2.2.4. Frame Size, Bit Rate, and Coding Schemes

The data rate offered by GPRS system depends on how many time slots are selected by
the MH and also the radio channel condition [45]. A basic data unit transferred on GPRS
Packet Data Channel (PDCH) is an RLC block. It is transmitted during one block period,
which is a sequence of four time slots on a PDCH [19]. The RLC data block consists of a
RLC header, RLC data field, and spare bits. Each RLC data block may be encoded using
any of the available channel coding schemes CS1, CS2, CS3, or CS4, and thus the user
data size of an RLC block depends on the channel coding chosen. The size of the RL.C
data block and the data rate for each of the channel coding schemes [15] [19] is shown in

Table 1.

Each dedicated channel is divided into eight time slots, with each time slot supporting a
maximum data transmission speed of 21.4 Kbps. The theoretical maximum data rate is
171.2 Kbps per channel. However, the user will not experience anything close to this

because the data rate assumes no error correction and the use of all eight time slots.
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Normal data transmission utilizes error correction, which limits. the data rate per time slot

to 13.4 Kbps [20].

Coding Scheme | Code Rate RLC Data Block Size (bits) | Data Rate (Kbps)
CS-1 12 181 9.05
CS-2 ' ~2/3 268 134
CS-3. ~3/4 312 15.6
CS-4 1 428 214

Table 2.1: GPRS Coding Schemes

The selection of coding schemes is transparent to the user and determines the level of
error correction the network uses to send the data. The better the link is between the user
and the network, the less error correction is needed [21]. Less error correction means
higher throughput. (CS-1 has the highest level of error correction.) For example, CS-2
provides a rate of 13.4 Kbps per slot. The number of slots is simply multiplied by 13.4

Kbps to determine the aggregated data rate.

2.2.5. Packet Size and Overhead

In our discussion we are considering the voice calls to be processed by the GPRS core
packet network, and thus using the Internet Protocol (IP). IP Protocol provides only
means to transmit data packets between source and destination. Because the transmission
delay raay vary from packet to packet, transmitted speech (voice) frame must be provided

with timing information to ensure correct reconstruction of the data stream in the
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receiver. Therefore, in voice over IP, it is commonly assumed that speech data is further
encapsulated by Real Time Protocol (RTP) and User Datagram Protocol (UDP)
protocols. Figure 2.16 shows the frame (voice) size and overhead assuming CS-1 and one

voice frame per RTP packet [19].

Data Frame
= 20 bytes = 160 bits

o
A
RTP 12 20
UDP 8 32 Internet
IP 20 40
v
A
. SNDCP 3 60
LLC 4 63 FCS GPRS
B
MAC/
RLC 3 20 3 20 3 20 3 20 !

Figure 2.16: GPRS Frame (voice) Size and Overhead (in bytes)

Following is the length of header being used in IP voice over GPRS [22]:

User Datagram Protocol (UDP) = 8 bytes
Real Time Protocol (RTP) =12 bytes
Internet Protocol (IP) =20 bytes [for IPv4]

Sub-Network dependent Convergence Protocol (SNDCP) = 3 bytes

Logical Link Control (LLC) =7 bytes
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Finally, when LLC packet is divided into approximate number of RLC blocks, each block
has a 3-4 byte MAC+RLC header. Thus, total header size following from different
protocols required for IP voice over GPRS is well over 50 bytes. Typically, the size of an
encoded speech frame varies from 10-35 bytes. This means that only less than 50% of the
transmitted data comes from the speech source. In the above example, the speech frame
has been considered as of 20 bytes for CS-1 coding scheme. However, the frame size is

30 bytes for CS-2 [22].

There are two basic methods to improve relatively poor efficiency caused by excess of
different header information. Firstly, if more than one speech frame is encapsulated into a
packet, the relative header size compared to payload decreases. Secondly, effective
algorithm for UDP/RTP/IP header compression has been developed and it has been
shown that the 40-byte header can quite easily be compressed to 2-4 bytes. However,
both these approaches have drawbacks. Encapsulating several speech frames into a single
packet increases the end-to-end delay making conversation difficult. Additional delays
should be avoided because there are also several other contributors to the total end-to-end
delay in the IP voice over GPRS scheme. The most effective header compression
schemes may not be robust to transmission errors. However, header compression is
perhaps still a better way to decrease the overhead. Especially because recently proposed
schemes provide fairly reliable and efficient compression with the expense of some added

complexity [22].
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2.2.6. GPRS Mobility Management

The operation of the GPRS is partly independent of the GSM network. However, some
procedures share the network elements with current GSM functions to increase efficiency
and to mak.é optimum use of free GSM resources (such as unallocated time slots). An MS
has three states in the GPRS system: idle, standby, and active. The three-state model
‘repl‘«asenis the nature of packet radio relative to the GSM two-state model (idle or active)

[23]. We discuss two types of call scenario.

2.2.6.1. MS Terminated Call

Data is transmitted from GPRS network to MS only when the MS is in the active state. In
the active state, the SGSN knows the cell location of the MS. However, in the standby
state, the location of the MS is only known as to which routing area it is in. (The routing
area can consist of one or more cells within a GSM location area.) When the SGSN sends
a packet to'a MS that is in the standby state, the MS must be paged. Because the SGSN
knows the routing area in which the MS is located, a packet paging message is sent to
that routing area. After receiving the packet paging message, the MS gives its cell
location to the SGSN to establish the active state. Packet transmission to an active MS is
initiated by packet paging to notify the MS of an incoming data packet. The data
transmission proceeds immediately after packet paging through the channel indicated by
the paging message. The purpose of the packet paging message is to simplify the process
of receiving packets. The MS has to listen to only the packet paging messages, instead of

all the data packets in the downlink channels, reducing battery use significantly.
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2.2.6.2. MS Originated Call

When an MS has a packet to be transmitted, access to the uplink channel is needed. The
uplink channel is shared by a number of MSs, and its use is allocated by a BSS. The MS
requests use of the channel in a packet random access message. The transmission of the
packet random access message follows Slotted Aloha procedures. The BSS allocates an
unused channel to the MS and sends a packet access grant message in reply to the packet
random access message. The description of the channel (one or multiple time slots) is
included in the packet access grant message. The data is transmitted on the reserved

charmels.

2.2.6.3. Routing Update (RU)

The main reasons for the standby state are to reduce the load in the GPRS network caused
by cell-based routing update messages and to conserve the MS battery. When a MS is in
the standby state, there is no need to inform the SGSN of every cell change—only of
every routing area change. The operator can define the size of the routing area and, in this

way, adjust the number of routing update messages.

In the idle state, the MS does not have a logical GPRS context activated or any Packet-
Switched Public Data Network (PSPDN) addresses allocated. In this state, the MS can
receive only those multicast messages that can be received by any GPRS MS. Because
the GPRS network infrastructure does not know the location of the MS, it is not possible

to send messages to the MS from external data networks [23].
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2.2.6.3.1. RU for Inter Cell Movement: A cell-based routing update procedure is invoked
when an active ‘MS enters a new cell. In this case, the MS sends a short message
containing information about its move (the message contains the identity of the MS and
its new location) through GPRS channels to its current SGSN. This procedure is used

only when the MS is in the active state.

2.2.6.3.2. RU for Inter Routing Area Movement: When an MS in an active or a standby
state moVes from one routing area to another in the service area of one SGSN, it must
again perform a ’routing update. The routing area information in the SGSN is updated and

the success of the procedure is indicated in the response message.

2.2.6.3.3. RU for Inter SGSN Movement: The inter-SGSN routing update is the most
complicated of the three routing updates. In this case, the MS changes from one SGSN
area to anéther and it must establish a new connection to a new SGSN. This means
creating a new logical link context between the MS and the new SGSN, as well as

informing the GGSN about the new location of the MS.
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2.3, Overview of Mobile IP

The Internet infrastructure is built on top of a collection of protocols, called the TCP/IP
protocol suite. Transmission Control Protocol (TCP) and Internet Protocol (IP) are the
core protocols in this suite. IP routes packets to their destinations according to IP
addresses. These addresseé are associated with a fixed network location. When the
packet's destination is a mobile node, this means that each new point of attachment made
by the node is associated with a new network number and, hence, a new IP address,
making transparent mobility impossible [24]. Mobile IP, a standard proposed by a
working group within the Internet Engineering Task Force (IETF) in RFC 2002 [25], was

designed to solve this problem by allowing the mobile node to use two IP addresses.

2.3.1. TCP/IP Network Architecture

Unlike the seven-layer Open System Interconnection (OSI) architecture, TCP/IP network
architecture is a four-layer system in which each layer is responsible for a specific task
[12]. The four layers, from top to bottom, are Application Layer, Transport Layer,

Internet Layer, and Network Interface Layer, as shown in Figure 17(a).

The Application Layer handles the details of the particular application (e.g., FTP,
TELNET, HTTP etc.). The Transport Layer provides a flow of data between two Internet
nodes. There are two widely used transport layer protocols on the Internet: Transmission
Control Protocol (TCP) and User Datagram Protocol (UDP). TCP provides a reliable
flow of data between two nodes by maintaining a connection-oriented environment. On

the other hand, UDP provides an unreliable and connectionless datagram service. The
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Internet Layer handles the movement of packets around the network by implementing
efﬁci;ant routing algorithms. The Network Interface Layer provides interfaces to the
network hardware devices, and is concerned with the network-specific aspects of the
transfer va packets. Examples include IEEE 802.2 LANSs, X.25, Frame Relay etc. The

TCP/IP model does not require strict layering [12], as shown in Figure 17(b).

Application
Application paner
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Transport Transport
Layer Layer
Internet Internet
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Ntework Ntework
Interface Interface
Layer Layer
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Figure 2.17: TCP/IP network Architecture

2.3.1.1. Brief Overview of Internet Protocol: IPv4 and IPv6

The Internet Protocol (IP) is the heart of the TCP/IP protocol suite. IP corresponds to the
Network Layer in the OSI Reference Model, and provides a connectionless and best
effort delivery service to the Transport Layer. IP is designed for use in interconnected
systems of packet-switched computer communication networks [26]. The internet

protocol provides the transmission of data blocks called IP Packets (or sometimes called
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IP Datagrams) from sources to destinations, where sources and destinations are hosts
identified by fixed length addresses. IP packets are sent to the Network Interface Layer
for delivery across the physical network. At the receiver, packets passed up by the

Network Interface Layer are demultiplexed to the Internet Layer as shown in Figure 2.18.
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Figure 2.18: The Internet and Network Interface Layer

The IP implements two basic functions: addressing and fragmentation. The internet
modules use the addresses carried in the internet header to transmit internet datagrams
toward théir destinations. Each host in the Internet is identified by a globally unique IP
address. The selection of a path for transmission is called routing. The internet modules

use fields in the internet header to fragment and reassemble internet datagrams when

necessary.
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The initial version of IP, known as IP version 4 (or IPv4), has played a central role in
internetworking environment for many years. However, it has become a victim of its own
success; i.e. explosive growth [12]. In the 1990s, the World Wide Web and personal
computers shifted the user of the Internet from researchers and scientists to the general
public. This change has created heavy demands for new IP addresses, and the 32 bits of

the current IP addresses will be exhausted sooner or later.

In the early 1990s, the IETF began to work on the successor of IPv4 that would solve the
address exhaustion and other scalability problem. The new IP version, known as IP
version 6 (or IPv6) was recommended in late 1994. IPv6 was designed to interoperate
with IPv4 since it would likely take many years to complete the transition from version 4
to version 6. IPv6 should also change the IPv4 functions that do not work well and

support new emerging applications such as real-time video conferencing, etc.

2.3.2. Motivation for Mobile IP

IP routes packets from a source endpoint to a destination by allowing routers to forward
packets from incoming network interfaces to outbound interfaces according to routing
tables. The routing tables typically maintain the next-hop information for each destination
IP address, according to the number of networks to which that IP address is connected.
The network number is derived from the IP address by masking off some of the low-
order bits. Thus, the IP address typically carries with it information that specifies the 1P

node's point of attachment.

37



To raintain existing transport-layer connections as the mobile node moves from place to
place, it must keep its IP address the same. In TCP connections are indexed by a
quadruplet that contains the IP addresses and port numbers of both connection endpoints.
Changing any of these four numbers will cause the connection to be disrupted and lost.
On the other hand, correct delivery of packets to the current point of attachment of the
Mobile Hosts (MH) depends on the network number contained within the MH's IP
address, which changes at new points of attachment. To change the routing requires a

new [P address associated with the new point of attachment.

2.3.3. Mobiie IP Operation

Mobile IP has been designed to solve the problem of mobility in IP by allowing the MH
to use two IP addresses. In Mobile IP, the Home Address is static and is used to identify
TCP connections. The Care-of Address (CoA) changes at each new point of attachment
and can be thought of as the MH's topologically significant address; it indicates the
network number and thus identifies the MH's point of attachment with respect to the
network topology. The Home Address makes it appear that the MH is continually able to
receive data on its home network, where Mobile IP requires the existence of a network
node known as the Home Agent (HA). Whenever the MH is not attached to its home
network (and is therefore attached to what is termed a Foreign Network), the HA gets all
the packets destined for the MH and arranges to deliver them to the MH's current point of
attachment; i.e Foreign Agent (FA). The HA maintains the mobility binding in a Mobility
Binding Table, while the FA maintains a Visitor List which contains information about

the MH currently visiting that network [27] as shown in Figure 2.19.
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Home Care-of Life Time Home HA Media Life Time

Address. | Address (in sec) Address Address Address (in sec)
129.191.170.4 | 126.170.22.78 200 120.191.42.13 | 129191427 | 00-60-08-95-66-E1 200
129.191.170.2 | 117.121.55.77 150 129.191.31.18 | 120.191.31.1 | 00-60-08-68-A2-56 150

(a) (b)

Figure 19: (a) Mobility Binding Table, (b) Visitor List

Whenever the MH moves, it registers its new CoA with its HA. To get a packet to a MH
from its home network, the HA delivers the packet from the home network to the CoA.
The further delivery requires that the packet be modified so that the CoA appears as the
destination IP address. This modification can be understood as a packet transformation
or, more specifically, a redirection. When the packet arrives at the CoA, the reverse
transformation is applied so that the packet once again appears to have the MH's home
address as the destination IP address. When the packet arrives at the MH, addressed to

the home address, it will be processed properly by TCP.

In Mobile IP, the HA redirects packets from the home network to the CoA by
constructing a new [P header that contains the MH's CoA as the destination IP address.
This new header then shields or encapsulates the original packet, causing the MH's home
address to have no effect on the encapsulated packet's routing until it arrives at the CoA.

Such encapsulation is also called tunneling [25], which is shown in Figure 2.20.
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Internet
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HA: Home Agent

[j FA: Foreign Agent
| MH: Mobile Host
CH: Correspondent Host

Figure 2.20: Operation of Mobile IP

Mobile IP can be thought of as the cooperation of three major subsystems [28]: Agent

Discovery, Registration, and Tunneling.

2.3.3.1. Mobile Agent Discovery

The Mobile IP discovery process has been built on top of an existing standard protocol,
Internet Control Message Protocol (ICMP) Router Advertisement, specified in RFC 1256
[29]. Mobile IP discovery does not modify the original fields of existing router
advertisements but simply extends them to associate mobility functions. The format of

the main messages related to agent discovery is shown in Figure 2.21 through 2.24.

2.3.3.1.1. Agent Advertisement: When the router advertisements are extended to also
contain the needed CoA, they are known as Agent Advertisements. HAs and FAs

typically broadcast agent advertisements at regular intervals (e.g, once a second or once
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every few seconds) in a random fashion [30]. If sent periodically, the nominal interval at
which Agent Advertisements are sent should be 1/3 of the advertisement Lifetime given
in the ICMP header. This allows a MH to miss three successive advertisements before

deleting the agent from its list of valid agents [25].

A

32 bits (4 bytes)
0 8 16 31
Type Code Checksum

M M (2
Number of Router Addr;  Address Entry Size Lifetime

M M (2)

' Router Address (1)

(4)
Preference Level (1)

4

Y

Router Address (n)
4)
Preference Level (n)

“4

Figure 2.21: Router Advertisement (from RFC 1256)

2.3.3.1.2. Mobility Agent Advertisement Extension: The Mobility Agent Advertisement
Extension follows the ICMP Router Advertisement fields. It is used to indicate that an
ICMP Router Advertisement message is also an Agent Advertisement being sent by a

mobility agent [25].
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Type Length Sequence Number
(1) (1) 2

Registration Lifetime R

(2)

BIHF MGV Reserved

Zero or more Care-of Addresses

Figure 2.22: Mobility Agent Advertisement Extension

2.3.3.1.3. Prefix-Lengths Extension: The Prefix-Lengths Extension may follow the
Mobility Agent Advertisement Extension. It is used to indicate the number of bits of
network prefix that applies to each Router Address listed in the ICMP Router

Advertisement portion of the Agent Advertisement.

l Type Length Prefix Length
N ) ) My L e

Figure 2.23: Prefix Length Extension

2.3.3.1.4. Agent Advertisement Solicitation: 1f a MH needs to get a CoA and does not
wish to wait for the periodic advertisement, the MH can broadcast or multicast a
solicitation, known as Agent Advertisement Solicitation message, that will be answered

by any FA or HA that receives it.

Type | Code Checksum
o ; N . @)

Reserved

Figure 2.24: Router Solicitation (from RFC 1256)
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2.3.3.2. Registration

Mobile IP defines two different registration procedures, one via a FA that relays the

registration to the MH's HA, and one directly with the MH's HA. Figure 2.25 illustrates

the registration process via FA. The Mobile IP registration messages use the UDP [31]:

FOREIGN
NETWORK

Request

1 3

[ (MH)

1. Registration”

4 Registration
Mobile Host |,

Foreign Agent
(FA)

Visitor List

A2

-

Reply

3. Registt

Reply

~.

4

Figure 2.25: Mobile IP Registration

ation__

"~ 2. Registration
. Request

A

Home Agent
(FA)

Mobility Binding
Table

2.3.3.2.1. Registration Request: A MH registers with its HA using a Registration

Request message so that its HA can create or modify (e.g., with a new lifetime) the

Mobility Binding Table for that MH. Figure 2.26 exhibits the format of Registration

Request message.
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32 bits (4 bytes)
16

Type

\

Rsv

Lifetime

Home Address

Home Agent

Care-of-Address

ldentification

Extensions ...

Figure 2.26: Registration Request (from RFC 2002)

2.3.3.2.2, Regi&tration Reply: A mobility agent returns a Registration Reply message to a

MH which has sent a Registration Request message. If the MH is requesting service

from a FA, that FA will receive the Reply from the HA and subsequently relay it to the

MH. Figure 2.27 exhibits the format of Registration Request message.

Type Code Lifetime
Home Address
Home Agent
Identification
i
Extensions ....

Figure 2.27: Registration Reply (from RFC 2002)
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2.3.3.2.3. Authentication: The HA must be certain that registration was originated by the
MH and not by some other malicious node pretending to be the MH. A malicious node
could cause the HA to alter its routing table with erroneous CoA information, and the
MH would be unreachable to all incoming communications from the Internet. The need
to authenticate registration information has played a major role in determining the
acceptable design parameters for Mobile IP. Each MH and HA must share a security
association and be able to use Message Digest 5 with 128-bit keys to create unforgeable
digital signatures for registration requests [27] [32]. The signature is computed by
performing MD5's one-way hash algorithm over all the data within the registration
message header and the extensions that precede the signature. The fixed portion of the
Registration Reply is followed by one or more of the Extension. The Mobile-Home
Authentication Extension must be included in all Registration Replies returned by the HA

[31] as shown in Figure 2.28.

Type Length SPI ...

... SPI (continued)

Authenticator
(default is 128-byte keyed MDS5)

Figure 2.28: Authentication Extension (from RFC 2002)
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2.3.3.3. Tunneling

When a Correspondent Host (CH) wants to communicate with the MH, it sends an IP
packet addressed to the permanent IP address of the MH. The ‘HA intercepts this packet
and consults the Mobility Binding Table to find out if the MH is currently visiting any
other network. The HA finds out the mobile node's CoA and constructs a new IP header
that contains the MH's CoA as the destination IP address. The original IP packet is put
into the payload of this IP packet. It then sends the packet. This process of encapsulating
one IP packet into the payload of another is known as IP-within-IP encapsulation [33], or

tunneling, as shown in Figure 2.29.

‘ Original IP Header Original IP Payload
Tunnel Endpoint
e JL J L
‘//, N . s )
Original IP Header HS;ZZ:s Original IP Header Original IP Payload 1’

Figure 2.29: IP-in-IP Encapsulation or Tunneling

When the encapsulated packet reaches the MH's current network, the FA decapsulates the
packet and finds out the MH's home address. It then consults the visitor list to see if it has
an entry for that MH. If there is an entry for the MH on the visitor list, the FA retrieves

the corresponding media address and relays it to the MH.

When the MH wants to send a message to a CH, it forwards the packet to the FA, which

in turn relays the packet to the correspondent node using normal IP routing. The FA
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continues serving the MH until the granted lifetime expires. If the MH wants to continue

the service, it has to reissue the Registration Request.

2.3.4. Triangular Routing and Route Optimization

Packets sent to a MH are routed indirectly through the MH’s HA and are then tunneled to
the MH, whereas packets sent from a MH are routed directly to the CH. Roundtrip
communications thus travel along three distinct paths, and this routing anomaly is known
as Triangle Routing, as shown in Figure 2.20. This method may be inefficient in many
cases. If we consider the case when the CH and the MH are in the same network, but not
in the home network of the MH. In this case the messages wivll experience unnecessary
delay since they have to be first routed to the HA that resides in the home network. One

way to improve this is through Route Optimization.

Route Optimization is an extension proposed to the basic Mobile IP protocol [34]. Here
messages from the CH are routed directly to the MH's CoA without having to go through
the HA. Route Optimization provides the following four main operations: (i) updating
binding caches, (ii) managing smooth handoffs between foreign agents, (iii) acquiring

registration keys for smooth handoffs, and (iv) using special tunnels [31].

2.3.5. Minimal Encapsulation

Encapsulation in Mobile IP is carried out by putting the original datagram (= IP header +
payload) inside another IP envelope. The fields in the outer IP header add too much

overhead to the final datagram; several fields are duplicated from the inner IP header. To
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prevent this waste of space a Minimal Encapsulation Scheme [35] has been defined
where instead of inserting a new header, the original header is modified to reflect the
CoA and‘ a minimal forwarding header is inserted to store the original source and
destination addresses. Thus the CoA of the MH becomes the destination address of the IP
packet and the HA's address becomes the source address. The minimal forwarding header
stores the original source and destination addresses. When the FA tries to decapsulate, it
simply restores the fields in the forwarding header to the IP header and removes the

forwarding header.

2.3.6. Changes in IPv6

IPv6 includes many features for streamlining mobility support that are missing in IPv4,
including Stateless Address Autoconfiguration and Neighbor Discovery. IPv6 also
attempts to drastically simplify the process of renumbering, which could be critical to the

future routability of the Internet.

Mobility Support in IPv6, as proposed by the Mobile IP working group, follows the
design for Mobile IPv4 [28]. It retains the ideas of a home network, HA, and the use of
encapsulation to deliver packets from the home network to the MH's current point of
attachment. While discovery of a CoA is still required, a MH can configure its CoA by
using Stateless Address.A,utoconﬁguration and Neighbor Discovery. Thus, FAs are not

required to support mobility in IPv6 [24].
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2.3.6.1. Route Optimization:

IPv6 mobility borrows heavily from the route optimization ideas specified for IPv4 [34],
particularly the idea of delivering binding updates directly to CH. When it knows the
MH's current CoA, a CH can deliver packets directly to the MH's home address without
any assistance from the HA. Route optimization is likely to dramatically improve

performance for IPv6 MHs.

2.3.6.2. Security:

One of the biggest differences between IPv6 and IPv4 is that all IPv6 hosts are expected
to implement strong authentication and encryption features to improve Internet security
[31]. This affords a major simplification for IPv6 mobility support, since all
authentication procedures can be assumed to exist when needed and do not have to be

specified in the Mobile IPv6 protocol.

2.3.6.3. Source Routing:
In contrast to the way in which route optimization is specified in IPv4, in IPv6 CHs do
not tunnel packets to MHs. Instead, they use IPv6 routing headers, which implement a
variation of IPv4's source routing option. Other features supported by IPv6 mobility
include [31]:

u  coexistence with Internet ingress filtering;

u  smooth handoffs;

»  renumbering of home networks; and

u  automatic home agent discovery.
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Chapter 3

3. Handoff Between WLAN and GPRS

3.1. Handoff and Signal Strength

When a Mobile Host (MH) moves away frqm a point of attachment, the signal level
degrades and there is a need to switch communications to another point of attachment.
Handoff is the mechanism by which an ongoing connection between a Mobile Host (MH)
and a Correspondent Host (CH) is transferred from one point of attachment to another. In
cellular telephony, such point of attachments are referred to as Base Stations (BSs) and in
Wireless Local Area Networks (WLANG5), they are called Access Points (APs). In either

case, such point of attachment serves a coverage area called a Cell.

Handoff, in case of cellular telephony, involves the transfer of a call from one BS to
another. In case of WLANS it involves transferring the connection from one AP to
another. In a heterogeneous network of cellular and WLAN technology, it will involve
the transfer of connection from one BS to another, from one AP to another, between a BS

and an AP, or vice versa.

Handofts must be performed successfully and as infrequently as possible, and be
imperceptible to all users. Handoff algorithms are conventionally based on measurement
of the Received Signal Strength (RSS). Once a particular signal level is specified as the

minimum usable signal for acceptable voice quality at the base station receiver (normally
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taken as between -90 dBm and -100 dBm), a slightly stronger signal level is used as a

threshold at which a handoff is made [36].

This margin, given by A = Prss(handoft) - PRsS(minimum usable)» €annot be too large or too small.
If A is too. large, unnecessary handoffs which burden the network may occur. On the
other hand, if A is too small, there may be insufficient time to complete a handoff before
a call is lost due to weak signal condition. Therefore, A is chosen carefully to meet these
conflicting requirements. Figure 3.1 illustrates two handoff situations as the MH crosses

the cell boundary.

Cell
Boundary

RSS at Point A

(a) Improper Handoff Threshold

Handoff
Situation

Minimum Acceptable RSE

RSS at Point B
(call dropped)

v

RSS at Point A

Handoff Threshold
(b) Proper (call properly handed off
Handoff
Situation

4

Time
A

Figure 3.1: Handoff Scenario at Cell Boundary
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Figure 3.1 (a) demonstrates the case where a handoff is not made and the signal drops
below the minimum acceptable level to keep the channel active. This dropped call event
can happen when there is an excessive delay by the core network element in assigning a
handoff or when the threshold A is set too small for the handoff time in the system.
Excessive delays may occur during high traffic conditions due to computational loading
at the core network or due to the fact that no channels are available on any of the nearby

base stations.

However, a major problem with this approach to handoff decision, based on signal
strengths, is that the received signals of both base stations often fluctuate. When the
mobile is between the base stations, the effect is to cause the mobile to wildly switch
links with either of the base stations. The base stations bounce the link with the mobile
back and forth. Hence the phenomenon is called ping- ponging [39] [45]. Besides the
ping-pong effect, this approach allows too many handoffs [37]. Much of the time the
previous link was well adequate and that handoffs occurred unnecessarily. A better
method is to use the averaged signal levels relative to a threshold and hysteresis margin
for handoff decision. The signal strength measures are signal levels averaged over a
chosen amount of time. This averaging is necessary because of the Rayleigh fading
nature of the environment in which the cellular network resides. Furthermore, the
condition should be imposed that the target base station’s signal level should be greater

than that of the current base station.
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3.1.1. Conventional Handoff Algorithm

The handoff algorithm employed in a cellular network has a significant impact on the

overall network performance. It is to detect network situation and to decide whether it

matches the handoff criterion. Under wireless circumstances, the RSS is a random

process [39]. Some of the conventional decision algorithms [38] [39] [45] are as follows:

A.

RSS: The BS whose signal is being received with the largest strength is selected
(Choose the new BS if RSSpew > RSSo1)

RSS plus Threshold: A handoff is decided if the RSS of a new BS exceeds that of
the current one, and the signal strength of the current BS is below a threshold T
(Choose the new BS if RSS;ew > RSS1q and RSSq4 < T)

RSS plus Hysteresis: A handoff is decided if the RSS of a new BS is greater than
that of the old BS by a Hysteresis margin H (Choose the new BS if RSS;ew >
RSSqq + H)

RSS, Hysteresis and Threshold: A handoff is decided if the RSS of a new BS
exceeds that of the current BS by a Hysteresis margin H, and the signal strength
of the current BS is below a threshold T (Choose the new BS if RSS;e,, > RSSqq +
H and RSSqq < T)

Algorithm plus Dwell Timer: Sometimes a dwell timer is used with the above
algorithms. If the condition continues to be true until the timer expires, a handoff

is performed [5].
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3.2. Handoff in Heterogeneous Networks

It will be necessary for a MH to employ various points of attachments of a heterogeneous
network to maintain connectivity to the network all the times. A new type of handoff,
Vertical Handoff, has been defined [4] between base stations that are using different
wireless network technologies. This is not the case of Horizontal Handoff, where both

base stations use the same type of wireless network interface.

3.2.1. Different Mobility Architectures

We discuss five different mobility architectures [39] of heterogeneous network
comprising WLAN and GPRS technologies as illustrated in Figure 3.2 for implementing

handoff.

The first and second architectures involve connecting the WLAN and GPRS networks
through GPRS entities such as the Serving GPRS Support Node (SGSN) and Gateway
GPRS Support Node (GGSN). In these cases, the WLAN will appear to be a GPRS cell
or Routing Area (RA), respectively. GPRS will be the master network and the WLAN
will be the slave network. This means that the mobility will be handled by GPRS,

considering the WLAN one of its cells or Routing Areas (RAs).

In the #hird scenario, Virtual Access Point (VAP) reverses the roles played by GPRS and
WLAN in the first two architectures. Here, the WLAN is a master network and the GPRS
is a slave network. The mobility is managed according to the IEEE 802.11 and Inter

Access Point Protocol (IAPP) specifications by WLAN.
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AP: Access Point

BTS: Base Station Subsystem
SGSN: Serving GPRS Support Node
VAP Virtual Access Point

MH: Mobite Host

BSC: Base Station Controller

GGSN: Gateway GPRS Support Node
MG: Mobility Gateway

Figure 3.2: Different Mobility Architectures for Handoff between WLAN and GPRS

The fourth approach introduces a Mobility Gateway (MG) between the GPRS and

WLAN network. The MG is a proxy implemented on either the GPRS or the WLAN

sides, and will handle the mobility and routing issues.

The fifth architecture employs Mobile IP to handle the issue of mobility management.

Here, GPRS and WLAN are peer networks.
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3.2.2. Our Proposed Architecture

The first three architectures render one of the two networks as a slave network. In these
cases, traffic of the slave network will occupy a considerable capacity of the master
network, thus making it inefficient. The fourth architecture is not standardized, requiring
proprietary protocols for inter-technology roaming [39]. Besides, the performance of a

proxy is poor since significance latency is added to the client-server communication path.

The last architecture treats both the networks (i.e. GPRS and WLAN) as peer networks,
and implements the function of Mobile IP respectively. Both the AP and BS is connected
to the Internet using wireline or wireless connections. All the signals involved in the
handoff process flow through the Internet. We propose the fifth architecture, the Mobile
IP-based one, be used for managing the handoff between the two heterogeneous

networks.

3.2.2.1. The Reason for Choosing Mobile IP-Based Architecture
We choose the Mobile IP-based handoff architecture as we consider it to be the
appropriate tool to achieve the mobility between the two networks mainly for the
following reasons:
1. The telecom industry has experienced an explosive growth of the Internet during
the last half-decade or so. As the representatives of wireless wide area and local
area data communication networks respectively, the GPRS and the WLAN will be

widespread in near future. MH can easily access Internet through each of them.
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4.

An equally important factor is the growing use of the TCP/IP suite. TCP/IP is not
juét the suite for the Internet, but it has also recently become the most widely used
data communications protocol to the desktop. Furthermore, looking towards the
future, we can expect IP to be the pervasive communication protocol across a
diverse set of devices, not just limited to computers. And Mobile IP is the logical
evolution of TCP/IP.

Only the participating components (i.e. the MH and the endpoints of the tunnel)
need to be Mobile IP aware. No other device in the network or any hosts with
which the MH is communicating need to be changed or even aware of the
movement of the MH.

It is secure because the set up of packet redirection is authenticated. The
Registration Request, which is the integral part of Mobile IP-based handoff, uses
unforgeable digital signatures for security purpose. Moreover, Mobile IPv6 will

ensure even stronger authentication and encryption features.

. Due to medium-independent design philosophy, Mobile IP does not require

specialized hardware. Therefore, the implementation will be less costly than other
alternative approaches

Expensive circuit-switched devices such as Mobile Switching Center (MSC),
Home/Visitor Location Registers (HLR/VLR), Signal Transfer Point (STP) will
replaced by off-the-shelf routers [8]. The technological trend to move towards all-
IP-based interconnected network places Mobile IP as the number one choice for

mobility management.
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3.3. Issues Related to Handoff using Mobile IP

3.3.1. Handoff Latency

One of the important QoS parameters of our study in implementing the handoff using
Mobile IP is latency. The Handoff Latency is the amount of time from when the MH is
disconnected from the old AP/BS to the time when the mobile receives the first data
packet from the new BS/AP [4]. The latency can be broken down into following

components: (i) Discovery Time, (ii) Registration Time, and (iii) Packet Reception Time.

There is another factor in the overall handoff latency contributed to the time required for
a MH to complete a handoff process at the Link Layer. This time for notification of Layer
2 to Layer 3 is very short. This value for a typical WLAN is usually in the range of

several hundred microseconds up to several milliseconds [6].

3.3.1.1. Discovery Time
Discovering Time is the time during which the MH discovers that it has moved to a new
Foreign Agent (FA) coverage area. It depends on the time required for several signal flow

as below.

3.3.1.1.1. Beacon Period:

The AP/BSs send beacon periodically within their coverage areas. The MH receives
these beacons from nearby AP/BSs and measures their strengths. Based on these

measurements, the MH determines to which AP/BS it is likely to handoff in the future
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[40]. Beacon Period is the time required by the MH to receive the next beacon signal

from the AP/BS.

3.3.1.1.2. Agent Advertisement and Associated Messages:

Each AP/BS is associated with a FA, which is periodically transmitting Agent
Advertisement. This period of time includes the time to receive a new advertisement after
crossing a cell boundary. Internet Engineering Task Force (IETF) RFC 2002 has defined
[25] the interval between two consecutive Agent Advertising messages to be 1/3 of the
Lifetime [46], namely t. So, the Agent Advertisement Lifetime is 3t. IETF RFC 2002 also

proposes t as 1 second.

The interval between two consecutive Agent Advertising messages as well as Lifetime is
too long for a voice (real time) call to handoff. Therefore, the MH should actively send
Agent Advertisement Solicitation message to accelerate the movement detection. If the
Agent Advertisement message sent by the agents includes Prefix Lengths Extension, MH
can decide whether it has changed subnet by comparing the subnet prefixes immediately
after receiving one Agent Advertisement message. If so, it does handoff immediately,

otherwise it does nothing.

There is a considerable amount of time for transmitting the Agent Advertisement and the
associated messages. Following is the length of the messages to be used in our proposed

handoff technique:
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(a) Agent Advertisement Solicitation = 8 bytes
(b) Agent Advertisement (assuming 5 addresses) = 48 bytes
(c) Mobility Agent Advertisement Extension =12 bytes

(d) Prefix-Lengths Extension = 4 bytes

For non real-time services, MH may wait for the periodic advertisement, instead of

sending out Agent Solicitation.

3.3.1.1.3. Processing Time:
Because the length of Agent Advertisement message is very short, and there is only one
hop between MH and the FA, the response will be quickly received. Generally, it takes

agents about several milliseconds to process a request.

3.3.1.2. Registration Time
Registration Time is the time to complete a Mobile IP Registration process. In other
words, it is the time to establish the new route to the MH. Followings are the main

components of Registration Time:

Registration Request to FA - fixed value (very small, negligible)
Registration Ready from FA - fixed value (very small, negligible)
Registration Request to HA - random internet delay

Registration Ready from HA > random internet delay

Binding Update from AP/BS to FA - fixed value (very small, negligible)
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Binding Update from FA to FA - random internet delay

Binding Acknowledgement from FA to FA - random internet delay

Binding Update from FA to CH - random internet delay

Binding Acknowledgement from CH to FA -> random internet delay

Packet Forwarding from FAgp to FAngw 2> random internet delay + Packet
Transmission Time (depends on packet size)

Processing Time > fixed value (very small, negligible)

The total time to complete the registration process will vary aécording to the scheme

adopted for recovery of the lost packet during the handoff latency.

3.3.1.3. Packet Reception Time

Packet Reception Time is the time to receive the first forwarded IP packet after the new
route is established. This is the time required to transmit the first packet from the new FA
to the MH through the new AP/BS. Packet Reception Time is mainly dependent on the
following two factors: (i) the transmission time of the data packets being forwarded
through the air interface, (ii) the time required by the MH to accumulate the packet

received from the AP/BS and process for output.

3.3.2. Lost Packet Recovery

In most of the cellular networks, handoff decision is made by the base station and there is
a pre-setup on the neighbor channels. Thus the base station has a chance to duplicate the

data on the neighbor base station and avoid data loss. However, in Mobile IP, the handoff
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decision in Layer 3 is made by MH. And the handoff decision at Layer 2 is made
independently from Layer 3 [6]. When the signal strength goes down to an unacceptable
level, and the MH gets disconnected from the old AP/BS, the mobility agent (e.g. FA)
may not be aware of this event immediately and thus packets addressed to the MH are

dropped. However, these packets can be recovered by adopting various schemes.

In general, the lost packets recovery schemes can be classified as either reactive or
proactive; The packets recovery method described in standard Mobile IP protocol is an
example of reactive type. We define it as Unicasting. However, there is a proactive
scheme, devised by some researchers and defined as Multicasting, which assists the MH
in determining that a handoff is imminent, and establishes packet flow to the target FA

prior to the handoff event [40] [41].

Both schemes have tradeoffs. We will employ both schemes in our study to take

advantage of each type according to the service requirement.

3.3.2.1. Unicasting

In Unicasting scheme, the old FA buffers any data packets it is forwarding to an MH to
reduce data loss during a handoff. When a handoff occurs, the MH includes a handoff
request in its registration, and the new FA in turn requests that the old (previous) FA
handovers the buffered packets. To reduce duplicates, the MH buffers the identification
and source address fields in the IP headers of the packets it receives. It also includes the

identification and source address fields in the buffer handover request so that the old FA
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does not need to transmit those packets that have already been received by the MH. The
message and data flow involving Unicasting scheme to recover the data packets are

shown Figure 3.3.

Old New

FA FA HA

MH

Agent Advertisement ,///
\dvertisement

——
Binding Update |

Packet Forwarding >

. Binding T,

Acknowledgment

f— .
———

— ]
Registration Request \

Registration Request

Figure 3.3: Unicasting Message and Data Flow

When the MH crosses a cell boundary, and it receives the first Agent Advertisement from
the new FA, it sends a Binding Update message destined for the old FA via the new FA.
The Binding Update message is routed by IP on a hop-by-hop basis to the old FA via the
Internet. When this message is received at its destination (i.e. old FA), the packets are
retransmitted along the new route just established to the new FA. Finally, the old FA
sends an acknowledgement of the binding message destined for the new FA. This deletes

the old entries along the old path.
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3.3.2.2. Multicasting

The handoff latency can be reduced significantly if the network can set up data
forwarding to the new FA while the MH is still communicating with the old FA. Today,
this is possible in cellular networks, where the soft handoff procedure permits the MH to
simultaneously receive signals from the old and new base stations. But this capability is
neither available nor easily feasible in many current and emerging packet-based wireless
networks. It is not desirable to impose such a capability as a requirement for Mobile IP,
considering the complexity of predicting the new FA or the diversity of the wireless link

technologies.

While it is difficult to know or predict the new FA exactly, it is not too difficult to find a
reasonable set of candidate FAs (i.e. neighbors). One of those is likely to be the new FA
after a handoff. If we allow proactive data forwarding (i.e. multicasting) to these
prospective FAs just before, or at the very initiation of the handoff process, then we can
achieve a lower handoff latency [41]. The scheme is built upon Mobile IP. The message
and data ﬂow involving Multicasting scheme to recover the data packets are shown in

Figure 3.4.

As soon as the old FA gets a Handoff Notification message from a MH, it reads its
Neighbor FA table, and sends Neighbor FAs the Forwarding Notification messages. Then
the old FA starts forwarding data to the neighbor FAs. When the new FA receives data

packets forwarded by the old FA the first time, the packets contain the home IP address
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of the MH as the destination address, and the new FA needs to know the L2 address of

the MH to forward the packets to the MH.

Oid New
HA
MH s FA FA
. Handoff Notification
Handoff Notification
- Pfcik.et Forwarding
ss~\ -~ ---__- *_’
TSl Other
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-
Agent Advertisement S~ FAs
[
———
\\_\
i i i — . .
Registration Request — Registration Request

Figure 3.4: Multicasting Message and Data Flow

For IEEE 802.11 WLAN, the new FA can forward IP packets to the MH by relying on
the MAC address of its interface. Since the MAC address is the same before and after the
handoff, the old FA can provide the MAC addresses of the interface of the MH to the
new FA, and the new FA can forward IP packets to the MH using provided MAC
address. Then the new FA does not have to rely on the Address Resolution Protocol
(ARP). All the forwarded data packets to a neighbor FA are discarded if the FA is not the
new FA. The key point is that the MH can receive data without finishing the Mobile IP

registration process.
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3.3.2.2.1. Neighbor FA Discovery Mechanism:

The discovery mechanism is executed in a distributed fashion; that is, there is no central
controller or database. The size of the neighbor FA table is proportional to the number of
adjacent or overlapping cells, which is practically bounded to be a moderate number.
Each FA can learn about its neighbor FAs from the MHs since the MHs move around and

come from the neighbor FAs.

The first step is that the MH includes the information about the old FA in the registration
message sent to the new FA. Thus the new FA is informed of the old FA as one of its
neighbor. Then it sends a Neighbor FA Notification message to the old FA. Each FA
maintains a Neighbor FA table. The Neighbor FA information is of soft state; that is,
each entry expires after the Neighbor Timeout Period has passed without any new

notification for the Neighbor FA entry [41].
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Chapter 4

4. Proposed Handoff Technique and Performance

In this chapter, we introduce a new handoff technique for handoff between WLAN and
GPRS networks. The technique includes an algorithm to be implemented in the handoff
decision making process as well as modification of the Mobile IP for handoff signaling

management to achieve improved performance in latency, overhead, and throughput.

To improve the reliability of the channel quality measurements, we introduce two
different signal strength measurements — Absolute Received ‘Signal Strengths (ARSS)
and Relative Received Signal Strengths (RRSS). Handoff is implemented if the ARSS
or/and RRSS reaches predefined threshold value(s) based on the handoff direction

(GPRS>WLAN, WLAN->WLAN or WLAN->GPRS).

Mobile IP-based handoff is associated with a latency which may not meet the QoS
criteria for real time voice services. The data packets are lost during the latency period.
Mobile IP describes a scheme, defined as Unicasting in our thesis, to recover the lost
packets from the old FA to new FA. However, the process takes some time as the signal
experiences a random delay when it travels through the Internet. This makes the latency
even longer. In another data recovery scheme, namely Multicasting, data packets are sent
to the neighboring FAs as soon as the Received Signal Strength (RSS) of the MH goes

below a certain threshold level. The packets are stored in the buffer of the new FA, and in
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the process, the latency can be reduced. We have simulated handoffs using the standard

Mobile IP signals adopting both Unicasting and Multicasting schemes.

In this chapter, we also propose two modifications of the Mobile IP signal flows for
further improvement of latency using Multicasting. Firstly, the new FA will not wait for
the registration process to complete, and start sending packets to the MH after a fixed
delay. Secondly, the packet size will be dynamically changing with the change of data
rates. We have simulated handoffs using the standard Mobile IP and our proposed

algorithm.

While Multicasting improves the latency, it also involves wastage of bandwidth, defined
as Traffic Overhead, as data packets are being stored in neighboring FAs. We use Fluid
Flow Model to measure the Traffic Overhead Ratio (TOHR). The problem of traffic
overhead becomes very acute, and makes the proposition very inefficient, as the MH
takes higher speed. To improve overall traffic overhead, we introduce a new approach in
handoff decision making process. We define a new threshold type, namely Distance
Threshold, which assumes two values — lower and higher - based on the values of ARSS
and RRSS. However, the selection of the Distance Threshold value (lower or higher) will
depend of the handoff direction as well as call type (voice or data). The MH will
implement handoff as soon as the measured distance it travels in the handoff transition
time goes below the appropriate Distance Threshold. In our thesis, we describe the

selection process of the Distance Threshold.
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41. N efwerk Related Considerations of the New Handoff

Technique

Our proposed handoff scheme has considered the following major network-related factors

which make vertical handoff different from horizontal handoft;

1.

4.

Comparison of Received Signal Strength in heterogeneous networks is not as
straightforward as in case of homogeneous network. |

When two or more network interface technologies are integrated as peer networks
to form a heterogeneous network, there is no core network elements (e.g. MSC,
BSC) to coordinate the handoff. So make-befdre-break type of approach is not
feasible.

Because of different Physical and Data Link Layers of heterogeneous networks
{e.g. comprising WLAN and GPRS), the handoff is required to be managed at the
Network Layer.

WLAN and GPRS cells constitute underlay and overlay networks respectively.

4.2. Key Characteristics of the Proposed Handoff Technique

1.

o

Employs Mobile IP to handle the issue of handoff/mobility management. Here,
GPRS and WLAN are peer networks.
Adopts two types of measurements of signal strength in the handoff decision
making process for improved QoS.

a. Absolute Received Signal Strength (ARSS) plus hysteresis

b. Relative Received Signal Strength (ARSS) plus hysteresis
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4.

8.

. Employs Mobile-Controlled Handoff as the measurement information available to

make a handoff decision is minimal.
The two subject networks support different data rates. WLAN can support a data
rate of several Mbit/s, while GPRS can only supply tens to hundreds of kbit/s. So,

a mobile host should utilize the high data rate of WLANS as much as possible.

. Takes advantage of the reliability of the GPRS network, particularly for voice

(real-time) communication.

Minimizes the handoff latency time, especially for voice (real time)
communications.

Recovers the lost packets during the handoff latency period.

The mobile host requires dual mode (WLAN and GPRS) capability.

4.3. Proposed Handoff Interconnection Architecture

The proposed IP-based interconnection architecture using Mobile IP is shown in Figure

4.1. Followings are the network parameters and assumptions used in our handoff

technique:

L.

WLAN cells, which constitute the underlay network, are smaller in size. On the
other hand, each GPRS cell, which constitutes the overlay network, covers area of

several WLAN cells.

. The Home Agent (HA), the Foreign Agents (FAs) and the Correspondent Host

(CH) are interconnected through the Internet.

AP/BS and the corresponding FA may be collocated.
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FA,,; Foreign Agent related to WLAN Network
FA: Foreign Agent related to GPRS Network

. GFRS -
~ Cell 7

Figure 4.1: Proposed IP-based Handoff Architecture

4. FAs are connected to the Internet through wireless or wireless medium with very

high bandwidth.

-

5. CH can be a fixed or mobile host.

4.4. Proposed Handoff Decision Algorithm

The schematic diagram depicting the general signal flow of the proposed algorithm is

illustrated in Figure 4.2.
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Figure 4.2: Proposed Handoff Algorithm
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The MH periodically measures the Absolute Received Signal Strength (ARSS) of the
AP/BS it is associated with, while the call is in progress. As the MH moves out of the
coverage area of the current AP/BS, the ARSS decreases. The MH will take the
samples of the ARSS from the AP/BS, and compare it with a predefined threshold T.

When the value of ARSS falls below T, the handoff decision process starts.

The MH continually measures two signal values — (i) Absolute Received Signal
Strength (ARSS) and (i1) Relative Received Signal Strength (RRSS) with the help of
the beacon signals it periodically receives from its own as well as the neighboring
AP/BSs. When ARSS and/or RRSS fall below predefined Hysteresis values Hyu

and/or Hg respectively, the MH is disconnected from the current AP/BS.

Now, ‘thc MH selects the AP/BS of the strongest beacon to. be associated with. If the
channel capacity is not available in the first selection to accommodate the handoff
call, the MH looks for the AP/BS of the second strongest beacon. The call is dropped

if the second AP/BS is also congested.
After selecting the new AP/BS, the MH gets registered with the core network

elements through this new point of attachment. The MH starts communication

through the new AP/BS after the registration is completed.
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4.4.1. Signal Strength Measurement:

In our simulation, we are considering the distance from the AP/BS as the only factor for
the Received Signal Strength (RSS). That means, the RSS increases as the MH gets
closer to the AP/BS.

The free space signal power received by a receiver antenna, which is separated from a

radiating transmitter antenna by a distance d, is given by,

_ PGGA? @D
- (4n)*d’L '
whére, Pt = Transmitted Power

Gt = Transmitter Antenna Gain
Gr = Receiver Antenna Gain
A = Wavelenth

L = System loss factor (not related to propagation)

Assuming all other variables except d for the MH to be same for both WLAN and GPRS
environments, the power is inversely proportional to d”. Using the above, we derive two
different sets of signal strength measurements to be applied to our subsequent handoff

algorithm.

4.4.1.1. Absolute Received Signal Strength (ARSS) Ratio
We consider that the actual handoff takes place at a point where,
P, = MH Signal Power (Strength) at HO Execution Point due to departing AP/BS

d; = Distance between the HO Execution Point and the departing AP/BS
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P, = MH Signal Power (Strength) at the edge (boundary) of the departing AP/BS
d, = Radius of AP/BS
We define the ratio of the two signal power (strength) at the point, as illustrated in Figure

4.3, where the actual handoff takes place as follows:

2
ARSS Ratio = L1 = 5'12—, (42)
P dr
Handoff
Execution

MI:/ Point

—— d,—>»

—— d, ———»

Figure 4.3: ARSS Measurement

4.4.1.2. Relative Received Signal Strength (RRSS) Ratio
We consider that the actual handoff takes place at a point where,
P; = MH Signal Power (Strength) at HO Execution Point due to old AP/BS
d; = Distance between the HO Execution Point and the Qld AP/BS
P; = MH Signal Power (Strength) at HO Execution Point due to new AP/BS
d; = Distance between the HO Execution Point and the new AP/BS
We define the ratio of the two signal power (strength) at the point, as illustrated in Figure

4.4, where the actual handoff takes place as follows:

2
RRSS Ratio = —]‘i—‘ = E:—Z . @43)
. 3 1
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Figure 4.4: RRSS measurement

4.5. Mobile IP Signals in Proposed Handoff Implementation

Our proposed scheme implements Mobile IP to accomplish the handoff at the Network
Layer. However, the Mobile IP handoff is executed only after a Link Layer handoff. A
Link Layer‘ handoff occurs when a MH changes from an AP/BS to another (they may
belong to the same or different subnet). However, the Link Layer handoff time is very

short, for instance, under the situation of wireless link, it is about 10 ms [46].

We have studied the two different schemes for recovery of the lost data packets during
handoff latency period. Figure 4.5 and Figure 4.6 illustrate the overall signal flows in
Mobile IP handoff while implementing Unicasting and Multicasting schemes

respectively.

As illustrated in the figures, the difference in handoff latency between Unicasting and
Multicasting scheme is because of the difference in Registration Time, while Discovery

Time and Packet Reception Time are same.
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Just before the Layer 2 handoff (i.e. disconnection from the old AP/BS), the MH send a

Handoff Notification message to the old FA and the HA. The MH waits for the beacon

78



from the nearby AP/BS of the strongest signal strength. After receiving the beacon, the
MH sends Agent Advertisement Solicitation message to the new AP/BS through the new
AP/BS, and receives the Agent Advertisement. In Multicasting scheme, the old FA starts

forwarding the data packets to the new FA to store in the latter’s buffer.

The next Step is the registration which starts by sending Registration Request by the MH
to the new FA through the new AP/BS. The new FA replies with Registration Ready
message, forward the Registration Request to the HA, and updates the old FA and the CH
by sending Binding Update messages. As it is evident from the figures, the Registration
Time in Unicasting involves some additional flow of signals/data (e.g. Binding Update,
Binding Acknowledgement etc.) between the two FAs. As such the total Handoff Latency

for Unicasting would be higher than that of Multicasting.

After receiving the Binding Acknowledgement and Registration Ready messages from the
old FA and the HA respectively, the new FA starts forwarding data packets to the MH

through the new AP/BS.

We propose some improvements in the handoff scheme which is expected to reduce
Registration Time and Packet Reception Time. Our proposed improvement scheme also
focuses on minimizing the Overhead Ratio, which may become a QoS concern in

different network situations in the Multicasting scheme.
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4.5.1. Overhead During Handoff

Recovering the lost data packets is associated with traffic overhead as the traffic is
forwarded to the neighboring FAs. This can be a significant for Multicasting scheme.
This is an obvious cost of this scheme, while achieving low handoff latency as an
advantagé. On the other hand, Traffic Overhead is not significant in Unicasting

applications.

To determine the overhead of traffic, we shall use a mobility model, which is suitable for
our case. There are the two major kinds of mobility model which have been applied in
previous location management studies. These are (1) Fluid-Flow Model, and (2) Random

Walk Model [49].

Of these two models, Fluid-Flow Model is more suitable for users with high mobility and
direction changes [52]. For pedestrian movements in which mobility is generally
confined to a limited geographical area, such as residential and business buildings,
Random-Walk Model is more appropriate [52]. In our thesis, we have considered the
Fluid-Flow Model for analyzing the traffic overhead in the process of recovering the lost

packets during handoff.

Under the Fluid-Flow Model, the direction of a MH’s movement in a cell is uniformly
distributed in every direction; i.e. in the range of (0, 27). According to the model, the rate
of cell-boundary (or registration area) crossings; i.e. the handoff rate, can be shown [41]

[50] [51] [52] as
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H=(p.v.P)/=n (4.4)
where, H = Handoff Rate or Cell-Boundary Crossing Rate (1/sec)
p = Active Mobile Node Density (1/m?); i.e. no. of user / m’
v = Speed of the MH (m/sec)

P = Cell Perimeter (m)

Traffic Overhead Ratio, which is defined as the number of bits forwarded to the
neighboring FAs divided by total number of bits sent by the previous FA to all the MHs
in the cell, is

TOHR = DHO / DTOTAL (4-5)

The amount of data forwarded from the previous FA to the neighboring FA(s) for a unit
time period, Dyo=m. T.R. H (4.6)
where, T = Period during which data is forwarded to FAs (sec)
m = Number of Neighboring FAs (where data is forwarded during time T)

R = Data Rate (bit/sec)

The total amount of data sent by the previous FA to all the MHs in the cell for a unit time
period, Drotar =n. R 4.7

where, n = Number of Active MHs in the cell

Furthermore, Active Mobile Node Density (p) can be defined as

p=n/A, where A =Cell Area 4.8)
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Substituting the values of equation (4.4), (4.6), (4.7) and (4.8) in equation (4.5), we
derive,

TOHR = (M. To Vo P) /(. A) vt eeeeea e, (4.9)

The value of T in Multicasting is much higher in comparison with that in Unicasting.
Besides, the value of m is several time higher in Multicasting than that (m=1) in
Unicasting. Considering the above, it is evident from equation (4.10) that the Traffic
Overhead will be much higher in Multicasting than in Unicasting. The overhead may
become signiﬁcant at higher speed of the MH. Our handoff scheme addresses this issue

and proposes measures to reduce the overhead.

4.5.2. Throughput During Handoff

We define ‘“Throughput During Handoff” as the amount of data flow during the period of

handoff decision making process. We measure the throughput in terms of Kilobit (Kb).

During the Threshold Time, the MH communicates through the old AP/BS. Therefore,

the throughput measured depends on the Data Rate and the Threshold Time of the MH

while it is associated with the old AP/BS. Mathematically, we can define it as below:

Throughput During Handoff =R x T ..o, (4.10)
where, R = Data Rate

T = Threshold Time
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4.6. Simulation and Performance Evaluation of the Proposed

Handoff Technique

We have studied sevéral Quality of Service (QoS) parameters of handoff between WLAN
and GPRS netvyorks using Mobile IP. We have proposed improvements of the handoff
performance in the following areés: |

»  Handoff latency

» QOverhead for lost packet recovery

*  Throughput during handoff transition time

4.6.1. Simulation Model

Our model consists of an overlay network of GPRS with an under network of IEEE
802.11 .WLAN. Our simulation environment consists of én underlay network of 3x3
WLAN cells, and an overlay network of 3x3 GPRS cells. However, the WLAN cells
cover the area of the middle GPRS cell. The physical topology of the hybrid network for
our simulation is shown in Figure 4.7. Followings are the méin physical parameters as

well as assumptions of our simulation model:

1. The radius of WLAN cells, r = 100m, 150m, 200m

2. Similarly, the radius of the GPRS cells, 3r = 300m, 450m, 600m

3. Number of AP per BS,n=9

4. However, for simplicity, we have considered square-sized cell areas in our

simulation.
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5. The Access Points (AP) and the Base Stations (BS) are in the center of each cell.
AP and BS are stationary. We represent the location and coverage area of the AP

and BS by Cartesian coordinate system.
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Figure 4.7: Physical Topelogy of the Simulation Model

'4.6.1.1. Network Parameters and Assumptions

Initial Location of MH:

We randomize the initial locations of the users. Each user will start from a randomly
selected location to be defined by its Cartesian coordinates [X;, Y;].

Movement of MH:

Each user will: start from its initial location to a randomized direction. Let the distance of

user i be d; and its angle (with the X-axis) be 6.
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Here, B;isa réndom variable (varying between 0’ > 360°).

The distance along the X-axis is = X; cos;

The distance along the Y-axis is = Y; siné;

Speed of MH:

Each user will have a random speed varying between 1 m/s and 30 my/s; i.e. between 3.6
km/hour and 108 km/hour.

Change of Speed of MH

The user changes its speed every 4 seconds.

Check User Location:

The user location is checked in every 10 ms (i.e. 0.01 s). To update its location,
Xi=Xi+Vi x 0.01 x cosé;

Y=Y+ V;x OV.OI x siné;

Call Generation:

When a user is created in our simulation grid, we consider a successful call has been
generated. We treat it as an active user.

Internet Delay:

Internet Delay is a random variable in the range 0 ~ 95 ms.

Data Rate:

Each user, at the time of generating a call, is associated with a data rate. This rate is
randomlly‘ selected. However, we have assigned different ranges of data rates for GPRS
and WLAN cells as follows:

Within GPRS Cell: Data Rate will be any of the following values, which are chosen

randomly irrespective of voice or data calls > 8, 16, 24, 32, 40, 48, 56, 64 Kbps
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Within WLAN Cell: Data Rate depends on voice or data calls. For voice calls, the rate is

- chosen randomly from any of the following values = 8, 16, 24, 32, 40, 48, 56, 64 Kbps.
However, for data calls, the rate can take any random value in the range of 8~1000 Kbps.
Change of Data Rate:

From GPRS to WLAN Handoff: Data Rate is assumed to remain same.

From WLAN to GPRS Handoff: Data Rate is lowered, if required, to adapt with the GPRS
capacity.
Beacon Period:

Beacon Period is random variable in the range 0 ~ 100 ms.

4.6.1.2. Simulation Program
We have developed our simulation program in C++ language. There are four basic
modules of the program to simulate our network model. The modules are described
briefly as follows:
(1) User:

* [t’s a class template

= [t takes all local/global variable associated with mobile host; e.g. speed, data

rates, probability of voice/data calls, lost packet recovery scheme etc.

" Once created, an object of user will be active in our main module

*» The object will be deleted when the program terminates
Q) Cell:

= [t’s a class template
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It is used to form both WLAN and GPRS grids, within which a mobile host
will be active
Once created, an object of cell will be active in our main module

The whole grid will be deleted \%hen the program terminates

A3) Handoff: :

It’s a class template
It takes all local/global variablesassociated with handoff; e.g. beacon period,
internet delay, threshold time etc.

Once created, an object of handSff will be active in our main module

~ The object will be deleted when the program terminates

It’s the main module, which encapsulates all the other classes.
This module is responsible for initiating, running to generate the results, and

terminating the program (as shown in Figure 4.8)

user

Output 1:

class User ~ class Cell class Handoff

grid

Output 2: -

handoff

Output 3:

Figure 4.8: Module Representation of the Simulation Program
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4.6.2. Handoff Latency Performance
4.6.2.1. Latency with Unicasting and Multicasting Using Standard Mobile IP
We have simulated the handoff in our model network to observe the distribution of
handoff latency period for both Unicasting and Multicasting schemes (forwarding packets
from the old FA to the new FA for lost recovery of the lost packets during handoff
transition) with the following network parameters:

Beacon Period: Random value (0 ~ iOO ms)

Internet Del.'ily: Random value (0 ~ 95 ms)

Data Rate: Random value (8 ~ 64 Kbps, at a multil;le of 8)

Packet Size: Fixed (2 Kb)

quber of Handoff Studied: 224 (for each case)

Confidence Interval: For 95% confidence level, the number of handoffs we have

considered, would give an error margin of 3.8% and 5.1% for Unicasting and

Multicasting respectively

4.6.2.1.1. Unicasting:
We have obtained the following results with the distribution of handoff latency. Table 4.1

shows the latency ranges while Figure 4.9 shows the distribution.

Delay Range (hs) Percentage of Handoffs
0~ 150 0%

151 ~ 400 ' 173%

Above 400 127%

Table 4.1: Latency Ranges using Standard Mobile IP — Unicasting

L]
.
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Average Latency = 363 ms
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Figure 4.9: Latency Distribution Adopting Unicasting Scheme
4.6.2.1.2. Multicasting:

We have obtained the following results for the distribution of handoff latency. Table 4.2

shows the latency ranges while Figufe 4.10 shows the distribution.

Delay Range (ms) Percentage of Handolffs
0~ 150 7%

151 ~ 400 80%

Above 400 13%

Table 4.2: Latency Ranges using Standard Mobile IP — Multicasting

Average Latency = 264.33 ms
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Latency Variarion - Multicasting
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Figure 4.10: Latency Distribution Adopting Multicasting Scheme

: : ,‘. -
4.6.2.1.3. Comparison of Latency for Unicasting and Multicasting:
The breakdown of the range of handoff latency as obtained from our simulation for the

two schemes is illustrated in Figure 4.11.

Latency Distribution - Unicasting & Multicasting
80%

50%

doffs

& 40%
XI

@ucC
| MC

('
© 30%

20%

10%

Percentage

0% -

\ O O
N w \”QJQ \"@ oon
o © S  a°

Latency Range (ms)

N
NS

Figure 4.11: Comparison of Latency for Unicasting and Multicasting
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From the distribution and average values obtained from the simulation we observe that
the handoff latency for Unicasting is significantly higher than that for Multicasting.
_ »Moreover:, a considerable percentage of handoffs using Unicasting require more than 400
ms to complete. For voice (real-time) communication, this is a significant amount of
| delay to maintain even a reasonable QoS. However, for data communication, the delay is
‘not a large factor. Rather, loss of packets during handoff plays a key role in maintaining

the QoS of data calls.

In view of our finding above, we propose Multicasting to be used for voice calls while

Unicasting to be used for data calls as depicted in Figure 4.12.
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l— \ Cal? -~ 1
~ e
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|

Start sending data packets
to neighboring FAs

» l

y
Q Start Handoff Decision Process)

Figure 4.12: Selection of Lost Packet Recovery Scheme
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4.6.2.2. Proposed Improvement in Lateney

4.6.2.2.1. Improvemént in Registration Time:

In this section, we propose an improvement in Registration Time by starting to forward
the data packets after a small fixed delay (we term it as ‘Fixed Registration Delay’)
following the Registration Request from the MH to the new FA through the new AP/BS.
That means the data packet will not wait for the Registration pfocess to complete. As the
new FA has multicast data packets stored in its buffer, it can start sending those to the
MH immediately after receiving the Registration Request from the MH. This will reduce
the total handoff latency significantly. The process also reduces the requirement of high
‘buffer capacity in the FA. The improvement mechanism is schematically illustrated in
Figure 4.13. The solid line and the dotted line show our probosed signal flow and the

original (Std Mobile IP) signal flow respectively.

We also propose that the new FA directly sends the Binding Update to the Correspondent
Host (CH) instead of sending it to the HA to forward to the CH. Thus the CH will be
notified about the new point of attachment of the MH earlier. This would help reduce the
number of data packets forwarded to the previous FA even after the MH has registered

with a new FA, and thus reduce the probability of packet'loss during handoff.
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Figure 4.13: Improvement in Registration Time
While the handoff latency is reduced with the new technique as in Figure 4.13, there are
still consequences in implementing this process. Firstly, there is a possibility that
registration process with the HA becomes unsuccessful for some reasons (e;g.
authentication). In this case, the call will be-dropped after a ﬁxéd time period (we term it
as ‘Registration Lifetime’, as depicted in Figure 4.14) if the new FA does not receive the
Registrzition Ready message from the HA within that period. Secondly, there may be
delay in Binding Update (BU) and Binding Acknowledgement (BA) messages to and
from the previous FA. In that case, the call will be dropped after a fixed time period (we
term it as ‘Binding Lifetime’) if the new FA does not receive fhe BA from the previous
FA within that period. The implementation of the improvement algorithm is illustrated in

Figure 4.14.
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Figure 4.14: Implementation of Improvement in Registration Time
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4.6.2.2.2. Improvement in Packet Reception Time:

The main contributors to the Packet Reception Time is the time required for transmitting
the data packets to the MH and the time required by_ the MH to process to finally
available to the user. It is dependent on the Packet -Si"ze. and the Data Rate of the
transmission channel. For a low Data Rate applicatién, the transmission takes a
significant amount of time, whereas it is nqt a major problem for higher rate applications.
As most of the voice calls require low data rates, the Packet Reception Time is a

substantial factor in the overall handoff latency.
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Figure 4.15: Improvement in Packet Reception Time
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In this section, we propose an improvement in Packet Reception Time by implementing
adaptive packet size. In our scheme, the network will adjust the packet size according to
the data rate of the call. The packet size will be small (or large) in proportion to the data

rate applications. The improvement mechahism is schematically shown in Figure 4.15.

There is a positive effect for a smaller packet size on the amount of packet losses. A
smaller packet size makes the period of packet transmission smaller. In consequence, the
duration of packet loss also gets smaller [6]. However, we have not studied the effect of

packet loss in this thesis.

There is another implication on lowering the packet size. While we can improve the
handoff latency as well as packet delay, it is associated with decreasing the transmission
efficiency. As IP data packets are accompanied with a considerable header size, it can be
very significant for a low packet size. However, with the implementing of header

compression techniques, the problem can be greatly eliminated.

4.6.2.3. Simulation Results

We have simulated the handoff in our miodel network to observe the distribution of

handofT latency period for both Unicasting and Multicasting schemes after implementing

our proposed algorithm. We have kept the Beacon Period, Internet Delay, and Data Rate

same as those used in our simulation of the Standard Mobile IP algorithm. However, we -
have used the Packet Size in the range of 1~2 Kb, which adapts proportionately to the

data rate in the range of 8~64 Kbps. We have considered the packet size to change
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proportional to the square of the data rate. We have used nominal value of 20 ms for
Registration Lifetime. Figure 4.16 shows the distribution of handoff latency for 224
handoff cases being studied using the proposed algorithm. For 95% confidence interval,

the 224 handoff samples provides a maximum error of 7.33 ms, which is 4.68%.
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Figure 4.16: Latency Distribution Using the Proposed Algorithm

We have obtained the following results for the distribution of handoff latency as shown in

Table 4.3:

Delay Range (ms) Percentage of Handoffs
0~ 150 : .52.68%

151 ~ 400 47.32%

Above 400 0%

Table 4.3: Latency Ranges using proposed algorithm - Multicasting

Average Latency = 156.57 ms
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" 4.6.2.3.1. Comparison of Latency for Standard Mobile IP and the Proposed Algorithm
From the distribution and average values obtained from the simulation we observe that
the handoff latency using our proposed algorithm is significantly lower than that using

~ the standard Mobile IP protocol. The comparison is illustrated in Figure 4.17.

Latency Distribution
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Figure 4.17: Comparison of Latency for Standard Mobile IP and the Proposed Algorithm
We have also simulated the handoff with varying the data rate while considering some

fixed values of Beacon Period (50 ms) and Internet Delay (50 ms). Our results are shown

in Figure 4.18, 4.19 and 4.20.
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‘ Figure 4.18: Effect of the proposed improvement in Registfation Time on overall

Handoff Latency with varying Data Rates
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Figure 4.19: Effect of the proposed improvement in Packet Reception Time on overall

Handoff Latency with varying Data Rates
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Handoff Latency vs Data Rate
(Overall Inprovement and Std Mobile IP)
600

- 500 g

3 ‘\

g 40 \ e 5td Mobile IP |
)

E 300 \\‘\‘\‘\H —a--Prposed

; Algorithm

s [ S

I 100 +-

O T T T
0 20 40 60 80
Data Rate (Kbps)

Figure 4.20: Comparison of Handoff Latency with varying Data Rates: Standard Mobile

IP vs. Proposed Algorithm

The above results clearly show a significant improvement in the handoff latency.

However, it can be achieved at the expense of some system complexity.

4.6.3. Traffic Overhead Performance

We  have simulated handoff using Multicasting scheme for GPRS->WLAN,
WLAN->WLAN and WLAN->GPRS, and studied the Traffic Overhead Ratio (TOHR)
at different MH speed. Figure 4.21 shows the change of average TOHR for handoffs
simulated- with the following parameters:

Speed: 1,4, 7,10, 13, 16, 19, 22, 25,28, 30 m/s

Threshold Time: 10's

Number of handoffs simulated: 10 (in each speed) for GPRS>WLAN, 3 (in each speed)

for WLAN->WLAN and 3 (in each speed) for WLAN->GPRS
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Traffic Overhead vs Speed
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Figure 4.21: Traffic Overhead for various handoff scenario at varying speed with fixed

Threshold Time

As we observe TOHR increases with the increase of MH speed. At lower speeds (around
1 m/s or 3.6 km/hour) the overhead may be acceptable. However, at higher speeds; the
overhead increases to a high value that the Multicasting scheme will prove to be highly

inefficient scheme for lost packet recovery.

The difference in values of TOHR for the various handoff scenarios is due to the fact that
the number of FA (i.e. in this case the AP/BS) varies. TOHR takes more or less the same
pattern for WLAN->WLAN and WLAN->GPRS as the number of neighboring FAs
varies only a little in our simulation model. On the other Hand, TOHR is less with
GPRS->WLAN handoff as the number of neighboring FA the packets are multicast is

fewer than the two other cases.
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It is also to note that the handoff is not successful f;)r WLAN->WLAN and
WLAN->GPRS at speeds for 22, 25, 28 and 30 m/s. This is due to the fact that the MH is
traveling the whole distance from one end of the small WLAN cell to the other before
handoff can take place for those high speeds and thé threshold time (10 seconds). This is

another problem for the handoff algorithm based on threshold time.

4.6.3.1. Proposed Improvement in Overhead

In this section, we propose an algorithm to improve the overhead in multicasting handoff
process. The idea for our algorithm is that if we can adapt the Threshold Time
dynamically with the increase or decrease of the speed, we can solve the overhead
problem. Here wé introduce Threshold Distance (D), a parameter on which the handoff
decision will take place. The implementation of the algofithm is schematically shown in

Figure 4.22.

We define the Threshold Distance (D) to be the product of Threshold Time (Ty, ) and the
speed (V).

D=VxTy 4.11)

The Distancé Thréshold values are calculated from Absolute Received Signal Strength
(ARSS) and Relative Received Signal Strength (RRSS). I"n our simulation, we have
considered the following Hysteresis (described in section 3.2) margins:

For ARSS: 3 dB

For RRSS: 6 db
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Figure 4.22: Algorithm for Improved TOHR

The algorithm uses both the signal strength measurements to find the two threshold
values. The lower value, denoted as Dy, is the threshold point for WLAN->WLAN and
WLAN-)GPRS handoffs. On the other hand, the higher value, denoted by Dy, is the
threshold for GPRS>WLAN handoff. This will ensure better reliability for voice calls

for which multicasting scheme is being used.
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4.6.3.2. Simulation Results

After implementing the proposed improvement in our algorithm, we have simulated
handoff for GPRS>WLAN, WLAN->WLAN and WLAN->GPRS, and studied the
Traffic Ovérhead Ratio (TOHR) at different MH speed. Figure 4.23 shows the change of
average TOHR for handoffs simulated with the following parameters:

Speed: 1, 4, 7,10, 13, 16, 19, 22, 25, 28, 30 m/s

Number of handoffsvsimulated: 10 (in each speed) for GPRS>WLAN, 3 (in each speed)

for WLAN->WLAN and 3 (in each speed) for WLAN—->GPRS
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Figure 4.23: Traffic Overhead for various handoff scenario at varying speed with

dynamic Threshold Time
From the figure it is evident that the traffic overhead for all the three handoff cases does

not change much as the speed of the mobile host increases. Our result shows that the

overhead is slightly higher in WLAN—->GPRS than in WLAN->WLAN. However, the
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overhead is higher for GPRS->WLAN in view of the fact that we choose a higher value

for Distance Threshold. The daverage values of the TOHR are shown in Table 4.4.

Handoff Direction Traffic Overhead Ratio (TOHR)
T GPRSSWLAN 2.86 |
WLAN->WLAN 1.04
WLAN->GPRS 1.21

Table 4.4: Average TOHR using Adaptive Threshold Time Algorithm

Figure 4.24, 4.25 and 4.26 shiow the Traffic Overhead along with the Threshold Time for
various speeds of the robile host for the handoff cases GPRS->WLAN,
WLAN->WLAN and WLAN->GPRS respectively. In these scenarios, the Threshold

Time decreases exporientially with the increase of the MH speed.

Figure 4.24: Traffic Overhead and Threshold Time at various Speeds (GPRS - WLAN)
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Figure 4.26: Traffic Overhead and Threshold Time at various Speeds (WLAN->GPRS)
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4.6.4. Thi‘oughput Performance

Our proposed handoff algorithm selects different Distance Threshold values based on the
following two criteria:
(1) Call Direction: GPRS > WLAN, WLAN - WLAN, and WLAN > GPRS

(2) Call Type: Voice Call, and Data Call

I

S
el ~
GPRS>WLAN Call Dire ction?\\ WLAN>GPRS
\\ /
\\ -
WLAN->WLAN
' Voice _Vojce/Data Data Data ﬁe/DéYé\\}/giC_e
TS Call? //”“j Cal? -~ ]
\\\v,/' ~_ .

. A A — G
Select Select Select Select
Higher Lower Higher Lower
Distance Distance Distance Distance
Threshold Threshold Threshold Threshold

phiaall i v I et
Select
Lower
Distance
Threshold
y »

( Continue with Handoff Process )

Figure 4.27: Selection of Distance Threshold

Figure 4.27 illustrates the selection process of the Threshold Distances. There are two
Distance Threshold values to be calculated in the algorithm based on the following two

criteria;
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(1) Signal Strength Measurements — ARSS and RRSS

(2) Assumption of the Hysteresis values for ARSS and RRSS cases

4.6.4.1. Proposed Improvement in Throughput
The above algorithm will improve two important Quality of Service (QoS) criteria in the
handoff process as described below:
a. Improved T hroughput: The throughput will improve as the data calls, which
are normally of much higher data rates than those of voice call, assume higher
Distance Thresholds. The higher the Distance Threshold the larger the handoff
transition period. As a result, high data rate calls will stay with the WLAN
network to take advantage of the large channel capacity of the latter. On the
other hand, the quicker handover of the voice calls, which normally take lower
bandwidth, to the GPRS cell will not change the throughput. As a result, the
overall throughput will increase. Besides, the data calls from the GPRS
network, which has a limited channel capacity, will be handed off to the
WLAN cell quickly to take advantage of the large channel capacity.
b. Better Reliability: The reliability will improve as the GPRS network, which is
| much reliable to handle voice services; will serve the voice calls for a longer
period of time through adoption of higher Distance Threshold. Besides, the
voice calls at the WLAN network are quickly handed off to the GPRS

network. Thus a better reliability is achieved.
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4.6.4.2. Simulation Results

We have simulated handoffs using our proposed throughput improvement algorithm for
various pr_obabilitieé of data calls. Our simulation provides throughput (in Kb) during the
handoff transition time for two Distance Threshold for each probability of call type
distributions — (i) proposed threshold, and (ii) average' threshold (i.e. average of the

higher and lower values of the distance thresholds).

Figure 4.28 (WLAN->GPRS handoffs only) and Figure 4.29 (combining WLAN->GPRS
and GPRS->WLAN handoffs) show the average throughput Aduri'ng handoff transition
' time. For the second case (i.e. Figure 4.29) we have considered equal proportion of

handoffs in both the directions).

e S
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400
350 —
[
B3 P
58 250 f—— o
& g / —e— Proposed
23 200 A——- - 3// Threshold
e 501 & —a— Average
£
= I Threshold
o 100 | S . e
2
50 -
O T T T
0 0.1 0.2 0.3 0.4
Probability of Data Calls

Figure 4.28: Comparison of average throughput during the transition time for

WLAN->GPRS handoff with varying probability of data calls.
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The graph has been plotted for various probabilities of data calls. The remaining
probability is that of voice calls (i.e. if probability of data call is 0.2, then the probability
of voice call is 0.8). We have taken the average simulated values of 30 handoffs for each
measurement of probability of data calls (as for samples of size n >= 30, regardless of
shape of most populations, sampling theory guarantees good results). The figures also
show the comparison of throughput between use of the proposed threshold and the

average threshold. |

Throughput During Handoff
(Combining WLAN-->GPRS and GPRS-->WLAN Handoffs)
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Figure 4.29: Comparison of average throughput for WLAN->GPRS and GPRS>WLAN

handoff with varying probability of data calls.

As we observe the results depicted in the graph, the average throughputs per handoff
during handoff transition time for the proposed threshold values are higher than those for
the average threshold values in all the measured cases. Thus it is evident that our

proposed threshold selection algorithm provides better results in terms of throughput. The
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graph also shows that the throughput during handoff increases with the increase of the
probability of data calls. It is also evident that our algorithm will produce better result at

higher proportion of data calls.

We have also simulated handoffs using our proposed throughput improvement algorithm
for various cell sizes. Our simulation provides throughput (in Kb) during the handoff

transition time for various probabilities of voice calls (70%, 80%, 90%).

Figure 4.30 (GPRS-)WLAN), Figure 4.31 (WLAN->GPRS) and Figure 4.32 (combining
WLAN->GPRS and GPRS->WLAN) show the average throughput during handoff
transition time. For the third case (i.e. Figure 4.32) we have considered equal proportion

of handoffs in both the directions).
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Figure 4.30: Average throughput vs. cell area during handoff for GPRS>WLAN

handoffs at varying probability of voice calls
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(WLAN-to-GPRS)
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Figure 4.31: Average throughput vs. cell area during handoff for WLAN->GPRS

handoffs at varying probability of voice calls
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Figure 4,32: Average throughput vs. cell area during handoff for averaging

GPRS->WLAN and WLAN->GPRS handoffs at varying probability of voice calls
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It is evident from the graphs that the average throughput during handoff transition period
increase with the increase of cell radius (in our simulation, we varied the radius of the
WLAN cells for the values 75, 100, 150, 200 and 250 meters) for both the call directions
(GPRS>WLAN and WLAN->GPRS). It is noticeable that for GPRS->WLAN handoffs,
the throughput is hyigher for higher probabilities of voice calls. On the other hand, for
WLAN->GPRS the throughput is higher fdr lower probabilities of voice calls (i.e. higher
probabilitiés of data calls). However, the combined results show that the throughput
increases for decrease of probability of voice calls (increase of probability of data calls).
This phenomenon is due to longer handoff transition time for the MH within the coverage

of the WLAN cell for data calls.

~ 4.6.5. Call Drop

Call Drop depends on several factor; e.g. for low signal level, unavailability of traffic
channels in the target AP/BS etc. In this thesis, we propose the use of Hysteresis margin
to improve the percentage of drop call due to weak signal. Drop Call due to signal quality
is likely to decrease with the decrease of Hysteresis margin. Ho»wever, we have used only
one set of Hysteresis margin (3 dB and 6 dB for ARSS and RRSS respectively)

throughout our simulations.

While we have not simulated call drops for various signal quality, in this section we have
observe the scenarios for various channel capacity of the target AP/BS. We have
measured the probability of dropped calls for different capacity of AP/BS dedicated for

handoff traffic in our simulation. Figure 4.33 and Figure 4.34 shows the results for
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WLAN and GPRS cells respectively. We have also obtained results for different values

of maximum rate of each call.
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Figure 4.33: Probability of dropped calls with change in channel capacity for handoff for

WLAN cells

As we observe the WLAN cell results in Figure 4.32, the probability of dropped callis
decreases with the increase of channel cap;city for handoff trafﬁc. In the lower range of
channel capacity, the probability changes sharply. This phenomenon is due to the fact
that the low handoff capacity has more probability to be occupied due to the random
nature of data rates at a wide range of 8~1000 Kbps. The change of probability decreases
at a highgr range of channel capacity. It is also noticeable that the rate of change of

probability of call drop is less for higher values of maximum data rate.
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Figure 4.34: Probability of dropped calls with change in channel capacity for handoff for

GPRS cells

As shown in Figure 4.33, for GPRS cell, the probability of dropped calls decreases with
the increase of channel capacity for handoff traffic as in the case of WLAN cell. The
change of the rate of change of probability of call drop is more or less linear for all the
three cases of maximum data rate we have studied. However, the steepness of the curves
signifies that the probability of drop call decreases at a lesser rate at higher values of

maximum data rate.
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Chapter 5

5. Conclusions and Future Works

5.1. Conclusions

This thesis presents a new technique for handoff between WLAN and GPRS networks.

Simulation results for handoff latency, overhead and throughput have been presented. We

summarize our contributions and findings as follows:

1.

We have chosen Mobile IP-based mobility architecture for managing handoff
between WLAN and GPRS networks. Being the logical evolution of the widely
used as well as popular Internet Protocol (IP) technology, Mobile IP-based

architecture will be the easiest one t6 implement.

To improve the reliability of the channel quality measurements, we introduce two
different signal strength measurements — Absolute Received Signal Strengths
(ARSS) and Relative Received Signal Strengths (RRSS). Handoff is implemented
if the ARSS or/and RRSS reaches predefined threshold value(s) based on the

handoff direction (GPRS>WLAN, WLAN->WLAN or WLAN->GPRS).
We have simulated handoffs using the standard Mobile IP signals adopting both

Unicasting and Multicasting packet recovery schemes. The results show a

significant reduction of handoff latency if Multicasting scheme is adopted. We
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propose Multicasting for the voice calls while Unicasting for the data calls, in

which delay is not a major problem.

. We propose two modifications 6f the Mobile IP signal flows for further
improvem'ent of latency using Multicasting. Firstly, the new FA will not wait for
the registration process to complete, and start sending packets to the MH after a
ﬁxed delay. Secondly, the packet ‘size will be dynamically changing with the
change of data rates. We have simulated handoffs usirig the standard Mobile IP
and our proposed algorithm. The results show improvement in handoff latency
using our proposed algorithm, particularly at lower data rates at which most of the

voice calls operate.

While Muiticasting improves the latency, it also involves wastage of bandwidth,
defined as Traffic Overhead, as data packets are being stored in neighboring FAs.
TQ improve overall traffic overhead, we introduce a new approach in handoff
decision making process. We define a new threshold type, namely Distance
Threshold, which assumes two values — lower‘)and higher - based on the values of
ARSS and RRSS. However, the selection of the Distance Threshold value (lower |
or higher) will depend of the handoff direction as well as call type (voice or data).
The MH will implement handoff as soon as the measured distance it travels in the
handoff transition time goes below the appropriate Distance Threshold. Our
simulation results show that the traffic overhead ratio can be kept more or less

constant, using our proposed algorithm, with the change of the speed.
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6. In our thesis, we describe the selection process of the Distance Threshold. For a
voice call, the MH will assume a lower threshold value as it is handing off from
WLAN to GPRS cell, while the threshold takes a higher value for the opposite
direction. For a data calls the selection of values are reversed. Our simulation
results shows better throughput using our proposed method. We have also
siﬁulated handoffs for various probabilities of voice/data calls. Our results show
that the throughput during handoff is improved as for higher probabilify of data

calls. .

While our simulation results prove the effectiveness of the scheme, the proposed handoff
scheme may lead to some adverse QoS issues. The schemé involves additional signaling
which requires additional bandwidth as well as complexity in the network. We have used
a simplified model for our simulation. The results may differ in the scenario of real life
networks. Furthermore, there are some other QoS parameters, except the three we have
studied, which need to be investigated. Nevertheless, our proposed handoff scheme may
be considered as a base model for future heterogeneous networks which can be further

improved.

5.2. Future Works

We suggest adding the following works for future research:
1. We have simplified our analysis as we have considered distance as the only factor
for degradation of signal strength. Other factors, such as fading, interference,

noise etc., may be considered in future studies.
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While we have defined the mobility architecture as overlay-underlay networks,
we have not considered this effect in our simulation. In future studies, fast users
may be encouraged to join GPRS (overlay network), and slow users to join
WLAN (underlay network). This will jointly reduce the number of handoffs and

increases the total system capacity.

. In describing Multicasting scheme, we have considered the FA to send data
packets all the neighboring FAs. If the MH knows which AP/BS it is moving
towards, the traffic overhead can be reduced significantly. The detection of

movement pattern can be incorporated in our handoff technique in future studies.

We have only considered either voice (real time) or data (non-real time) services
in our study. However, multimedia applications, which comprise both voice and

data, may be considered in future studies.

We have only studied the handoff performance related to the three QoS
parameters — latency, overhead, and throughput. However, there are some other
parameters (e.g. Call Drdp, Call Blocking etc.) to be worked on for further

improvement.
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Appendix II

Glossary

1G: First Generation

2G: Second Generation

3G: Third Generation

AP: Access Point

BS: Base Station

- BSC: Base Station Coﬁtroller
BSS: Basic Service Set

CH: Correspondent Host
CoA: Care-of Address

CP: Contention Period

CFP: Contention-free Period

CS: Coding Scheme

CSMA—CA: Carrier Sense Multiple Access with Collision Avoidance

DCEF: Distributed Coordination Function

- DIFS: DCF Interframe Space

DS: Distribution System

DSSS: Direct Sequence Spread Spectrum

ESS: Extérided Service Set

ETSI: European Telecommunications Standards Institute

FA: Foreign Agent
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FCC: Federal Communications Commission
FHSS: Frequency Hopping Spread Spectrum
GGSN: Gateway GPRS Support Node

GSM: Global System for Mobile Communications
GPRS: Gc__éneral Péckef Radio Service

GSN: GPRS Support Node

HA: Home Agent

HLR: Home Location Register

HO: Handoff

HYPERLAN: High Performance Radio Local Area Network
IEEE: Institute of Electrical and Electronic Engineers
IETF: Internet Engineering Task Force

IFS: Interframe Space

IP: Internet Protocol

IPv4: Internet Protocol version 4

IPv6: Internet Protocol version 6

ISM: Industrial, Scientific, and Medical

LAN: Local Area Network

LLC: Logical Link Control

MAC: Medium Access Control

MD: MesSage Digest

MG: Mobility Gateway

MH: Mobile Host
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MS: Mobile Station

NAV: Network Allocation Vector
OSI: Open System Interconnection
PCF: Point Coordination Function
PCU: Pac-ket Control Unit

PDCH: Packet Data Channel
PDN: Packet Data Network

PHY: Physical Layer

PIFS: PCF Interframe Space

QoS: Quality of Service

RA: Routing Area

RFC: Request for Comment

RLC: Radio Link Control

RSS: Received Signal Strength
RTP: Real Time Protocol

SAP: Service Access Points

SDU: Service Data Unit

SIFS: Short Interframe Space
SGSN: Serving GPRS Support Node
TCP: Transmission Control Protocol
UDP: User Datagram Protocol

WLAN: Wireless Local Area Network
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