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Abstract

A Hybrid 2-D HMM and MLP OCR. System for Processing
Multi-Font and Low-quality English Documents

Nenghong Fu

Optical Character Recognition (OCR) has been researched for more than 50 years.
To design a system to recognize clean printed documents with a higher recognition
rate is not difficult today. However, it is still a challenge to develop an OCR system
which can maintain a high recognition rate, regardless of the quality of the input
documents and the fonts used.

This thesis presents a Hybrid 2-Direction(D) Hidden Markov Model (2-D HMM)
and Multi-Layer Perceptron (MLP) OCR system for the recognition of Multi-font
printed documents of varying qualities. It emphasizes on new methods proposed.
First, a statistical analysis of the frequency of touching characters has been conducted,
and some statistics of touching characters have been generated from real documents.
Based on these statistical results which could be the first formal statistics on touching
characters, a new classifier has been designed to recognize some frequent touching
characters without segmentation. Second, a new hierarchical character classifier is
presented to enhance character recognition accuracy. We group all characters into
several categories according to character layout contextual information (Ascender,
Descender and Center). Consequently we implement several independent classifiers
to recognize the characters in each group.

In addition, a 2-D HMM is included in the hierarchical classifier to improve the
character recognition rate, and an automatic builder of special touching character
HMM is also described in this thesis. Finally, several techniques have been designed
to improve the overall performance, e.g. hybrid 2-D HMM and MLP classifiers are
used for character recognition, and some complementary sources of information are
introduced in an integrated segmentation and recognition (ISR) module to recognize

character strings, and an online lexicon is used for checking and correcting potential
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classification errors. Based on the testing experiments, our proposed OCR system

has achieved very promising performance compared with commercial OCR.
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Chapter 1
Introduction

During the past 50 years, substantial research efforts have been devoted to Opti-
cal Character Recognition (OCR) [1, 2]. The object of OCR is automatic reading
of optically sensed document text materials (machine-printed or handwritten text)
to translate human-readable characters into machine-readable codes (such as ASCII
codes). OCR research using electronic and electro-mechanic methods dates back to
the 1950’s. This domain is one of the oldest research areas in the field of pattern
recognition and it was initially directed toward machine-prints and was restricted to
fixed-format applications. Today, commercial OCR packages are already available
for clean machine-printed text documents with simple layouts, limited fonts and lan-
guages. Considerable work has also been done for multi-font and multi-languages
(English, Chinese, Japanese, Korean, Arabic, Telugu, etc.) and some successful sys-
tems have also been developed to recognize handwritten texts. However, the analysis
of documents with complex layouts, recognition of degraded machine-printed texts,
and the recognition of unconstrained handwritten texts continue to require further
research and improvements. This thesis aims at developing a hybrid OCR system for
recognizing multi-font, degraded and machine-printed English texts. The method-
ologies presented in this thesis can also be applied to the OCR systems of wider
scope, especially the proposed Integrated Segmentation Recognition module (ISR),
2-Direction Hidden Markov Model (2D-HMM) and automatic construction of touch-
ing character HMMs.



1.1 The Motivation

Written documents have been existing for a long time and have been developed as
a way to extend human memory and to facilitate communication. Nowadays, as in-
formation technology develops rapidly, some arguments are arising on whether paper
documents will be necessary [3]. However, Writing is one of man’s most significant
cultural achievements. If you look into the cultural supplements of our newspapers,
you realize that they do not get tired of celebrating writing as a cultural monument
of mankind. It is sure that paper is still and will continue to be one of the most
commonly used media for storing and transporting people’s ideas. Therefore, we can
say that paper-based documents will continue to play a vital role in the real world
because of their confidential, portable and convenient advantages.

Is there a need for machine recognition of texts even paper documents will continue
to be used? The answer is obvious. Although a document image can be displayed
on screen (with clearly legible text) or printed, to the computer, the image is not
readable and it can not be understood. OCR, will make the text machine-readable

and therefore should be considered for the following advantages:
e the text can be reused, edited and reformatted

e the text is available for full-text information retrieval (e.g., by internet search

engines)
e the text can be coded in HTML or XHTML
e the text is available to adaptive equipment for the visually impaired
e the file size is of concern (in terms of storage or bandwidth to transmit)

As long as paper documents are used, there will be a need for the use of OCR. In
addition, as the development of advanced video and image annotation and retrieval
system and the application of E-learning, applying OCR technology is absolutely
needed. In fact, many applications can be found in this area, such as financial docu-
ment processing (cheques, credit card slips, etc.), postal address recognition for mail
sorting, form (tax forms, census forms, etc.) processing, and establishment of digital

libraries and other web-based OCR services, etc.



OCR addresses the above needs and has been investigated for many years (4, 5],
particularly for machine-printed documents. Today, OCR, software for the recognition
of clean machine-printed texts has achieved higher performance. However, recognition
rate for multi-font, multi-language and degraded machined printed texts is still low
varying widely for multi-font, multi-language and low quality images [6]. Therefore,
developing a multi-font OCR system with higher performance for the recognition
of both clean and degraded machine-printed English documents is necessary and
valuable. In addition, even Hidden Markov Model (HMM) and Multi Layer Percetron
(MLP) neural networks have been widely used in OCR system, there is still a strong
motivation to investigate new methods on the application of HMM and MLP. This is

the focus of our research.

1.2 The Challenge

Developing a multi-font OCR system for the recognition of both clean and degraded
machine-printed English documents is extremely challenging due to the difficulties of
recognition of touching characters, confused characters and broken characters. Studies
in {7, 8] showed that touching and broken characters seem to be the most important

source of OCR problems.

1. Touching and Confused Characters
When characters in a page are thickened by distortion, it tends to create many
touching characters, especially for degraded documents. Another byproduct of
characters with thick strokes is that the loops in letters ’a’, ’e’ and o’ often
get filled up completely or present only a minimal white portion in the center
and produces some confused characters. Thus, the difficulty in recognizing the
confused characters is increased. As shown in Figure 1, because of their thick-
ness, touching characters and confused characters occur more often in degraded

documents.

Universal Photonics Inc

Figure 1: Touching and confused characters increase the recognition difficulty of OCR
system



2. Broken characters occur very often in degraded documents. They are usually
fragmented into small pieces, and character fragments could take any shape.
This causes extreme difficulty for OCR system to recognize broken characters.
As shown in Figure 2, fragments of broken characters (’3’, ’4’, 'w’, ’s’, 'A’, v,

etc) have made any OCR system difficult to recognize them correctly.

-

2344 Walsh Avenue, Bldy. k

Figure 2: Broken characters increase the recognition difficulty of OCR system

The challenge also comes from the assessment of image quality. Basically, for a given
clean printed document, most OCR, systems can achieve a high performance. Even for
some degraded documents, if the OCR systems have known the degraded information
in advance, the OCR systems can also achieve acceptable performance by applying
some image enhancement techniques corresponding to the degraded information (e.g.,
broken or touching characters). |

Since it is difficult to correctly estimate the image quality and apply the cor-
responding restoration algorithm, it is hard to achieve a high performance for the
recognition of degraded printed documents. Therefore, an image quality estimator
would be essential to the operation of an OCR system. The quality information would
be used to select an appropriate classifier or a set of weights for combining results
obtained from a multiple classifier. In addition, meeting the demanding industrial
requirements such as high processing speed, robustness and higher recognition rate,

poses a big challenge in the development of OCR systems.

1.3 Thesis Organization

The first chapter introduces the motivation and challenge. A review of the state of
the art for off-line printed recognition is given in Chapter 2. Chapter 3 will briefly
describe an overview of the proposed OCR system and its components.

Chapter 4 will introduce the databases used in our OCR system, and also talk
about the frequency statistics of touching characters.

Chapter 5 will mainly present feature extraction, vector quantization, and the

most important part of our 2-Direction (D) Character Based HMM. In addition, an

4



automatic touching character HMM building method will be introduced. Moreover,
Forward-Backward algorithm, Baum-Welch algorithm and Viterbi algorithm will be
introduced briefly.

Chapter 6 will first give a brief view of MLP classifier and the combination with
HMM classifier. Next, dynamic programming (DP) based touching character string
recognition will be presented. Last, our hybrid 2-D HMM and MLP system, online
lexicon will be described.

Chapter 7 will give more detailed experimental results for isolated character recog-
nition, document recognition and comparison with commercial OCR systems.

Finally, Chapter 8 will list the major contributions of this thesis and the future

research.



Chapter 2

State of the Art

2.1 Recognition Methods

Over the years, many systems have been developed for machine-printed document
recognition. These systems use the methodologies of pattern recognition to assign an
unknown sample to a predefined class. In the following discussion, general recognition
techniques and their applications to machine-printed document recognition will be

presented first.

2.1.1 General Recognition Techniques

Many techniques for machine-printed document recognition have been investigated
based on three general approaches of pattern recognition: (i) template matching, (ii)

statistical technique, and (iii) neural networks.

e Template Matching: Generally speaking, matching operations determine the
degree of similarity between two vectors (groups of pixels, shapes, curvatures,
etc.) in the feature space. Applications for machine-printed document recogni-
tion can be found in [9, 10, 11, 12, 13].

o Statistical Techniques: Statistic decision theory is concerned with statistical
decision functions and a set of optimality criteria, which determine the prob-
ability of the observed pattern belonging to a certain class. Several popular

recognition approaches belong to this domain:



1. The k-Nearest-Neighbor (k-NN) rule is a popular non-parametric recog-
nition method, in which the a-posteriori probability is estimated from
frequency of nearest neighbors of the unknown patterns. As a special case
of k-NN rule, the nearest-neighbor rule classifies the unknown pattern to
the class of the nearest sample. Higher performance has been achieved
in [14, 15] by using this approach for machine-printed English document

recognition.

2. Hidden Markov Model (HMM) is one of the most widely and successfully
used techniques for machine-printed document recognition. It is defined as
a stochastic process generated by two interrelated mechanisms: a Markov
Chain having a finite number of states and a set of random functions,
each of which is associated with a state [16, 17]. Basically, this approach
builds one or more HMMs (character models) for each class of pattern
and then builds word and sentence model by using each character model
to estimate the maximum path probability for a given observed pattern.
The main advantages of HMMs are: (i) the ability to model time-sequence
data, (ii) segmentation-free recognition, and (iii) the ability to build any
language model based on character models. Many applications of HMMs

for machine-printed recognition have been reported in [18, 19, 20, 21, 22,
23, 24, 25].

3. Artificial Neural Networks (NN): An NN is defined as a computing struc-
ture consisting of a massively parallel interconnection of adaptive "neural”
processors. NNs have been widely used in printed recognition problems
and have achieved promising results in the past years [26, 27, 28]. One

of the most popular networks used in this field is multi-layer perceptron
networks (MLP).

MLP was proposed by Rosenblatt [29] and elaborated by Minsky and Pa-
pert [30]. The perceptron, as the building block of MLP network, forms a
weighted sum of n components of the input vector and adds a bias value.
The results are then passed through a nonlinear activation function. MLP
networks trained by back propagation are among the most popular and

versatile forms of neural network classifiers.



2.1.2 Combinations

'The combination of multiple classifiers has proved to be a powerful technique in many
areas of pattern recognition research for the past decades. Some good recent surveys
on this topic are [31, 32, 33, 34, 35]. Many combination techniques can be grouped
and analyzed in different ways. In terms of implementation, combination methods
can be classified into four architectures: (i) conditional, (ii) serial (hierarchical), (iii)
parallel (multiple), and (iv) hybrid.

e Conditional Architecture: In this architecture, a primary classifier is first used.
When it rejects a pattern, a secondary classifier, which can use more complex
procedures, is adopted. This architecture is usually efficient in terms of compu-

tation.

e Serial Architecture: In this architecture, classifiers are applied in succession.
The goal of each classifier is to reduce the number of classes such that the

individual classifiers can be focused increasingly.

e Parallel Architecture: Using this architecture, all classifiers are first applied
concurrently and independently. The decisions of the classifiers are then com-
bined to produce a final decision according to the classification result of each

clagsifier. There are three combination methods used in this architecture:

1. Abstract level: the classifiers output only one label corresponding to the
class to which the input pattern is thought to belong. The most straight-
forward way to combine such results is via a simple majority voting rule,
whereby the result favoured by the majority of the classifiers is accepted.
Another method of combining abstract classification results is the behaviour-

knowledge space (BKS) method proposed by Huang and Suen [36]

2. Rank order level: The classifier ranks all possible classes in order of likeli-
hood.

3. Measurement level: The classifier assigns a measurement value to each
class reflecting the probability that the input pattern belongs to that class.
some simple combination rules can be applied at this level, such as product

rule, sum rule, min rule, median rule, max rule, and Bayesian rule [37, 35].



e Hybrid Architecture: This architecture is designed to combine the power of

previous architectures.

More discussions about combination methods will be given in Section 6.2.2.

2.2 String Recognition

Though recognition of isolated characters or words has been studied extensively in the
literature, research on string recognition is still limited. We summarize research on
this topic and categorize it into two types: segmentation-based and segmentation-free

methods:

1. Segmentation-Based method: This method tries to segment the string into its
constituent words by applying various sentence-to-word segmentation followed
by recognition of the segments. Each word segment is then segmented to a
number of hypotheses which represent likely character segmentations of the
word and a dynamic programming search technique is applied to find the best
scores of hypotheses for each word segment or each string. The most difficult
problem of this method is segmentation of touching characters. Much research
has been done in segmentation of touching characters in the past decades [38,
39, 40, 41, 42, 43, 44, 45]. Applications based on this method can be found in
[14, 15, 46, 26, 27] with better performance.

2. Segmentation-Free method: This method tries to recognize the entire string as
a single unit and has been widely used in OCR systems for printed documents.
The core of the recognition procedure is an HMM. It receives a sequence of
observations generated from feature vectors and outputs a sequence of words,
applying constraints from the language model. The feature vectors input to the
HMM are usually extracted from a complete text line of image based on the
sliding window technique. Typically, the HMM has a sentence model built from
a word model based on a character model. The character model of HMM is built
and trained on non-segmented data with ground truth. Thus no segmentation
is required for the recognition of a text line and the segmentation of a text
line into words is obtained automatically during the recognition stage based
on Viterbi algorithm. Many applications in printed recognition based on this
method have been developed [18, 19, 20, 21].

9



2.3 Survey of published OCR systems for machine-

printed document recognition

Zhi-Dan Feng and Qiang Huo developed a confidence guided progressive search and
fast match technique for clean printed Chinese/English OCR system [15]. This system
is a segmentation-based OCR system. The character recognizer of this system is a
multiple prototype based Nearest-Neighbor classifier using Euclidean distance and
the character verification models are also k-Nearest-Neighbor classifier. For each
input character line image, it first tries to construct the segmentation graph for the
whole line. Then the recognition engine dynamically searches the best path from
left to right based on confidence measurements. Each confidence value is taken from
the combination of recognition result and verification result using predefined rules.
If the confidence value of each hypothesized image is notAacceptable, then an over-
segmentation step is used and the same procedure is applied again to find the best
path. In order to speedup the searching process, a fast match tree technique is
employed to speedup the matching process. Finally, the recognition result is refined
through a post-processing module. Experimental result of this system shows that a
99.11% recognition rate is achieved for a total of 1862 mixed Chinese/English text
lines . In another paper [14], they proposed a method using MCE-based character-
pair modelling and negative training techniques to improve their OCR performance
further with a recognition speed of 134-204 per second.

Issam Bazzi et al designed an Omnifont Open-Vocabulary OCR system using
HMM for clean printed English and Arabic [21, 19]. This system focuses on three
main points. First, it is intended to be language-independent. Second, the training
and recognition are performed using an existing continuous speech recognition system
(BYBLOS), with no modification. Third, no presegmentation is performed - neither
at the character nor at the word levels. Thus it is a segmentation-free approach.
This system consists of 5 steps: (i)preprocessing of the scanned-text training data
coupled with ground truth, (ii) feature extraction based on sliding window technique,
(iii) building character model of HMM from the feature vectors and corresponding
ground truth, (iv) training using forward-backward algorithm, and (v) recognition
using different knowledge sources estimated in the training (character model, lexicon,

and grammar) to find the best character sequence. Experimental results of this system

10



show that 2.1% and 0.8% character error rate (CER) are achieved without and with
30k-lexicon, respectively. In addition, They also applied this system for degraded
documents by using degraded training data (fax data), and 0.6% CER is achieved on
clean data and 2.7% on fax data [20].

Marcel Brun et al proposes a multi-resolution classification tree in OCR system in
[10, 47]. Two important ideas, the morphological operators and classification trees,
are used for character recognition. The recognition process is viewed as a multi-step
procedure, that is, objects are classified into subclasses and then each of the sub-
classes is further classified into more subclasses, and this process is repeated for each
subclass until a full classification is performed. The designs of both the morpholog-
ical operators and the classification trees are based on training from sample pairs
of observed-ideal images. In order to apply the classification tree for both training
and recognition, images need to be adequately prepared. The characters need to be
segmented and labelled in the natural order of occurrence in the image. Experimen-
tal results show that 98.43% of characters on clean English documents are correctly

recognized and 88.58% on noised documents.
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Chapter 3

Proposed Character Recognition

System

Considering the challenge of recognition of multi-font degraded machine printed doc-
uments, we have proposed a hybrid 2-D HMM and MLP OCR system for recognition

of English documents printed in multi-font and varying qualities.

3.1 System Overview

The overall architecture of our proposed system for recognition of machine-printed
English documents of multi-font and varying qualities is shown in Figure 3.
This system includes three basic modules corresponding to pre-processing, recog-

nition, and post-processing. More descriptions are given below.

3.2 Pre-processing

Preprocessing is very important to any recognition system, and it also plays a sig-
nificant role in our system. The input of the preprocessing module is a binarized
character line image. In this module, detection of connected components, skew de-
tection and correction, and detection of reference lines [48, 49] are first performed.
For noise filtering, a new algorithm related to automatic filter selection using image
quality assessment has been proposed and very promising results have been produced

on degraded documents [48]. After filtering, word detection and pre-segmentation
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Figure 3: Diagram of System Overview

step are performed.
The pre-segmentation module can segment italic or slanted connected components
by using slant projection, contour analysis and finding shortest paths [40, 50]. Figures

4, 5 and 6 list some examples related to pre-processing.

3.3 Classification

Classification is the kernel part of our system. It includes feature extraction, a hybrid
2-D HMM and MLP classifier and a verification module. There are two sets of features
extracted from each image. One set of features is pixel density feature and contour

distance feature used in the HMM classifier. The other is mesh and gradient features
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applied in the MLP classifier.

The key part of the classification module is a hybrid 2-D HMM and MLP classifier
which is different from other OCR systems described in [14, 19, 21, 20, 15, 46]. We
also combine character based HMMs with MLP classifier. However, we see HMM as
a recognizer, and combine it with MLP classifier in each recognition stage based on
sum rule of confidence value. More details will be presented in Chapters 4 and 5.

The inputs to the classification module are connected components (CC). A simple
CC recognition module is first activated to recognize the CCs. This module basically
consists of an isolated character classifier and a Touching character classifier.

The isolated character classifier is a hierarchical character classifier which com-
bines 2-D HMM and MLP classifier based on character layout contextual information

(ascender, descender and center). Unlike [51] and other papers in which the character
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layout information was used in different stages for different purposes, e.g. merging
broken characters and verifying character recognition results, our hierarchical charac-
ter classifier first classifies the input pattern into one of the subgroups of classes and
then identifies its class in the subgroup. Based on the baseline (reference line) infor-
mation obtained in the preprocessing stage, character contextual classes (ascender,
descender and center) can be detected according to their locations with respect to
the baselines, and four classifiers are implemented for different groups of characters.

The recognition result from the isolated character classifier will be accepted or
rejected according to the corresponding confidence value. The rejected CC will be sent
to the touching character classifier and similarly the result will be rejected or accepted.
The rejection conditions of both the isolated classifier and the touching classifier have
been set very strictly. If a CC cannot be recognized by the CC recognition module
with a high confidence, the Integrated Segmentation and Recognition (ISR) module
which includes pre-segmentation and dynamic programming (DP) search parts will
be called to recognize it. In the meantime, a verification module is used to verify each
character candidate.

On the other hand, in order to take advantage of character based HMMs, we
also use a new automatic building method developed in our system to build special
touching character HMMs (STCHMM) to recognize some special touching characters
(e.g. ’fi’, 'f’, ’ft’, ’tI’, etc.). More discussions about the character classifier and the

ISR module will be given in Chapters 5 and 6.
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3.4 Post-processing

The outputs from the recognition stage, including character symbols and the corre-
sponding confidence values for a character line image, are sent to the post-processing
module. The kernel part of the post-processing module is an online lexicon which
includes several functions and can be called by both the classification module and the
post-processing module. A set of rules is being developed to utilize lexicon knowledge
and n-gram statistics, etc. to detect and correct potential character recognition er-
rors. Common errors produced by our document recognition system are also collected

and used in developing the rules.
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Chapter 4

Database

Three types of database are used in our OCR system. The first one is document
database used for text line testing and validation. The second one is isolated char-
acter database used for training and testing of our character based HMM and MLP
classifier. The last one is touching character database used for training and testing

of our touching character classifier.

4.1 Document Database

The document databases used in our system include CENPARMI document database
(CENPARMI-DOCDB) and Fujitsu document database (FUJITSU-DOCDB). In ad-
dition, another special Bigram database (CENPARMI-SPDB) has been used to test
the performance of our classifier.

CENPARMI-DOCDB consists of 250 relatively clean documents binarized at 300
dpi collected from different sources with noise removed by commercial software. All
documents are then automatically segmented into 14097 text line images. About 25
fonts and 10 types of sizes are found in this database.

CENPARMI-SPDB consists of 936 binarized clean text line images also scanned
at good resolution. All text lines are composed of 24336 alphabet bigram characters
(Caa’, ’ab’, ..., ’ZZ’) (72072 characters ) with 2 fonts, 2 sizes and 10 spacings(-2, -1,
0, auto, +1, +2, +3, +4, +5, +6) between two characters of each bigram character.
Totally 34.4% touching characters are found in this database. Figure 7 shows some

examples.
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Figure 7: Samples of bigram characters in CENPARMI-SPDB database

FUJISTU-DOCDB includes 704 degraded documents provided by Fujitsu Labora-
tories Ltd. This database has three distinctive characteristics. First, each document
contains only one printed line in English. There are no graphics, tables or drawings
in any document. Second, a large variety of fonts, sizes and styles including some
nonsense words, proper names and web URLs can be found among the documents.
The third characteristic, and also the most important for our system, is that almost

all images suffer from at least one of the following types of degradation:
e Broken characters
e Touching characters
. Salt-and-pepper noise

The distribution of type of degradation was analyzed manually and shown in Table 1.
Figure 8 lists some sample images from both CENPARMI-DOCDB and FUJITSU-
DOCDB.

4.2 Isolated Character Database

In order to recognize different fonts and styles of documents, we have built a multi-font
artificial isolated database (CENPARMI-ISODBI) for the training and testing of our
character based HMM and MLP classifiers. The CENPARMI-ISODB1 was generated

from manual typing by typewriter or computer and scanning at 300 dpi smoothed by
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Table 1: Distribution of type of degradation in FUJITSU-DOCDB

Distribution of Images
Type of Degradation Number of Images Percentage

Only Broken Characters 369 50.14%
Only Touching Characters 45 6.11%
Only Salt-and-Pepper Noise 17- 2.31%
Broken, Touching characters 220 34.14%
with Salt-and-Pepper noise

No Degradations 53 7.30%
Total 704 100%

commercial software. It consisted of 92 classes, 26 lower letters, 26 capital letters, 10
numerals, 30 punctuations, 20 fonts, with different sizes and 4 styles(normal, bold,
italic and bold italic) for a total of 37940 images.

The training set currently used in our system consists of only 75 classes(62 alpha-
bets and 13 common punctuations (! $ % & () / ><? @[] ) for a total of 16666
images from the original database. For some small punctuations(, ; : . =’ “etc.), we
have used structural information, baseline information, size and position to recognize
them. The testing set consisted of 11659 images.

In addition, we have also generated another isolated database(CENPARMI-ISODB2)
extracted directly from real noised documents. Since for some characters we cannot
find enough training samples from real documents, we have created some isolated char-
acter samples artificially and added some noise to them to simulate degraded data.
It brought us 9239 training and 3559 testing samples but excluding punctuations.
Therefore, the total training set for isolated character recognition contains 25905
samples (9239+16666) and the testing set consists of 15218 samples (11659+3559).

4.3 Touching Character Database

4.3.1 Statistics on touching characters

Segmenting touching characters (TC) is a challenging task of any OCR system using
segmentation based approach. In order to improve the performance of recognizing
touching characters, we have generated some statistics on touching characters [52].

About 264000 touching character components were extracted semi-automatically from
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Figure 8: Sample images in CENPARMI-DOCDB and FUJITSU-DOCDB database

150 documents in CENPARMI-DOCDB. These touching character components were
manually screened, and statistical results have been generated and summarized in
Tables 2, 3, and 4.

Table 2: Distribution (%) of type of touching characters in CENPARMI-DOCDB (2
TC, 3 TC, ..., present 2, 3, 4, ..., characters touching together

percentage of TC | 2 TC | 3 TC |4 TC | >=5TC
7.37 80.03 | 14.65 | 3.68 1.64

As far as we know that statistics on touching characters in printed documents
have not been published before, and we believe that this statistical information is
very useful in recognition and post-processing stages of document processing. We
have built a new segmentation-free recognition module (named as Touching Character

classifier) to recognize 57 most frequent touching characters (touching characters in
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Table 3: Touching frequency (top 50 in descending order)

Order | TC | Freq. || Order | TC | Freq. || Order | TC | Freq. || Order | TC | Freq.

1 an | 7.69 14 re | 1.23 27 ty | 0.79 40 gn | 0.52
th | 6.31 15 am | 1.22 28 rs | 0.77 41 | ts | 0.46
ar | 3.52 16 th | 1.22 29 co | 0.77 42 oc | 0.46
al | 3.17 17 ri | 0.92 30 rv | 0.67 43 ai | 0.46
as | 1.81 18 po | 0.92 31 ry | 0.65 44 hi | 0.45
be | 1.76 19 te | 0.92 32 tw | 0.63 45 ee | 0.45
rm | 1.56 20 od | 0.91 33 ro | 0.61 46 wi | 0.45
ed | 1.51 21 ti | 0.87 34 ff | 0.61 47 tri | 0.43
9 in | 1.47 22 rn | 0.86 35 art | 0.61 48 to | 0.43
10 pe | 1.46 23 ta | 0.86 36 ca | 0.59 49 ak | 0.39
11 fi | 142 24 ru | 0.85 37 ra | 0.58 50 all | 0.37
12 ec | 1.37 25 ce | 0.85 38 di | 0.57
13 es | 1.36 26 se | 0.83 39 ct | 0.56

0 =3I O U W N

Table 3 and “ur”, “gy”, “ul”, “tru”, “are”, “the”, and “ari”). The training set will

be presented in the next section.

4.3.2 Most Frequent Touching Character database

The most frequent touching character database (CENPARMI-TPDB) is a by-product
of our research of frequency statistics of touching characters mentioned above. In our
system, we chose only 5444 images from 57 most frequent touching characters based
on our statistic results to build 57 most frequent touching character database. The
training set for the 57 most frequent touching characters contains 70 samples of each
touching character for a total of 3936 samples from 4890 images. The testing set
takes the rest of samples with average 15 samples of each touching character for a
total of 954 samples.
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Table 4: Contribution of touching characters in different positions

Character | 1 Pos | 2 Pos | 3 Pos || Character | 1 Pos | 2 Pos | 3 Pos

23.25 | 528 | 7.92 0.39 | 0.11 | 0.00
263 | 012 | 0.20 0.09 { 0.05 | 0.02
4.28 | 3.29 | 545 0.22 | 0.06 | 0.02
1.72 3.12 | 4.05 0.21 | 0.04 | 0.00
7.32 | 11.49 | 12.72 0.19 | 0.03 | 0.04
3.45 134 | 1.11 0.13 | 0.02 | 0.02
284 | 0.52 1.50 0.02 | 0.01 | 0.02
1.42 | 9.09 | 0.71 0.03 | 0.01 | 0.00
2.87 | 8.30 | 14.07 0.22 | 0.07 | 0.06
0.02 | 0.00 | 0.00 0.00 | 0.00 | 0.00
055 | 0.67 | 1.11 0.30 | 0.01 | 0.00
0.53 | 498 | 7.96 0.16 | 0.03 | 0.00
126 | 433 | 2.61 0.10 | 0.26 | 0.20
2.18 |13.33 | 6.86 0.08 | 0.11 | 0.12
243 | 463 | 3.28 0.17 | 0.09 | 0.02
3.30 | 0.94 1.05 0.23 | 0.04 | 0.22
004 | 028 | 0.34 0.02 | 0.00 { 0.00

12.14 {1 10.09 | 5.87 0.18 | 0.09 | 0.02
243 6.82 | 8.20 0.16 | 0.04 | 0.06

15.60 | 2.85 | 8.06 1.46 | 0.07 | 0.06
246 | 2.21 2.55 0.04 | 0.03 | 0.02
048 | 083 | 0.32 0.02 | 0.01 | 0.02
1.02 | 0.87 | 1.11 0.10 | 0.01 | 0.00
046 | 0.31 0.28 0.00 | 0.02 | 0.00
0.45 2.30 1.66 0.02 | 0.10 | 0.00
032 | 0.16 | 0.06 0.02 | 0.01 | 0.00

Nd H s €28 atn 08" o8B —Fe— ~D0R m0o A0 T
NHKHS<CHnIOUOZEODRe—~IomEO QW
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Chapter 5

2-Direction character based HMM
(2-D HMM)

Both discrete and continuous Hidden Markov Models (HMM) have been successfully
applied to character recognition since its original application in speech recognition.
Our 2-D HMM is based on discrete HMM (DHMM) because of its low computation
cost [16]. For the discrete HMM, two essential issues related to its performance are
feature extraction and vector quantization which will be presented in the next two
sections. Other points related to our 2-D HMM will also be discussed in next sections

with more details.

5.1 Feature Extraction

Feature extraction plays an important role in the pattern recognition domain. Se-
lection of a good feature extraction method is an important step in achieving good
performance of OCR system. Given the large number of feature extraction methods
reported in the literature, a newcomer to the field is faced with a question: which
feature extraction method is the best for a given application. An experimental eval-
uation method is the best way to select the best feature for a specific application.
However, implementing all the feature extraction methods is an enormous task. In
addition, the performance also depends on the type of classifier used. Different feature
types may need different types of classifiers. Also, the classification results reported

in the literature are not comparable because they are based on different data sets.
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A feature extraction method that proves to be successful in one application domain
may turn out not to be very useful in another domain.

In practice, the requirements of a good feature extraction method make selection of
the best method for a given 'application a challenging task. Therefore, we have to find
the suitable features for our 2-D HMM classifiers based on experimental evaluation.
Several features have been tested and finally two complementary features have been
selected in our 2-D HMM classifier for isolated character recognition based on the

experimental results as follows:

1. Pixel density feature
Given binarized character image, the following operations are done to extract

the pixel density feature:

e Normalization of character image: In order to keep the same dimensionality
of each feature vector requested by our 2-D HMM classifier and make the
feature invariant to variable size and shape distortion of characters, the
image is normalized to have a height of 40 pixels and the width is changing
accordingly to keep the aspect ratio. The normalization method used here

is a very simple linear normalization method which is described as:

m =T and n = vy

x,y: Pixel coordinates of original image
m,n: Pixel coordinates of normalized binary image mapping on the pixel
(z,9)
X,Y: Width and Height of original image
M,N: Width and Height of normalized image (N = 40, M = N.%)

e A sliding window (height=40,width=3 and overlap=2) is used moving from
left to right. From each sliding window (vertical strip) a feature vector vy

is extracted using the following criteria:

L= # of Black Pizels .
i = Sliding Window Width 1<i<40
Up = (7’1,7"2,...,1”,')

so that the values of r; are always between 0 and 1. The dimensional-
ity of v, is 40. In order to build our 2-D HMM, another pixel density
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feature v, is also extracted from a sliding window that moves from top
to bottom. Figure 9 shows the feature vectors extracted from the sliding
window in both horizontal and vertical directions for pixel density feature.

This image has resulted in 35 horizontal and 41 vertical sliding windows

- ~

40

| wonoq 0} do) woiy Juraowr mopuim Surpis

‘\f\ sliding window (width=3,
7 height =40, overlap=2
moving from left to right

. Y,

Figure 9: Pixel density feature extraction using a sliding window in 2 Directions

and therefore produced 35 horizontal and 41 vertical feature vectors with
a dimensionality 40 of each vector.

After extracting pixel density features from all training sets in both horizontal
and vertical directions, two types of training vector sets are generated: one is
horizontal training vector set, another is vertical training vector set. In the

following sections we will see how these training vector sets are used to create
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code books.

2. Contour distance feature
Similar to pixel density feature extraction, for the given binarized character im-

age, the following operations are executed to extract contour distance features.

e Normalization of character image (same as pixel density feature)

e Contour extraction
A contour point is a nonzero pixel which has at least one zero pixel in
its four 4-connected pixels(up, down, left and right) {53]. Otherwise, it
is a non-contour point. After getting all contour points and deleting all

non-contour points, a contour of the image is extracted.

e The same sliding window(height=40, width=3 and overlap=2) is also used
to move from left to right and top to bottom, respectively. Each sliding
window is divided into 5 zones, each of which has a height of 8 pixels and
width of 3 pixels (=width of sliding window). From each sliding window

a feature vector v is extracted using the following criteria:

— In the vertical direction, for every 2 pixels of each zone i (1 <7 < 5),
if there exists a left-most contour point z,;, one distance dy(ij) from
this left-most contour point to the left border of image is produced
(totally, 4=(8/2) left distances are produced in each zone, 1 < j <
4).Otherwise, dy(i7) is assigned to 0. Similarly, if there exists a right-
most contour point x,,, another distance d,,(j) from this right-most
contour point to the right border of image is produced (also, 4 right
distances are produced in each zone). Totally, 8 distances are produced
in the vertical direction of each zone and each distance is normalized
to 0 — 1 by the width of image.

— In the horizontal direction, unlike the vertical one, we check every pixel
of each zone if there exists a up-most contour point zp, and calculate
distance dp,(ik) from this up-most contour point to the up border of
image. Otherwise, we also assign a value of 0 to dp,(ik) (1 < k < 3).
Then we do the same operation for the down-most contour points and

get another 3 down distances (dpq(tk). Also, 6 distances are produced
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in the horizontal direction and each distance is normalized to 0 —1 by

the height of the image (40 in our 2-D HMMs).

— In each zone, 14 distances are produced and totally 70(5+14) distances
will be produced in each sliding window moving from left to right.
therefore, a feature vector v with dimensionality of 70 is extracted
from each sliding window. After moving the sliding window from top
to bottom, another feature vector will also be extracted in each sliding

window.

Figure 10 shows the contour distance feature vectors extracted from the

sliding window in both horizontal and vertical directions. This image has

( N

i . |
L — 1 contour distances !

| to the four edges E

40

sliding window (height=40,width=3,0overlap=2)
moving from left to right and from top to bottom

. /

Figure 10: Contour distance feature extraction using sliding window in 2 Directions

resulted in 42 horizontal and 36 vertical sliding windows and therefore pro-
duced 42 horizontal and 36 vertical feature vectors with the dimensionality

of 70 per vector.

After extracting contour distance feature from all training sets in both hori-
zontal and vertical directions, like pixel density feature extraction, two types

of training vector sets are also generated: one is horizontal training vector set,
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another is vertical training vector set. It should be mentioned that the contour
distance feature used in our 2-D HMMs is slightly better than the distance fea-
ture based on the original image because distance based on contour can reflect

the inner contour information of the image.

5.2 Vector Quantization

The vector quantization (VQ) process generates output symbols by matching the in-
put vector against each prototype vector, or codeword in the codebook using some
distortion measure and assigning the index of the codeword having the smallest dis-
tortion. That is for the input vector v = (vy, ve, ..., v) (k is dimensionality of v) and
codeword ¥m = (Y1, Yma, -0 Ymk)> 1 < m < M (M is codebook size), then the index,

m*, of the best codebook entry is

m* = arg min d{v
g, Juin, d(v, ym)

k
d(v, Ym)

Z(vi - ymi)2

i=1

Many kinds of codebook design algorithm have been proposed. Especially the conven-
tional Linde-Buzo-Gray (LBG) algorithm [54] or modified K-means (MKM) algorithm
[65] have been used to design codebooks in many HMM-based recognition systems.
The VQ codebook design procedure of the conventional LBG or MKM algorithm is

as follows:

1. Let all training vectors be the initial cluster and the centroid of the initial cluster
be the initial codeword.

2. Increase the number of codewords by splitting the codewords of given codebook
(LBG algorithm) or by replacing a codeword representing a cluster having the

largest intra-cluster distance with the most distant vector pair in that cluster
(MKM algorithm).

3. Perform clustering operation for all training vectors with a new codebook until

the variation of the new codebook converges.

4. Stop if the desired codewords have been obtained or repeat (2)-(4).

28



Both LBG algorithm and MKM algorithm have the advantages of being simple in
concept and implementation with low computational costs. However, the codebook
size M of using LBG algorithm must be a power of 2 (i.e., 2, 4, 8, 16...). Therefore,
in order to approximate the performance of system by adjusting codebook size, VQ
based on MKM algorithm has been used in our system. The VQ training set (training
vectors) is generated based on sliding window technique as mentioned in the feature
extraction stage (section 5.1) for the features of all classes. Four codebooks have
been generated for each 2-D HMM classifier corresponding to two horizontal features
(pixel density and contour distance feature) and two vertical features (pixel density
feature and contour distance feature. Figure 11 shows a block diagram of the VQ
training and classification structure and is used for each 2-D HMM classifier which

will be presented in section 5.3.

'd N\
TRAINING SET OF K-Means Clustering CODEBOOK
VECTORS ____ |  algorithm Y 9, Yy
V,V, V or SIZE=M
M1¥2,. Vil LBG algorithm ¢ :
INPUT FEATURE QUANTIZER CODEBOOK
VECTORS calculate d (.,.) INDICES
N\ J

Figure 11: Block diagram of the VQ training and classification structure

To illustrate the effect of codebook size (i.e., number of codebook vectors) on the
performance of system, Figure 12 shows experimentally the effect of codebook size
ranging from 4 to 1024 on the recognition rate of isolated characters. It can be seen
that a significant decrease in recognition rate starts from a codebook size of 64 to
about 128 because a large codebook size means that each cluster will have worse
training data and there is not enough good training data for HMM training. Also,
a significant increase in recognition rate occurs around a codebook size of 32. This
figure can also explain the correspondence between average training set distortion
and codebook size. When the codebook size is much smaller, the distortion after VQ
is much bigger. On the other hand, when the codebook size becomes extremely large,

even reductions in distortion are much smaller, the recognition rate is still extremely
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Figure 12: Recognition rate versus codebook size for isolated character recognition
(# of states = 22)

low because the VQ procedure fails and the VQ procedure becomes a table look-up.
In our 2-D character based HMMs, the best codebook sizes of each 2-D character

HMM classifier are generated based on testing performance.

5.3 2-D character based HMMs

5.3.1 Topology of character HMM

HMM is presented by two interrelated mechanisms. An underlying Markov chain

having a finite number of states. and a set of random functions. One of which is
associated with each state. An HMM is formally defined by the following elements
(17, 16]:

e N: the number of states.

e M: the number of symbols.
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e T: the number of observations.

e A set Q = {q} of (hidden) states. ¢; € {1,2,..., N}.
t=1,2..T.

e A state transition probability distribution, also called transition matrix A =

{ai;}, representing the probability which goes from state S; to state S;.
aij = Plg1 = Silg =S 1<1,j <N

with a;; > 0 and Zf{:l a;; = 1.

o A set V = {v1,vq,...,upr} of observation symbols. M: the number of symbols,
also called code book size in discrete HMMs.

e An observation symbol probability distribution, also called emission matrix B =
{b;(k)}, including the probability of emission of symbol v; when the system state
is S;. For1<j<N,1<k< M.

with b;(k) > 0 and 32, b;(k) = 1.

e An initial state probability distribution = = {m;}, representing probabilities of
initial states:
t=Plgg=8] 1<i<N

with m; > 0 and Efil m = 1.

For convenience, we denote an HMM as a triplet A = (A4, B, w), which determines
uniquely the model. HMM can model the set of observations using these probabilistic
parameters as a probabilistic function of an underlying Markov chain whose state
transitions are not directly observable. The structure of HMM has different forms:
an constrained model (ergodic model) in which a transition from any state to any
other state can be made, and a left-to-right model in which the time increases as the
state index increases, that is, the states proceed from left to right. The latter model
has the following properties, so it is appropriate for modelling sequential data as time

goes on [16].
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1. No transitions are allowed to state whose index are lower than the current state:
Qi = 0. 7 <.

2. The state sequence must begin in state 1 and end in state N:

0 if i#1;
;=
1 if i=1;

3. Large changes in state index do not occur:
Qij = (. j>l+A

especially when A = 1, this model becomes strictly a left-to-right model in
which only self transition and next transition are allowed and it is the simplest
model and yet very efficient model. Our character based HMMs are based on
the strictly left-to-right model (see Figure 13 (c) ).

/—

0888 -

(d

Figure 13: Illustration of four types of HMMs. (a) a 4-state ergodic model, (b) a
4-state left-right model, (c) a 4-state strict left-right model, and (d) a 6-state parallel
path left-right model.

There are three main problems involved the use of HMM ([17]:
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1. Given the observation sequence O = (01,09, ...,0r), and a model HMM X =
(A, B,m) (with O; € V is generated by the model \), we want to compute
P(O})), i.e. the probability of the observation sequence. Usually this is solved
using the so called forward — backward procedure [56] which will be presented

in greater details in section 5.5.1.

2. Given the model A\ = (A, B, 7), we want to determine the state sequence I =
{i1,%9,..,37} (1 < 1 < N) such that P(O,I|A) is maximum with respect to
I. In other words, we want to compute the state sequence that most probably
generates the observation sequence Oy, Oy, ...,Or. This problem is resolved by
the Viterbi Algorithm [17] which will be presented in section 5.5.3.

3. Given a set of L observation strings {O;};,1 <t < T,1 <[ < L, we want to
determine A = (A, B, 7) such that P({O:};|\) is maximized: this is the problem
of training a HMM. The best-known method to perform this operation is the
so called Baum — Welch re-estimation technique [56, 17]. We will discuss this

algorithm in section 5.5.2.

5.3.2 2-D character HMM

Our 2-Direction character HMM is different from the 2-Dimension HMM which is
quite complicated and needs more computation as mentioned in [57]. Our 2-D HMMs

have two different types but with similar performance as discussed below.

1. Each 2-D HMM is built based on concatenating two complementary observa-
tion sequences. First, we extracted one feature horizontally by using a sliding
window to create one horizontal observation sequence O decoded from one
code book CDBy(code book size= M},) created from all training sets for this
horizontal feature. In the mean time, we extracted the same feature but verti-
cally to create another vertical observation sequence O, decoded from another
code book CDB,(codebook size= M,) also created from all training set for the
vertical feature. Then we concatenate observation sequence Oy and O, to get
another observation sequence Oy,. It should be pointed that when we concate-
nate Oy and O,, we have added one constant ¢ to all symbol values of CDB,

in order to differentiate Oy, from O, because some symbols of O, could be the
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same as symbols of O,. Based on O,, we built one of our 2-D HMMs (see

Figure 14).
e ~
Pixel density feature Contour distance feature
; Observation | ; Observation : i Observation : i Observation |
t Sequence O, ;7! Sequence O, . ! Sequence O; 1! Sequence O |
' q h i q v | q h ! q v
e e e — - - - b e e e e e - LI U B t
l Ohv l Oy
One 2-D HMM Another 2-D HMM
| Combined 2-DHMM |
. J

Figure 14: Building 2-D HMM by concatenating horizontal and vertical observation
sequence Oy, and O,

The feature used in one 2-D HMM is the pixel density feature described in
section 5.1. Another feature used in another 2-D HMM is the contour distance
feature also mentioned in section 5.1. After building this two 2-D HMMs, we

combine them together using sum rule.

2. Each 2-D HMM is the combination of two complementary 1-D HMMs using
the same feature (pixel density or distance feature) mentioned above. After
extracting the features horizontally and vertically, we also created two obser-
vation sequences Op and O,. Unlike method 1, we built two complementary
1 — D HMMs instead of concatenating Op and O,. After combining these two
1-D HMMs together using sum rule, we build a 2-D HMM and the experimental
results (section 7.1) have shown significant improvement of isolated character
recognition comparing to single 1-D HMM. Another 2-D HMM consists of two
1-D HMMs which extracted contour distance feature horizontally and vertically
and is also built similar to the first 2-D HMM. For the two 2-D HMMs, we also

combine them using sum rule in the classification stage.

34



For each 2-D HMM, whether it is built from method 1 or method 2, the experimental
results (section 7.1) have shown significant improvement of isolated character recog-
nition comparing to single 1-D HMM. Another interesting aspect is that methods 1
and 2 have almost the same performance as indeicated in our experimental results.
In our OCR system, we have five 2-D HMM classifiers based on baseline infor-
mation and frequency statistics of touching characters. Currently, all the five 2-D
HMMs are built using method 2 and trained by using Baum-Welch algorithm which
will be presented in section 5.5.2, The four 2-D HMM classifiers related to baseline

are described below.

e Ascender 2-D HMM classifier (2-D ASCHMM) which is built for 57 ascender
classes (10 numerals '012...9', 26 capital characters 'AB...Z", 8 lower characters
"bdf hiklt' and 13 punctuations described in section 4.2). In order to classify
different font styles of character, 4 models corresponding to normal, bold, italic
and bold italic font styles have been built for each class. This leads to a total
of 218 models (4 * 57) for 2-D ASCHMM classifier.

e Descender 2-D HMM classifier (2-D DESHMM) which is designed for 5 descen-
der characters (‘g j p @ ¥'). There are 20 models (4 % 5) in Descender 2-D HMM

classifier.

e Center 2-D HMM classifier (2-D CENHMM) which is built for 13 center char-
acters (acemnorsuvwxz). Also, 52(4 * 13) models have been built in
Center 2-D HMM classifier.

e General 2-D HMM classifier (2-D GENHMM) which is designed for all 75 classes
(10 numerals, 52 letters, 13 punctuations). In case of isolated character train-
ing and recognition, we can not distinguish between each pair of 8 lower-case and
upper-case character pairs {(Cc), (0o), (Pp), (Ss), (Vv), (Ww), (Xz), (Z2)} with-
out baseline and contextual information. Therefore, we have grouped each of
these 8 pairs of characters into one class. This reduced the total number of
classes from 75 to 67 (75— 8), and totally 268 (4 *67) models were built in the
General 2-D HMM classifier.
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5.4 Touching Character Based HMM (TCHMM)

Touching character based HMM (TCHMM) is designed to recognize the most frequent
touching characters without segmentation based on our statistic work for touching
characters described in section 4.3 and will be presented in the next section. Also,
a new method has been introduced to build some special touching character HMMs
and 200 most frequent word HMMs (WHMM) which will be discussed in section 5.4.2

5.4.1 2-D touching character HMMs(2-D TCHMM)

Recognition of touching characters is difficult for any segmentation based OCR sys-
tem. In order to recognize touching characters without segmentation, an intensive
study has been conducted to determine the most common 2, 3, 4 and 5 touching
characters that may occur in any general document as mentioned in section 4.3. In
our current OCR system, the 57 most frequent occurring touching characters were
selected for modelling by our 2-D HMM.

The following touching characters were found to have the highest frequencies, (an,
th, ar, al, as, be, rm, in, fi, ed, es, pe, ec, am, Th, re, ri, te, ti, od, po, ce, ta, se, ty,
co, ru, s, rn, v, ry, tw, ff, ca, ro, ct, ra, di, gn, wi, oc, ai, ee, hi, ts, to, ak, gy, ur,
ul, tri, art, all, tru, are, the, ari) (section 4.3). Our 2-D TCHMM is similar to our
2-D character HMM. We see each touching characters as a single character and use
the same features (pixel density and contour distance feature) and the same method
(2-Directions) to build the 2-D TCHMM. The 2-D TCHMM classifier is formed by
57 models (1 model for each touching character) while 2-D character HMMs have 4
models per character. The experiments have shown a higher performance (> 99.3%)

for recognition of the 57 most frequent touching characters.

5.4.2 Automatically building TCHMM and WHMM

Section 5.4.1 has presented a 2-D TCHMM classifier which showed good performance.
However, the 2-D TCHMM élassiﬁer is only designed for the 57 most frequent touching
characters. We can not include all other touching characters because of the lack
of training samples. Fortunately, the HMM has the advantage of building touching
characters or word HMM by concatenating isolated character HMMs without touching

character or word database. Similar to the idea of building word HMM, theoretically,
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we can build any touching character HMM by concatenating the HMMs of isolated

character. Figure 15 shows the simple procedure of this method.

4 )
(a) HMM for one single (b) HMM for another single
character character
(¢) HMM for touching character after
concatenating (a) and (b)
N _J

Figure 15: Procedure of building touching character HMM by concatenating two
left-to-right single character HMMs

However, the performance of this method is lower than our current 2-D TCHMM
classifier based on the experiments because real touching character database has been
used in the current 2-D TCHMM classifier, and simply concatenating isolated char-
acters can not reflect the real touching situation between adjacent isolated characters

and it suffers from the following three problems:

e The first problem of this method is how to accurately estimate the transition
probability from the last state of the first HMM model to the first state of the
second HMM model.

e The second problem is that the features extracted from the real touching charac-
ters are different from these trained on the isolated character classifiers for some
touching characters. There exists some white space for real touching characters

while each isolated character does not (see Figure 16).

e The last problem is that the 2-D HMM can not be applied to this method

because the horizontal features extracted from real touching characters are quite
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white space

on top for ‘0’
No white
space on
top
(a) Feature extraction (b) Feature extraction for ‘0’ from a
from a single real touching pair is different from
character ‘o’ simply concatenating single
characters

Figure 16: Feature extraction difference in single character and touching characters

different from the horizontal features extracted from isolated characters. This
will absolutely decrease the performance of this method. Therefore, only 1-D
HMM can be used in this method.

For the problems mentioned above, we have introduced two steps to solve that:

1. Concatenating single character images together. However, this is not a simple
concatenation. First, we normalize each single character by fixing its height (40
in our system) while keeping the ratio of height and width. In the meantime,
we consider the baseline information of each character (ascender, descender or
center) and slightly resize their height (decrease or increase ) according to each

character’s baseline to concatenate them together (see Figure 17).

2. Retraining touching character HMM classifier by using concatenated touching
images while using the same code book of single character classifiers. Therefore,

we can get relatively accurate observation sequences and transition probabilities.

The experiment made about 10 percent improvement comparing to simple method

after introducing the above solutions and is closer to the performance of the original
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(a) ‘o’ is a center (b) ‘d’ is a ascender
character character

(c) Concatenating ‘0’ and ‘d’
together after considering each
character’s baseline

Figure 17: Building touching character image by concatenating two single character
image considering baseline information

1-D TCHMM classifier which is trained using real touching database when testing on
the 57 most frequent touching characters (see table 5).

The advantage of the modified method is that it can be used to build any touching
character HMM automatically, especially for some special touching characters (‘fi’,
‘", “ft’, etc.). In addition, this idea can be applied to building word HMM, and we
have applied the modified method to build word HMM for the 200 most frequent
words [58] which has occupied around 80 percent of all English words. The touching
character HMM and word HMM will give us the potential capability to recognize

Table 5: A comparison of performance of four types of touching character HMMs
tested on the same set

Type of Touching Character HMM no. of models | Recognition rate %
Simple concatenating 1-D TCHMM 57 86.93
Original 1-D TCHMM 57 96.37
Suggested concatenating 1-D TCHMM 57 96.12
Original 2-D TCHMM a7 99.37
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some special touching characters and words without segmentation.

5.5 Training and Testing

5.5.1 Forward-Backward algorithm

The forward-backward procedure is used to solve problem 1 and also help to solve
problems 2 and 3 mentioned in 5.3, and also is used in the parameter estimation of
an HMM. This method makes use of two inductively computed variables oy (i) and

B:(1), called respectively forward and backward variables, defined as [17]:

o o,(i) = P(0,05...01,q; = 7|A), that is, the probability of the partial observation
sequence, 0,0y...0¢, (until time t) and state ¢ at time ¢, given the model A. we

can solve for a4(7) inductively, as follows:

1. Initialization

2. Induction

N 1<t<T-1
a1(f) = { as(i)a; ] bi(0t41), o
+ ; J| Vs <i<N
3. Termination N
P(Ol)\) = ZCYT(’)
i=1

Step 1 initializes the forward probabilities as the joint probability of state i
and initial observation o;. Considering our strict left-to-right model, the state
sequence must begin in state 1. The induction step, which is the heart of the
forward calculation, iteratively calculate ayy1(j) which is the probability of the
observation sequence 0,0;...0¢4; (until time T — 1) and state j at time ¢ + 1.
Again, our strict left-to-right model must be considered in each iterative step, to
simplify the calculation. Finally, step 3 gives the desired calculation of P(O|))
as the sum of the terminal forward variables ar(i). This is the case since, by

definition,

ar(i) = P(010q...01, g = i|\)
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and hence P(O|)) is just the sum of the ar(z)’s. In our system, we have modified
the calculation of P(O|)) as follows:

P(O|\) = ar(N).

Since the state in the strict left-to-right model must end in N, the computation
involved in the calculation of a;(5),1 <t < T,1 < j < N requires an order of

N2T calculations.

Bi(7) = P(04410¢+2..-07|gt = %, A) that is, the probability of the partial observa-
tion sequence from ¢+ 1 to the end, given state ¢ at time ¢ and the model A. In

a similar manner, we can solve for 3;(i) inductively, as follows:

1. Initialization

2. Induction

Bi(i) = Zaz] (0441)Be41(4),t=T-1,T—-2,..,1, 1<i<N.

The initialization step 1 arbitrarily defines Sr(z) to be 1 for all i. Step 2, shows
that in order to have been in state 7 at time t, and to account for the observation
sequence from time ¢ + 1 on, we have to consider all possible states of j at time
t+ 1, accounting for the transition from i to j, as well as the observation 0y4; in
state 7, then account for the remaining partial observation sequence from state
j. Also, in the strict left-to-right model, the calculation is much easier than

other models mentioned above.

Again, the computation of f;(7),1 < t < T,1 < i < N, requires an order of

N2T calculation, same as oy(i).

5.5.2 Parameter Estimation using Baum-Welch algorithm

The most difficult problem of HMMs is to determine a method to adjust the model

parameters (A, B, ) to satisfy a certain optimization criterion. This is the problem 3

associated to HMMs mentioned above. There is no known way to analytically solve for
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the model parameter set that maximizes the probability of the observation sequence
in a closed form. We can, however, choose A = (A, B,m) such that its likelihood,
P(0O|)), is locally maximized by using Baum-Welch method (also known as the EM
(Expectation-Maximization) method [59]). In this section we simply discuss one
iterative procedure, based primarily on the classic work of Baum and his colleagues,
for choosing the maximum likelihood(ML) model parameters.

We first define variable &(¢, 7), which is the probability of being in state 4 at time

t, and state j at time ¢ + 1, given the model and the observation sequence

&(1,5) = P(gr = 1, ge41 = 7|0, ).

From the definitions of the forward and backward variables, we can write &(4, j) in

the form:
P =1, =4,0|\
ft(l,]) — Pl Pq(tgll)‘)JOI)
a()ai;bi(0t41)Be+1())
P(OIN)
at(i)ai;bj(0e41)Be41(J)

> (i) abi(or41) B ()

i=1j=1

Then we define another variable (i) as the probability of being in state 7 at time
t, given the entire observation sequence and the model; hence, we can relate v(z) to

&:(1,7) by summing over j, giving

N
" (i) = E_: &3, 7)

Using the above formula, if we define the current model as A = (A, B, 7r), we can re-
estimate the parameters of an HMM using the re-estimated models as A = (4, B, 7)

iteratively. The re-estimation formula is
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= m)

B t_zl &0, )
5™ (i)
=

Z Ye(4)

0 = Eg—

Z:’Yt(j)

t=1

Based on above procedure, it can be shown that either:

1. The initial model X defines a critical point of the likelihood function, where new

estimates equal the old ones, or

2. Model N is more likely in the sense that P(O|\) > P(O|)), i.e. new model

estimates are more likely to produce the given observation sequence.

Thus if we iteratively use X in place of A and repeat the re-estimation calculation,
we then can improve the probability of O being observed from the model until some
limiting point is reached. The final result of this re-estimation procedure is an ML
estimate of the HMM. It should be pointed out that the Baum-Welch algorithm
leads to a local maximum only. In addition, three main problems are related to the

performance for re-estimation:

e Initial estimates of A
One interesting factor for the re-estimation of an HMM parameters is the choice
of initial estimates for (A, B,7) so that the local maximum is equal to or as

close as possible to global maximum of the likelihood function.

Basically, there is no simple or straightforward answer. Instead, experience has
shown that either random or uniform initial estimates of the 7 and A param-
eters are adequate for re-estimation of these parameters for almost all cases.
Especially for our strict left-to-right model. However, for the B parameters, ex-
perience has shown that good initial estimates are helpful in the discrete symbol
case. therefore, we define the initial estimates in our strict left-to-right model

as follows:

43



A = non-zero random values, normalized to satisfy the constraint:
Yiia;=1,i=12,...,N.

bi(k) = —]}4— + € to satisfy: ¥M bi(k)=1,k=1,2,..., M.

e is a uniformly distributed random variable which is much

smaller than %

e Scaling
Scaling is required for implementing the re-estimation procedure of HMMs when
t starts to get big since each term of a4 (%) starts to head exponentially to zero and
the underflow problem occurs when the dynamic range of the o4(¢) computation
exceeds the precision range of any machine for sufficiently large t. Hence, the
only reasonable way to perform the computation is to incorporate a scaling

procedure.

In our character based HMMs, we used the basic scaling procedure which is
to multiply oy (i) and B;(i) by the same coefficients ¢; at time instant ¢ while

keeping the re-estimation result unchanged. In our HMM, c; is defined as:

Cl = =N .
=1 @1 (7')

¢ = == 25t<T
}..Ji:lat(z)

giving a1 (6) = c104 (i), then replace each ay(i) with a new one.

Obviously, the scaling procedure need not be applied at every time instant ¢, but
can be performed whenever desired. If scaling is not performed at some instant
t, the scaling coefficients ¢, are set to 1 at that time. The only real change to
the HMM because of scaling is the final computation of P(O|\). P(O|)) should
be divided by the multiplication of coefficients c; in the final computation or by

using log sum of ¢, for log [p(O|)].

e Effects of insufficient training data
Another problem associated with training HMM parameters via re-estimation
methods is that the observation sequence used for training is, of necessity, finite.
Thus there is always an inadequate number of occurrences of low-probability
events (e.g. b;(k)) to give good estimates of the model parameters. If b;(k)
(state=j and o, = vy) equal 0, it will stay O after re-estimation. The resultant

model would produce a zero probability result for any observation sequence that
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actually includes b;(k). Such a singular outcome is obviously a consequence of

the unreliable estimate that b;(k) = 0 due to insufficiency of training set.

In order to solve this possible problem in our system (even our system might
have sufficient training set), we used a simple way to handle this problem. That
is to add an extra threshold constraint (n) to the model parameters to ensure

that no model parameter estimate falls below a specified level [60] as follows:

n, otherwise

bi(k) = { bj(k), if bj(k) =1

5.5.3 Viterbi algorithm

The Viterbi algorithm is a formal technique for finding the single best state sequence,
q¢ = (qiqz...qr) with the highest probability, for the given observation sequence
O = (0105 . ..07). To do this, we need to define the quantity

5(3) = max {P(q1¢2---Gt-1,q = 1,0102...0¢|\) }

q192..-qt—1

that is, 6,(¢) is the best score (highest probability) along a single path, at time t,
which accounts for the first observation and ends in state i. The complete procedure

of this algorithm can be stated as follows:

1. Initialization. For all states i (1 < i < N),

61(7,) = 7rz-b,-(01),
(bl(’l’) = O,

2. Recursion. From time ¢t = 2 to T, for all states j (1 < j < N),

6(j) = m?X{[‘St—l(i)aij]}bj(ot)a
$:(j) = arg miax{[ét_l(i)a,-,-]},

3. Termination. (* indicates the optimized results).

fl

P* max {67(7)}

arg max {67(1)}

ST

il
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4. Path (state sequence) backtracking. From time T'—1 to 1
q,’f = ¢t+1(qt*+1)

It should be noted that the Viterbi algorithm is similar (except for the backtracking
step) in implementation to the forward-backward algorithm explained above. The
major difference is the maximization of P(O])) over previous states, which is used
in place of the summation of P(O|)) over all states. On the other hand, the Viterbi
algorithm is extremely efficient since it can operate in the logarithm domain using
only additions. Also it is possible to obtain the the state sequence at the same time.
Because of its advantages, we used it in our system for HMM based classification.
Given that the classifier has K models, an observation sequence O is classified to

class L using the following:
L = argmax {P(O|\))}

The diagram in Figure 18 explains this method.
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Figure 18: Diagram of Recognition Method
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Chapter 6

Hybrid HMM and MLP Classifier

for string recognition

6.1 System Architecture

The basic architecture of a hybrid 2-D HMM and MLP classifiers for the character
string recognition has been designed as shown in Figure 19.
In the following sections, we will discuss the combination of an isolated character

classifier and a touching character classifier.

6.2 Combination of 2-D HMM and MLP classifier

The combination of multiple classifiers is receiving increasing the attention of re-
searchers and practitioners of pattern recognition. Classifier combination is expected
to outperform the individual classifiers, whose performance is limited by the imperfec-
tion of feature extraction and learning/classification algorithms, and the inadequacy
of training data. In our system, MLP classifier can achieve a higher performance
for the recognition of isolated characters and it has been widely used in many OCR
systems based on segmentation technique for many years [26, 27, 28, 61]. In addition,
our 2-D HMM classifier can also achieve good performance for the recognition of iso-
lated characters. However, in string recognition, only single classifier can not achieve
a better performance comparing with combining multiple classifiers. Therefore, we

have suggested the method of combining 2-D HMM and MLP classifiers to improve
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Figure 19: System architecture of Hybrid 2-D HMM and MLP character string recog-
nition

the performance of our OCR system. In the following sections, we will first give a
simple introduction to MLP classifier and then discuss the combination of 2-D HMM
and MLP classifiers.

6.2.1 MLP classifier for the recognition of isolated characters

1. Feature Extraction
The feature extraction in MLP classifier is different from 2-D HMM classifier.
For a given character image, no normalization is used and three feature sets are
extracted in the MLP classifier:

e Feature Set 1 (16‘0D) consists of a mesh feature (160D), where the number
of local regions is 256 (16x16) and the dimension of the feature vector is
reduced from 256D to 160D by using Principal Component Analysis (PCA)
(see [62] for details).

e Feature set 2 (164D) consists of gradient feature (96D) and distance feature

49



(68D). For the gradient feature, 4 partitions of 3600 gradient direction
are considered, and the number of local regions is 24, that is 4 vertical
divisions and 6 horizontal divisions. For the distance feature, 17 positions
are considered for each of the sides (left, right, up, bottom) (see [62] for
details).

e Feature set 3 consists of outline layer features. It ‘calculates the distances
from the minimum boundary rectangle of the character image to the first
black pixels of outline layers on projection lines of 4 directions. These
distance values are divided by the width or the height of the image for
normalization purpose. The projection lines are equally spaced, and 17
lines are used in each direction. In addition, the maximum number of

outline layers in each direction has been set at 5 empirically.

2. Implementation of MLPs
In our system, two separate MLPs are implemented by using different input
feature sets (feature sets 1 and 2), and the outputs of the MLPs are combined
according to sum rule.
The Neural Network (NN) structures for these two MLPs:

e The first one is: 161 (input neurons) 90 (hidden neurons) 62 (output neu-

rons)

e The second one is: 165 (input neurons) 90 (hidden neurons) 62 (output

neurons)

Similar to our 2-D HMM classifiers, four isolated MLP classifiers are designed
to recognize character candidates according to their base line information (as-
cender, center, descender and general) obtained in the preprocessing stage. A
touching character MLP classifier is also designed to classify the 57 most fre-
quent touching characters mentioned in section 4.3. Each of these five MLP
classifiers is a combination of two separate MLP networks mentioned above
and the experimental results have shown a higher performance which will be

presented in section 7.1.

3. MLP classifiers trained with outliers

Though the MLP classifiers have shown a higher performance for recognition
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of isolated characters, we still found that our MLP classifiers sometimes are
sensitive to some out-of-class patterns (outliers). In order to make the MLP
classifier more accurate in character classification and improve its resistance to
outliers (NN classifiers were shown to be weak in outlier rejection according to
some publications), some modifications in the training stage of the NN classifier

have been made.

We have trained the MLPs by using both isolated characters and outlier samples.
Two types of outliers have been generated. The outliers with the first type are
generated from a set of touching character pairs (in CENPARMI database).
Here the touching character pairs contain all possible combinations of letters
(small or capital letters). The 1/4 parts of the pairs on the right and left
sides and 1/3 parts of the pairs in the middle are used as the candidates of the
outliers. If the confidence value of a candidate (from a classifier trained without
outliers) is higher than a threshold, this candidate is selected as an outlier for
the training. For the outliers with the second type, we generate them from
isolated characters. Currently 1/3, 1/2, 2/3 left parts of characters (6 fonts)

are used as candidates to produce the outliers with the second type.

In the training stage of our system, when the input pattern is an outlier, the
target outputs of all classes are set to 0. This effect guides the classifier to give
low outputs for all target classes on outlier patterns. The experimental result
has shown that training with outlier samples can largely improve the resistance
of NN classifiers to outliers. This is very useful in integrating segmentation and

recognition of character strings.

6.2.2 The Combination

As mentioned above, in order to obtain a better performance for machine-printed

character string recognition, a combination system of 2-D HMM classifier and MLP

classifier is being developed. Combining multiple classifiers has a different way and

different combination produces a different performance. Therefore, the methodology

of integrating the results of a number of different classification algorithms has been

studied by many researchers [31] and it gives us a good guide to combine our 2-D
HMM and MLP classifiers.
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To achieve high combination performance, there are some requirements related

to the constituent classifiers and the combination method. An essential condition

is that the individual classifiers are complementary like HMM and MLP classifiers.

On a set of complementary classifiers, also a good combination method is needed to

achieve a higher performance. The variety of classifier combination methods can be

divided into three groups according to the level of classifier outputs: abstract (crisp

class) level, rank level, and measurement level [31]. Combination at the measurement

level is advantageous in that the output measurements contain rich information of

class measures. Currently, the combination in our system is implemented at the

measurement level which can be divided into two subtasks: confidence evaluation

and combination rule. Figure 20 shows the combination topology:

Output

Combination Decision
Sum rule

Output

Output

2-D HMM classifier MLP classifier

3

3

Input

Figure 20: Diagram of Combination topology

e Confidence evaluation

For combining the classifiers with diverse outputs, confidence evaluation is par-

ticularly important. A confidence evaluation method can be decomposed into

two sub-functions: a scaling function and an activation function [63]. Basically,
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there are three activation functions corresponding to three types of confidence:
log-likelihood, exponential, and sigmoid. The scaling function shifts and re-

scales the classifier outputs into moderate ranges.

We denote 2-D HMM and MLP classifiers as Ex(k = 1,2), each classifying an
input pattern into the same set of M classes, with the outputs of classifier F
denoted as di. For generating confidence measures, first the classifier outputs
are shifted and scaled by a scaling function f;(d;) (1 < i < M) to a moderate
range. The re-scaled outputs are transformed to confidence measures by an

activation function
9i(di) = gi [fi(d)]

As prevalently used in neural networks, the sigmoid function behaves well in
squashing neuronal outputs to approximate probability measures and itself has
been a good activation function for confidence transformation and the outputs
from our MLP classifiers have been automatically transformed to (0,1). There-

fore, we keep the outputs of the MLP classifier unchanged.

Considering the outputs of our 2-D HMM classifier, we used the negative log-
likelihood as the confidence value which is different from the confidence value of
MLP classifier and should be normalized to the same range (0,1). We defined

the activation function simply the linear form of the scaling function:

gi(d) = afi(dy) + B

where a and § are coefficients.
Therefore, we first need to define a scaling function f;(dy) to re-scale the output

values of HMM to zero mean and standard deviation 1 (Global Normalization):

fild) = ]

ao

where py and o? are the mean and variance of the pooled classifier outputs,

respectively. Then we normalize the confidence values to the range of (0,1) by
gi(dx). Finally, the outputs of both 2-D HMM and MLP classifiers have been
transformed to confidence values in the range of (0, 1) and combination rule will
make the final decision of combination of 2-D HMM and MLP classifiers.
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e Combination rule
The combination rule used in the decision combination step (as shown in fig-
ure 20) can be Sum, Product, Maximum, Median etc. Some researchers have
proven that on transforming the classifier outputs to confidence measures, high
performance can be obtained by simple combination rules such as the sum rule
or product-rule [35]. Currently, Sum rule has been used in our system and other
rules will also be experimented in the future. The Sum rule can be described

as follows:

Let z be an input sample, and Ci(z), where k& = 1,2 be the decision on z
by 2-D HMM and MLP classifiers, respectively. Dy, (%), where & = 1,2 and
Jj =1,2,..., M represents the confidence value assigned to class w; by 2-D HMM
and MLP. Here M is the total number of classes in a classifier, e.g. M=13 for
the center classifier. By using Sum rule, the final combined result D(z) and

confidence value Cy,(x) are decided by the following equation:

2
Cuy(X) = Z=lewi® g5y
D(z) = w; if Cw, = max/Z; (Cu,())

After combining 2-D HMM and MLP classifiers, a group of isolated character clas-
sifiers are used based on different baseline information of connected components as

shown in the following digram (Figure 21):

_>[ Ascender classifier |
Yes -
_,I Descender classifier |

Reliability of baseline
information for a connected
component is high?

Connected Component

General classifier for
all classes

Figure 21: Diagram of isolated character recognition

From this structure we know that the reliability of baseline information is very
important. Figure 22 shows an example of reference lines detected. The reliability
of the baseline information is calculated by the ratio of the distance between the top

two reference lines to the x-height.
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Figure 22: Image with reference lines detected
6.3 Touching Character String Recognition

As described above, if the confidence value of a connected component recognized by
the combined isolated character classifier is not high, then this connected compo-
nent will be sent to our touching character classifier or Integrated Segmentation and

Recognition (ISR) module for further classification.

The touching character classifier

The touching character classifier is a combination of 2-D TCHMM and MLP classifiers
for the 57 most frequent touching characters or our special touching character HMM
classifier described in section 5:4.2. If the confidence value from the touching character
classifier is not acceptable, the connected component will be sent to the ISR module
for further classification. Figure 23 shows the diagram of the touching character

classifier.

Integrated Segmentation and Recognition of Character String

Generally speaking, in the ISR module, character string is recognized by using heuris-
tic pre-segmentation and dynamic programming (DP) search. A pre-segmentation
"module is first used to separate the character string image into primitive segments
and generate candidate character patterns. A combined character classifier is used to
assign character likelihood and class scores to each candidate pattern. A segmenta-
tion path is formed by a pattern sequence from the start segment to the last segment
such that each segment is used exactly once. The optimal path in the sense of maxi-
mum score found in DP search corresponds to the segmentation result of the touching

character image.

e Pre-segmentation

In this pre-segmentation module, our segmentation method can achieve accurate
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Figure 23: Diagram of touching character classifier

segmentation for both touching normal characters and touching italic charac-
ters. It is free of slant correction, so no extra noises will be introduced. The
input of this module is a character line image. We first detect the slant angle of
the line image, and then with this information, a slant projection is made. From
the smoothed histogram of the slant projection, local minimal points are con-
sidered as segmentation candidates, and then some candidates are removed by
heuristic rules. In addition, we also detect other probable segmentation points
by the feature points on the contour. Based on these segmentation points, the
shortest path approach is adopted for accurately locating the cut path of each
candidate segmentation point. Finally, a confidence value will be assigned to
each segmentation point presenting the likelihood of each segmentation point.

Figure 24 shows an example of segmenting touching characters of italic font.

witih litel® Pentiun® Il Processor at 600

Figure 24: Segmentation candidates of touching characters of Italic font
DP search

The basic DP search is implemented as follows. Each node in the candidate
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lattice corresponds to a state in the search space. The path from the start
node to an intermediate node corresponds to a partial segmentation-recognition
solution of touching character. The accumulated scores of the partial paths are
updated according to the preceding nodes of the intermediate nodes. As an
illustrative example, Figure 25 shows a graph of a candidate lattice containing
four image segments and nine candidate patterns. The node n3 is linked to
three preceding nodes by edges €2, €5, and e7. Denote the accumulated score

of optimal partial path at node n as D(n), the average score is

D(n)

ND(n) = ()

where L(n) is the string length of the partial path, and the maximum class
similarity of edge e as d(e). Under the accumulated score criterion, the score of

node n3 is updated by:
D(n3) = max [D(n0) + d(e2), D(nl) + d(e5), D(n2) + d(e7)]

where D(n0) = 0. While under the average score criterion, the score is updated
by:

D(n0) +d(e2) D(nl) + d(e5) D(n2)+ d(e7)

ND(n3) = max | =Fre = — e 71 0 L) 1

The optimal path at the terminal node n4 gives the result of segmentation-

recognition. It should be mentioned that for each result from each node a

e8
e2

et e4 ‘ e7
no0 ni n2 n3 n4
e5

€6

Figure 25: Diagram of DP search

verification module has been used to approximate the best path search and
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we will discuss the verification module later in section 6.4. Some preliminary
experiments have been carried out to test this method, and very promising

results have been obtained.

6.4 Verification

Since in the current system, many errors come from the touching character recognition
based on DP search, and some errors come from isolated character recognition for
some similar characters (e.g. ’i’, ’I’, and ’t’, 'c’ and '’ etc.), two verification modules

have been developed to reduce these errors:

1. The first verification module is designed for all classes by using K-Nearest Neigh-
bour (K-NN). This verification module includes a set of character verification
model. one for each class. Each character verification model consists of several
(5 in our experiment) D,-dimensional prototype vectors. These prototypes are
trained by using the K-means clustering approach from the set of training fea-
ture vectors generated from our isolated CENPARMI database (CENPARMI-
ISODB1 and CENPARMI-ISODB2} for each character class. Currently, we are
using 20 stroke crossing features and 10 profile features (calculating the first dif-
ferences of profile horizontally and vertically) for the verification model (i.e. D,
= 30). After the prototypes are trained, we can estimate threshold parameters

for the ¢-th prototype of the character class C,, as follows:

e T?(m,t) is the maximum distance of the training feature vectors from the

prototype concerned

o TV (m,t,i) and T}

v (M, t,1) are the minimum and maximum values of

the i-th feature among the training feature vectors concerned.

Suppose that the hypothesized character image has been recognized as character
Chm- In order to verify whether this recognition result is reliable, a D,, verification
feature vector, F, = (fi, f2, ..., fp,)}, is first extracted from the hypothesized
character image, and then compared with all the verification prototypes for
character C,, to identify the nearest neighbor, say t-th prototype. Let us use
SY(m,t) to denote the Euclidean distance between F, and the t-th prototype.
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Then, we can define a confidence measure for the recognition result C,, as

follows:
0, if S(m,t) > T¢(m,t) or
CM(m) = N> B

1, otherwise

where N™ = number of f; < T?..(m,t,4) or f; > T% .(m,t,) fori =1,2, ..., D,.
Then CM(m) can be used to determine whether the recognition result for a
hypothesized image is reliable. CM(m) = 1 means the recognition result is

reliable, otherwise it is not.

. The second verification module is designed and used in the DP search for each
segment. To enhance the recognition performance, besides the results from the
character classifiers, we have tried to use other sources of information in this
verification module to help the DP method to make a better decision. In our

current system, the following information has been used:

e Segmentation cost
As mentioned above, the confidence values related to the potential seg-
mentation points from the pre-segmentation stage have been added in the
DP search stage to evaluate each segment. For hypotheses that generated

from segmentation points with lower confidence value, a penalty is applied.

e Size and Shape information
We extract some information related to the aspect ratios of different char-
acters from our isolated character training set, and height and width values
of some characters in the string line being recognized when these characters
can be recognized with a high confidence. For hypotheses on characters
that are very short, compared to the average thickness, a penalty is added,

with a greater penalty value for classes that are ascenders or descenders.

e Position information
For hypotheses on characters that have a large proportion of their height
above the upper-line, a penalty is added for classes that are not ascenders.
For hypotheses that have a large proportion of their height below the

baseline, a penalty is added only for classes that are not descenders [64].
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Actually, more information can be integrated into the system. Frequency statis-
tics of touching characters mentioned in section 4.3, frequency analysis of words
[58] and knowledge from our online lexicon which will be presented in section

6.5 are some possible sources of useful information.

6.5 Online Lexicon

Our online lexicon is being developed to improve the accuracy of our OCR systems.
After the classifier has recognized each text line image, the final recognition result will
be refined further with our online lexicon to correct possible errors from classification.
It may take care of some pairs of characters having the same shape such as English
letters O and zero (0), English letters 1 and one (1), etc.

The lexicon is in the form of a DLL in which other programs may use to de-
termine the existence of a word (or phrase) in the English language, or to find the
closest matches. Our lexicon consists of 207845 words and 4892 word bigrams. The
lexicon was reduced from an original size of 600000 words. Rarely used words, ar-
chaic/obsolete words, and non-English words were filtered out. The online lexicon
can also identify some of the most common proper names. Additionally, it can correct
numerals, correct the case of a word, and determine if the word is formed by a merge
of two words.

If the input word exists in the lexicon, the program will correct the case (capital
or lower) of the word and return success value to the calling program, along with the
modified word. If the word does not exist in the lexicon, the program will then find
the closest matching words.

In order to determine the closest matches of a word, we send the word through
several heuristic functions. Each heuristic adds to a global list, the closest words it
was able to find, along with a probability for each word. If a word already exists
in the return list, the word is not added, but rather the probability of that word is
increased.

Currently, we have a total of thirteen functions. However, we do not always use all
of them when processing a word. We stop processing when we have a sufficient list of
words, with high enough confidence values. The numeral heuristic will not be applied

if there are not enough digits in the word. For example, the word ”2i0ns” contains
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two digits (2 and 0) less than half the word length, so this word is ignored by this
heuristic. The word ”3i9” would be changed to ”319”. An example of the case-fix
has is the word ”ConCORdia”. This word will be changed to ”Concordia” and the
word "cENParMI” will be changed to ”CENPARMI”. This case fix applies to all
words, not only capitalized words. This heuristic was added when it was discovered
that some OCR systems had trouble distinguishing between capital and lower case
characters (i.e. 7C” with ”¢”, ”70” with ”0”, and ”S” with ”s”).

The online lexicon was able to increase the accuracy of some OCR. systems. One
system was increased from 91.49% to 94.56%, a second OCR went from 92.90% to
95.19%, and a third OCR increased from 98.26% to 98.86%. The OCRs were tested
on 200, 500, and 351 lines respectively.

6.6 Improvement of Hybrid System

Our OCR system for printed English document recognition is a hybrid system which
has been presented above. However, it still needs to be improved further. In order to

make our hybrid OCR system more robust. We have proposed some improvements:

1. Modified structure of combining 2-D HMM and MLP classifiers
Since the performance of MLP classifier for isolated character recognition is
good and the processing time is shorter than 2-D HMM, the topology of com-
bining 2-D HMM and MLP classifiers has been modified in order to get a better

performance in terms of effectiveness and efficiency as shown in Figure 26.

According to Figure 26, we first try to recognize a character component by the
MLP classifier. If the confidence value returned from the classifier is higher than
a threshold, the corresponding recognition result is accepted. Otherwise, the
combination system of 2-D HMM and MLP is called to recognize the character.
In addition, we are trying a weighted Sum rule to combine the NN and HMM

classifiers. Some parameters need to be adjusted to get better results.

2. Interaction between Preprocessing and Classification
As mentioned in section 6.3, the DP search is performed to find the shortest
path based on presegmentation points provided by the preprocessing module.

However, sometimes the presegmentation points provided by the preprocessing

61



Output

Combination Decision
Sum rule
[} ]
Output Output
2-D HMM classifier MLP classifier
3 3y
A
Reject

MLP classifier

J

Input

Figure 26: Architecture of the modified system of Hybrid HMM and MLP classifiers

module are not enough such that the DP search can not get the best result in
terms of a higher confidence value. To solve this problem, interaction between

preprocessing and classification module has been added to our system:

First, the preprocessing module provides presegmentation points to the DP
module. If the confidence value from DP search is acceptable, the classification
module will output the result. Otherwise, the ISR module will call the prepro-
cessing module again to provide more segmentation points (over-segmentation

points) and the DP search will continue to find the best result.

Second, if the preprocessing module detects considerable broken parts which can
be acquired during image quality assessment and they dominate the text line
image [48], this means the input line image has more broken characters. Then
the preprocessing module will send this information to the classification module
which will call the preprocessing module to group connected components of each
word or the whole line as needed, and the ISR module will continue to recognize

each word or whole line based on DP search. Therefore, our improved hybrid
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system is capable of handling some degraded documents with broken characters.

Figure 27 shows the diagram of the interaction between preprocessing other

modules.
'd N\
Text line image ' | Pre—segmentation
I cc
¥
Over—segmentation Classification
and
t Verification

Result is not acceptable

[ Post—processing J

(. J

Figure 27: Interaction among preprocessing, classification and post-processing units

3. Interaction between Classification and Post-processing
Post-processing is a very important stage for all OCR systems. The online
lexicon is the main model of post-processing module in our OCR system and it
plays a vital role in improving the accuracy of our OCR system. However, if the
recognition result has been output to an online lexicon from the classification
module, the online lexicon will try its best to correct errors and it still can not
correct all errors from the classification module, especially for the recognition of
degraded printed documents. Therefore, interaction between classification and

online lexicon is important and necessary in our OCR system.

As mentioned in section 6.3, the confidence values corresponding to each char-
acter candidate have been sent simultaneously to the online lexicon while recog-
nition result is output to the online lexicon. When the online lexicon tries to
correct the recognition result from the classification module, it also considers
the confidence value of each character in some confused words in order to avoid
mis-correcting some correctly recognized characters. In addition, the classifica-
tion module can also make use of the lexicon in order to improve ISR module

and it will be included in our future work (Figure 27).
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Chapter 7
Experimental Results

In order to verify the efficiency of our 2-D HMM classifiers, a series of comparative
experiments for isolated printed character recognition are conducted. Also, the per-
formance of MLP for isolated printed character recognition and the performance of
the whole system for text line recognition will be given in the following sections. All
the experimental results were tested on a Dell Pentium 4, 2.4G HZ, 1G RAM and

67.6G Hard Drive machine, and we assume all the input images are binary images.

7.1 Isolated character recognition

The data sets for training both HMM and MLP classifiers on isolated character recog-
nition are derived from CENPARMI-ISODB1 and CENPARMI-ISODB2 databases,
and one training set (Iso-TrainSet 1) consists of 13650 character samples excluding
punctuation, and another training set (Iso-TrainSet 2) contains 25839 samples includ-
ing punctuation as mentioned in section 4.2. Both Iso-TrainSet 1 and Iso-TrainSet 2
contain 20 fonts, 4 styles (normal, bold, italic and bold italic), and different sizes. The
testing sets for isolated character recognition are also derived from the same database.
One (Iso-TestSet 1) contains 9672 character samples without punctuation, the other
(Iso-TestSet 2) consists of 15218 samples including punctuation (see section 4.2). The
testing sets have the same fonts, styles and sizes as the training sets. The training
and testing sets for touching character HMM classifier(TCHMM) includes 3936 and
954 touching samples, respectively (see section 4.3). The target of TCHMM is to

recognize the 57 most frequent touching characters mentioned in section 5.4.1. The
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testing results and error analysis for isolated character recognition are given below.
TOP1, TOP2, ..., TOPS listed in the tables are defined as: TOP1 means input pat-
tern belongs to the first choice of the outputs, TOP2 means input pattern belongs to
one of the first two choices of outputs; ..., TOP5 means input pattern belongs to one
of the first five choices of outputs. Then we measure the corresponding recognition

rates.

1. Testing without punctuation training

Table 6: A Comparison of 5 1-D HMM and 2-D HMM classifiers for the recognition
of isolated character and 57 most frequent touching characters without punctuation
training

HMM Classifier | No. of Models | TOP1 | TOP2 | TOP3 | TOP4 | TOP5
1-D ASCHMM 176 95.18% | 97.42% | 98.12% | 98.40% | 98.65%
1-D CENHMM 52 96.01% | 97.83% | 98.87% | 99.21% | 99.41%
1-D DESHMM 20 99.10% | 99.62% | 99.62% | 99.62% | 99.74%
1-D GENHMM 216 93.43% | 96.10% | 97.23% | 97.75% | 98.00%
1-D TCHMM 57 96.37% | 97.32% | 98.16% | 98.69% | 99.13%
2-D ASCHMM 156 98.69% | 99.63% | 99.99% | 99.99% | 100 %
2-D CENHMM 52 99.75% | 100% 100% 100% 100 %
2-D DESHMM 20 100 % | 100% | 100% 100% | 100 %
2-D GENHMM 216 98.42% | 99.48% | 99.77% | 99.88% | 99.98%
2-D TCHMM 57 99.37% | 99.69% | 99.90% | 100% 100 %

Table 7: The Top 5 results of of 5§ MLP classifiers for the recognition of isolated and
57 most frequent touching characters without punctuation training

MLP Classifier | TOP1 | TOP2 | TOP3 | TOP4 | TOP5
ASC MLP 98.25% | 99.43% | 99.69% | 99.79% | 99.93 %
CEN MLP 99.90% | 100% | 100% | 100% | 100 %
DES MLP 100 % | 100% | 100% | 100% | 100 %
GEN MLP 98.59% | 99.38% | 99.67% | 99.89% | 99.95%
TC MLP 99.27% | 99.59% | 99.87% | 99.95% | 100 %

In order to verify the improvement of our proposed 2-D HMM classifiers com-
pared with 1-D HMM classifier, a series of comparative experiments are con-
ducted. The training and testing sets for four baseline 2-D HMM classifiers used
here are Iso-TrainSet 1 and Iso-TestSet 1, respectively. If baseline information

can be obtained with a high confidence value from the preprocessing stage, the
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9672 isolated character samples can be recognized by three 2-D HMM clas-
sifiers (2-D ASCHMM, 2-D CENHMM and 2-D DESHMM) corresponding to
Ascender, Center and Descender baseline, respectively. Otherwise, all the 9672
samples are recognized by 2-D GENHMM classifiers. The detailed statistics of
the Top 5 testing results on Iso-TestSet 1 for both 1-D HMM and 2-D HMM
classifiers are summarized in Table 6. The same experiments for MLP classifiers
are shown in Table 7. The error analysis will be given in the error analysis of

testing with punctuation training.

o Performance
From Tables 6 and 7, we can see that the performances of the 5 2-D HMM
classifiers are much better than the 5 1-D HMM classifiers. Particularly,
the performances of 2-D ASCHMM, 2-D CENHMM, 2-D GENHMM and
2-D TCHMM classifiers. On the other hand, the performances of the 5
2-D HMM classifiers are closer to the 5 MLP classifiers and both the 5
2-D HMM and MLP classifiers have a higher recognition rate on isolated
characters. Obviously, Center, Descender and Touching character HMM
and MLP classifier have a higher recognition rate than Ascender and Gen-
eral classifiers because the target classes of the former classifiers are much
smaller than the latter classifiers. Basically, increasing recognized classes

decreases the recognition rate.

2. Testing with punctuation training

Table 8: The TOP 5 results of Ascender and General 2-D HMM classifiers for isolated
character recognition with punctuation training

HMM Classifier | No. of Models | TOP1 | TOP2 | TOP3 | TOP4 [ TOP5
2-D ASCHMM 228 98.45% | 99.23% | 99.69% | 9989% | 99.99 %
2-D GENHMM 268 98.32% | 99.48% | 99.77% | 99.88% | 99.98%

Table 9: The TOP 5 results of Ascender and General MLP classifiers for isolated

character recognition with punctuation training

MLP Classifier | TOP1 | TOP2 | TOP3 | TOP4 | TOP5
ASC MLP 98.24% | 99.32% | 99.67% | 99.86% | 99.95 %
GEN MLP 98.45% | 99.38% | 99.68% | 99.89% | 99.96%
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As mentioned in sections 5.3 and 6.2.1, 13 punctuations have been treated as
recognition targets of both Ascender and General 2-D HMM and MLP classi-
fiers. For the 13 punctuations, we have collected similar training and testing
sets which include 20 fonts, 4 styles and different sizes like the isolated char-
acters (see section 4.2). The training and testing sets are Iso-TrainSet 2 and
Iso-TestSet 2 as described above. The testing results of 2 2-D HMM and MLP
classifiers on Iso-TestSet 2 are shown in Tables 8 and 9. Here, we only show
results of Ascender and General 2-D HMM and MLP classifiers because the
punctuations will only affect the performance of these two classifiers and the
results of the other 3 2-D HMM and MLP classifiers will remain the same.

e Performance
In Tables 8 and 9, we can notice that the performances of Ascender and
General 2-D HMM classifiers with punctuation training are slightly lower
than that of 2-D HMM classifiers without punctuation training. However,
the performances of Ascender and General MLP classifiers with punctu-
ation training are almost the same as shown in Table 7. This is because
we have added 52 (13x4) more punctuation models to our 2-D ASCHMM
and GENHMM and decreased the recognition rate a little bit while only
13 punctuation classes have been added to the ASCMLP and GENMLP
classifiers. However, the overall performances of both 2-D HMM and MLP
classifiers are still good and similar to each other after training with punc-

tuations.

e Error analysis

Even though our 2-D HMM and MLP classifiers have achieved a higher
performance for isolated character recognition, some errors exist. Based
on our experiments on Iso-TestSets 1 and 2, most errors come from similar
character image groups for both the HMM and MLP classifiers, such as
CGC), (B8), (i°,’T), (°/’,1), (numeral 1’ and character 'I’), etc.
Some examples of such cases are shown in Figure 28.

In Figure 28, characters 'B’, ’Q’, ', ’/’, 'G’, ’$’, ’i’ and I’ have been
misclassified as '8’, ’a’, T, 1, ’C’, ’S’, ’j’ and numeral ’I’ respectively
because of their similarities. Most of these errors can be corrected by

our verification module and online lexicon in string recognition. Very few
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Figure 28: Examples of characters misclassified as 8,a,1,1,C,S,j

errors come from the degraded images (see Figure 29).

H & r ¢

Figure 29: Examples of degraded characters misclassified as h,8,F,L
In Figure 29, characters 'H’, ’s’, r’ and ’t’ have been misclassified as characters

'h’, '8, 'F’ and 'L’ respectively because original images are degraded. These

errors can also be corrected by online lexicon in string recognition.

7.2 Text line recognition

7.2.1 Experiments on Bigram characters

Table 10: A comparison of character recognition accuracies (%) for four recognition
systems tested on bigram set(CENPARMI-SPDB)

Systems Lines | Bigrams | Characters | Accuracy %
FineReader 936 24336 72072 86.89
OmniPagel2 | 936 24336 72072 97.12
TextBridge 936 24336 72072 97.44
Our system 936 24336 72072 98.87

The experiments presented in section 7.1 have shown good recognition rates of
our hybrid 2-D HMM and MLP classifiers on isolated characters. However, we need
to further verify the performance of our hybrid 2-D HMM and MLP classifier and

our segmentation method on text line récognition. Therefore, we have conducted the
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Table 11: A comparison of character recognition accuracies (%) for 2 recognition
systems tested on bigram set(CENPARMI-SPDB) without lexicon

Systems Lines | Bigrams | Characters | % Accuracy
TextBridge | 936 24336 72072 90.32
Our system | 936 24336 72072 98.87

first experiment on Bigrams which contains 24245 (33.4%) touching characters in all
text lines. We also compare the testing result of our system on Bigrams with three
other commercial OCR software packages in order to evaluate the performance of
our classification module. The testing set ( TestSetBI ) used in this experiment is
CENPARMI-SPDB database (see section 4.1), and the detailed testing results of four
OCR system under the same condition are summarized in Table 10. Table 11 shows
a comparison of our system and TextBridge on the same testing set (Bigrams) but |
without the lexicon. It should be pointed out that we can not disable the lexicons of
the other two commercial OCR systems (FineReader and OmniPagel2) in Table 10.
Therefore, we can not carry out the same experiments for the other two commercial
OCR systems without their lexicon, and we will only give the comparison of our
system and Textbridge in subsequent experiments with and without the lexicon. OCR,

performance is measured using the percentage Accuracy defined as

substitutions + deletions + insertions

(1 ) % 100%

~ total number of characters in reference
where the reference is the ground truth.

e Performance
From Table 10, we can see that the character accuracy of our system without
the lexicon is 98.87% which is better than three other commercial OCR. sys-
tems. This proves that the performance of our hybrid 2-D HMM and MLP
classifiers are quite promising, and our ISR module also works well for segment-
ing touching characters. In Table 11, when we disable the lexicon of Textbridge,
its performance is worse (only 90.32%) than using the lexicon. However, our
system without lexicon can achieve a much better performance than Textbridge.
This also shows that the lexicon plays a vital role in OCR system. In addition,
even thought we can not test the other two commercial OCR systems with-

out the lexicon, we can expect that the performance of the other commercial
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OCRs without the lexicon should be worse than that with the lexicon, and the

performance of our system is still better than theirs.

e Error analysis
After analyzing the experiment results, we observed that most errors (80%)
come from baseline detection errors; some errors come from similar charac-
ters such as (’t’, '’ and numeral ’1’), ("o’ and numeral ’0’), (’r’ and '), (T’
and "T°), etc. Very few errors come from segmentation, such as ('’ to 'n’),
(w’ to 'vv’), (’vr’ to 'w’), etc. For the baseline detection errors, the reason
is because each text line is composed of bigram characters and it is difficult
to detect baseline information for those text lines containing all lower case or
all capital case bigrams. Therefore, we can only use the General classifier to
recognize them. As we mentioned in section 5.3, we have considered each pair
of {(Cc), (0o), (Pp), (Ss), (Vv),(Ww), (Xx),(Zz)} as the same class. Usually,
these errors can be corrected in real documents. The detailed errors are sum-

marized in Table 12.

Table 12: Distribution (%) of common errors from our OCR, system on Bigram test

Error Type Actual Text | CENPARMI OCR output | % Error
p P
0 0]
Baseline Error X X 80.69
w %
c C
S X
Similar Characters t |
1 T
1 1 11.09
f t
fl n
Segmentation w Vv
rn m 4.58
rv w
other errors 3.64
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Table 13: A Comparison of character recognition accuracies (%) for two recognition
systems tested on different sets of text lines

Test Set Systems Lines | Chars. | % Acc.
TestSet 1 TextBridge 351 | 19822 | 97.12
TextBridge+Lexicon | 351 | 19822 | 99.40

from Our System 351 | 19822 | 98.79
CENPARMI-DOCDB | Our System+Lexicon | 351 | 19822 | 99.53
TestSet 2 TextBridge 100 | 2380 | 78.82
TextBridge+Lexicon | 100 | 2380 | 82.52

from Our System 100 | 2380 | 88.03
FUJITSU-DOCDB | Our System+Lexicon | 100 2380 | 88.03

7.2.2 Experiments on real documents

In order to further verify the effectiveness of our OCR system for recognition of
real English documents of Multi-font and varying qualities, two different comparative
experiments are conducted. Two testing sets are used in the experiments. The first
test set, TestSet 1, is derived from CENPARMI-DOCDB database (see section 4.1),
and 351 text line images are randomly selected from CENPARMI-DOCDB database.
19822 characters are included in TestSet 1. The second test set, TestSet 2 is derived
from FUJITSU-DOCDB database (see section 4.1), consisting of 100 degraded text
line images, yielding 2380 characters. Since our online lexicon is being developed,
we list the testing results of our system with and without the lexicon in order to
see the performance of our classification module and the improvement of our online
lexicon. In addition, we also compare the results of our system with a commercial
OCR (TextBridge). Table 13 shows the detailed testing results. OCR performance is

also measured using the PercentageAccuracy as described above.

o Performance
From Table 13, we observed that the performance of commercial OCR with
lexicon is better than that of our system on TestSet 1 which is relatively clean.
However, the performance of our system without lexicon is better than that of
commercial OCR on TestSet 1. In the meantime, the performance of our system
is better than that of Textbridge on TestSet 2 which is degraded whether lexicon
is used or not. Most importantly, on both TestSets 1 and 2, the performance
of our OCR without lexicon is much better than that of Textbridge and much
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Table 14: Distribution (%) of common errors from our OCR system on Test Sets 1
and 2
Error Type Actual Text | CENPARMI OCR output | % Error
1
1 i
Similar Characters i 1 57.62
i J
1 1
h b
Punctuations ’ 22.29
I [
/ 1
I ]
Segmentation rn m
fr k 18.07
ri d
Other errors 2.02

more improvement can be expected from our lexicon in the future because the
lexicon of commercial OCRs has improved the classification result (2%) more
than our lexicon does (less than 1%). It further proves that our hybrid 2-
D HMM and MLP classifier and ISR module are reliable and good for both
clean and degraded documents. Finally, If we do not consider the lexicon, our
proposed hybrid 2-D HMM and MLP classifier and ISR module can be a good
approach for unlimited-vocabulary OCR. Obviously, making use of lexicon and

some contextual information can improve the overall performance of OCR.

Error Analysis

Based on the experiments on TestSet 1 and TestSet 2 (see section 7.2.2), it has
been found that most errors come from similar characters, punctuations and
segmentation as shown in Table 14. There, we can also see that more than
57% errors come from similar characters because sometimes it is difficult to
distinguish them if the quality of document is not good. In addition, since we did
not train our classifiers on some small punctuations, such as ’. , ; : -, we only
classify these small punctuations according to their structures, positions, sizes,

etc, and it is likely to make some mistakes, especially for degraded documents.
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In the meantime, for punctuations ", ’]’ and ’/’, it is hard to distinguish them
from ’’, 'T" and numeral 1’ without contextual information. About 22% errors
belong to this type of error. About 18% errors come from segmentation and
most of them can be corrected by improving our ISR, module and the lexicon.
Figures 30 and 31 show some misclassified sample images by our OCR. (without

lexicon) on TestSet 1 and TestSet 2, respectively.
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Figure 30: Misclassified error sample images on Cenparmi database
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Chapter 8

Conclusion

8.1 Contribution

In this thesis, a hybrid 2-D HMM and MLP based OCR system has been proposed
to recognize printed English documents of multi-font and varying qualities. Several
new methods have been proposed in the recognition stage in order to improve the
performance of character recognition. From the experimental results, the effectiveness
of the proposed methods has been proven. The main contribution of this thesis can

be summarized as follows:

1. Statistics of frequency of touching characters
A detailed statistical analysis has been done on analysis of frequency of touch-
ing characters and the corresponding touching character database is built and
used in our OCR system. To the best of our knowledge, this is the first for-
mal research on analyzing frequency of touching characters and the statistics
presented in this thesis can also be used in other research and OCR systems

related to the recognition of printed English documents.

2. Touching Character Classifiers
A segmentation free touching character classifier for both 2-D HMM and MLP
on the 57 most frequent touching characters has been built successfully and
applied to OCR system based on our statistics of frequency of touching char-
acters. In addition, we have suggested a new method to automatically build
special touching character HMMs and some word HMMs to recognize some

special touching characters and words.
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3. 2-Direction(D) HMM.
A 2-D HMM with multi-model corresponding to different character styles (nor-
mal, bold, italic and bold italic) has been designed and applied to improve the

character recognition rate, and a significant improvement has been achieved
compared with 1-D HMM.

4. Impove the Hybrid HMM and MLP classifier
The 2-D HMM has been combined with MLP classifier to improve the original
version [65]. At the same time, different 2-D HMM and MLP classifiers based
on baseline information (Ascender, Descender, Center and General) and trained
on multi-font database have been built and combined together to improve the
recognition rate. The hybrid 2-D HMM and MLP classifier has shown stable

and good classification performance.

5. Improve the Integrated Segmentation and Recognition module.
In order to recognize both clean and degraded printed documents, an im-
age quality assessment technique [48] and a combination of segmentation-free
(touching character classifier) and segmentation-based method has been used
to improve performance of our OCR system. For the segmentation problem, an
integrated segmentation (pre-segmentation and over-segmentation) and recogni-
tion module combined with verification has been improved based on the original
ISR version [65]. The overall performance of our OCR is quite impressive and

promising.

6. Database establishment
A touching character database has been built for the recognition of the 57 most

frequent touching characters.

8.2 Future Work

Though our OCR system has achieved promising performance, it is still far from real

application, and more work related to the following aspects may be done in the future.

e Improve the preprocessing module

The baseline reliability should be further improved when degraded documents
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occur. Currently, the baseline detection uses very strict threshold and may fail
to detect some baselines in degraded documents, leading to a decrease of the
performance of our system. In addition, image quality assessment and filtering
selection should be further improved to handle degraded documents, especially

for broken characters.

Improve punctuation engine

Currently, some errors coming from punctuations still exist and further im-
provement should be made to strengthen the punctuation engine. In addition,
our current classifiers can only recognize 20 punctuations, and the remaining 10
punctuations, such as ‘#’, ‘“+’, ‘{’, ‘}’, etc. should be added to our classifiers

and more experiments should be conducted to support all punctuations.

Improve ISR module

Even our current ISR module works well, further improvement can be made by
integrating more knowledge, e.g. frequency of touching characters, frequency of
bigrams, trigrams and words could be two aspects of improvements. In addition,

making use of lexicon in ISR, module could be another aspect of improvements.

Improve online lexicon

Based on the experimental results, our lexicon only improves the classification
result a little while commercial OCR system has made much contribution to
the overall performance. Therefore, more works should be done to improve our

lexicon and much better performances can be expected in the future.

Study other strategies for printed document recognition

Some other techniques, e.g. the fully HMM-based approach used in [19, 20] and
Segmentation and MCE negative training based approach used in [14] to recog-
nize printed English documents, should be investigated and compared with our

current method. Some ideas from these methods can be employed to improve

our system.

Preparing for real application
The final goal of the main modules of this system is for real application. As a
result, our hybrid OCR has to be further trained and tested on larger databases,

and more real-life data need to be collected in the future. In addition, the

7



processing time should be considered as another important factor for practical
applications, and therefore refinement in each stage should be made to speed

up the whole system.
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