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- A feedforward tracking filter (FTF) adopting two

" matched (identical) bandpass filters (BPFY and feedforward

control to provide fast and reliable acquisition, phase and
frequency tracking ability is propoged. As dpposed to feed-
back trackfhg filters, the FTF is unconditionslly stable,
free from hang-up and only needs a wunity gain. Various
analog and digital BPF conf{gurations are used 1in the
anﬁlysis of the continuous and discrete FTF transient and
steady-state behaviour. The results sth that for the same
noise bandwidth, the FTF using two identical double-tuned
BPF's provides the best performance, and that the acguisi-
tion 1is not degraded by inter-bursé—interference (IBI).
Acquibition of the discrete FTF can be achieved in no longer
than twice the delay of the digital BPF. Symmetrical tran-
‘sversal filters with apodized weight coefficients achieve
the fastest acquisitién. The effect of the mis-matched
BPF's on the tracking performance are studied analytically
and experimentally. L

To characterize the nonlinear FPTF bandpass system, the
spectrum and the signal-to-noise ratio (SNR) of the FTF upon

the excitation of signal plus noise are inyestigated. " The
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experimental and theoretical results are in agreement, which
sHow that tra¢king ability using feedforward compgnsation
B -
scheme 1is achieved’at the expense of the SNR. The lowpass
. equivalent model of the FTF is strictly linear such that the
_phase noise performince of the FTF is found to have tS? same
chaf&cteristics as_that of the PLL.
s .
- ’ 4
! \
Comparison of FTF with a PLL and arf AFC loop indicates .
that FTF has superior frequency tracking performance and
fast acquisiéidﬁ without being impaired by the hangup
phenomenon. An illustrative application of the EAF to a

' coherent TDMA/QPSK carrier recovery circuit.ié presented.

o L
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'i CHAPTER 1

INTRODUCTION \

‘\,._&/“°\

In cohe%ent, synchronous communication systems, signals
carrying infd;mation are usqally transmitted with suppressed
carrier for efficient use of transmitted power. The receiver
must regenerate a properly phased local ﬁarrier for coherent
demodulation. Otherwise the performance of the communica-

_tion system  will be degraded. In the worst case, the
undesirable phase error between tpe local and regenerated
carriers will cause loss of information. In practice, the
regénefated carrier is accompanied with a large amount of
noise, and its phase varies randomly in time. Therefore,
circuitry or a tracking bandpass filter must be provided in
the receiver to keep track of the change of this random,
noisy input phase information. For this special purpose, the
tracking bandpass filter is a narrowband bandpass filter
with a constant phase response over a certain range of input

frequency offset,

1.1 Tracking bandpass filters

- Cbnventionally, the phase tracking ability is achieved
by feeding back the output signal and comparing its phase to
that of the input signal to produce an error signal whi;h
is, in tu{n, used to correct the output phase. Phase-locked ‘

loop (PLL) in Fig.1.1 is an example of a conventional track-

ing bandpass filter (BPF): the output of the phase detector

m
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(PD) represents the phase difference (error) between the
input and output signals. This phase error signal 1is
filteré® by a lowpass filter (LPF) and fed to drive a
Voltage Controlled Oscillator (VCO) which generates a
signal according to the magnitude of the}error signal. By
successively 1looping and correcting, the error signal will
vanish and the VCO output phase will eventually equal the
phase of fhe input signal. The characteristics of the loop
filter has a considerable influence on the properties of the
loop. The second order PLL with high gazin active LPF Jis
shown to have good steady-state tracking performance and

narrow noise bandwidth [1,2].

It is well known that there is always a tradeoff

between acquisition (pull-in) time and equivalent noise

‘bandwidth of a tfacking BPF. In the particular case of PLL,

the pull-in time is inversely related to the bandwidth of
the léop. Under a certain narrow bandwidth requirement, the
PLL 1is toco slow to respond (e.g. in the Time Division
Multiple Access (TDMA) digital communication systems}.
Moreover, there 1is another signific;nt problem associated
wiﬁh PLL if fast acquisition of a signal is a requirement.
This problem is known as 'hang-up' which gives occasional
prolonged phase transienﬁ and thus causes very long acquisi-
tion time {1,3]. ‘

~

The feedback configuration of the PLL may account for



\ the above drawbacks although. the advantage of the feedback
configuration has been extensiyely demonstrated (sl.
Gardner in his report (4] has suggésted the use of a high-Q
single-tuned BPF centered at the nominal frequency of the
input signal to achieve fast acquisition and solQe the hang-
up problem. .However, the input freqaéﬁcy offset will cause

'Néhénges in the phase'difference between the input and output
signals due to the steep slope of fhe phase response of the
high-Q filteg. An‘Automatic Frequenéy Control (AFC) loop
has to be used to regulate the input frequency 'offset and
reéultant phase shift through the filter. An AFC using a
high-Q BPF centered at the input nominal frequency W, is
shown in Fig,1.2. For an input frequency step, the phase
difference between the input and ogtput of the BPF produces
an error signal to‘correct the VCO frequency. Tﬁe“modified
VCO signal is then fed back to adjust the input frequency of
the BPF to wO: Simu}taneously, the VCO signal is fed forward
to maintain the constant phase difference of the input and

output of the BPF.

Regarding this circuit (Fig.1.2}, the high-Q filter is
resgricted to have total phase change less than 7 or én °in
order to have a desirable error signal characteristic® with
only one zero'crossing at the center frequency L The
restriction arises from the periodic characteristic of the
phase detect8r having zero crossing at every km of phase.
Besides, the linearity of tﬁe phase response of the filter

and the‘output characteristic of the phase detector are also

o ————— £ RS S o
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required to bive a linear characteristic of 'the error
signal.

3

1.2 Feedforward Tracking,Bandpasé Filter

»

In essence, the conventional feedback correction scheme
is adopted to obtain the tracking effect in both the PLL and
AFC loop using high-Q BPF. 'In contrast to this ‘feedb;ck'
approach, a novel approach of using 'feedforward' compensa-
tion scheme to attain the tracking ability is wused in a
gquadrupler of TDﬁA/QPSK' demodulator (7]. It was shown that
the feedforward approach can also achieve fast acquisition
time and good tracking performance. The circuit used in (7]
is designed particularly for the quadrupler configuration.
Its application to other carrier recovery (CR) circuit using
repodulator technigue is hindered, and its increased cycle
skipping rate introducéd by the phase ambiguity of the
divider in this circuit is also a problem. To extend the
feedforward concept, a generalized Feedforwa;é Tracking
Bandpass Filter (FTF) shown in Fig.2.1 is proposed and
studied in this thesis. FTF consists of two identical BPF's
tuned at the nomiqgl frequency of the input signal and two
non-linear elements, namely, a doubler and a multipler. I£
will be shown that, in addition to the fast acquisition and

good tracking performance, FTF is free from hang-up and from

the restrictions found in the BPF with AFC.

o ——— e 4w
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1.3 Scope of thesis

Following this introductory chapter, the basic opera-

" tion of the FTF is explained and an egquivalent baseband

model of FTF is presented in Chapter 2.

The eqdiyalent basebanqjmodel is‘psed in Chapter 3 to
investigat; the transient behaviour of the FTF with phase
and frequency step input signals. " Various bandpass filter
configurations are considered and compared in the investiga-
tion. Experiments are performed to verify the analytical

results. The discussion of the phase transient due to the

Inter-Burst-Interference are also included in Chapter-3. -

The steady-state behaviour of the FTF is examined . in
Chapter 4. The effects of the mis-matched BPF's on the
tracking performance is analytically and experimentally

illustrated. The tradeoff between the bandwidth and steady-

. state/acquisition performance is presented.

In Chapter 5, the performance of the FTF in an additive
w?ite Gaussian noise environmé%! i; studied. IAn analytical
evaluation of the spectrum of the FTF using ideai BPF's is
given. The analytical resulfs are verified by performing
experiments wj%h sharp surface-wave-acoustic (SAW) bandpass

filters. The expressions of the input and output signal-to-
©

.noise .ratio of the continuous and discrete FTF are derived.

‘The effect of the phase noise on the FTF and the probability

u
"o -
\ . s s . . s ’ . © L m—— g A s
. .
\
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of the phase error caused by the phase noise are studied.
Finally, a brief discussion of the cycle skipping of the FTF

is presented in Chapter 5.

In Chapter 6, the FTF is compared with other tracking

filters such as a PLL and an AFC loop.

v

FTF in the CR circuit of a cohereng QPSK demodulator. ‘The

Chapter 7 describes an illustrative application of the

effect of the FTF on the bit error rate performance of the

modulator/demodulator are experimentally investigated.

r3

Finally, Chapter 8 contains the conclusion and

suggestions for further study.

1.4 Research contributions

N\

A generalized Feedforward Tracking Bandpass Filter
(FTF) is proposed and studied in this thesis. The main theme
of this thesis is to introduce a feedforward scheme which
can provide superior performance than some schemes such as
PLL and AFC loop, namely, faster acquisition, zero steady-

state error for both phase and frequency step inputs, and no

.hang-up problem. The major contributions of our research

can be summarized below:

«

*.Investigation of the best type of BPF used in the

feedforward compénsation scheme in order to achieve
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the fastest acquisition.

I4 » ~.-

'* Investigation of the phase and frequency tracking

behaviour of the feedforuard'compensation scheme,

* Investigation of the nonlinear behaviour of the feed-
forward compensation scheme in an additive white

Gaussian noise.
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CHAPTER 2

GENERAL ANALYSIS OF FTF

2.1 Principle of operation

The basic operation of the FTF ié different from ' that’
‘ of the conventional feedback trackiﬁg BPF.

Refering to the Fig.2.1, a high-Q BPF (BPF1) centered’
at -the nominal input frequency is used to filter the noise
accompaning the inpuE signal.  The phase shift 8 at the
output of the BPF! due to the input frequency offset is

compensated by

* forwarding the frequency offset to another identical
high-Q BPF (BPF2) to induce a total phase of 28,

* forQard!ﬂ?“ the frequency offset to a dou?}er to
produce a phase shift of 26 at twice the frequency
of the signal, and

* subtracting the output‘phase of BPF2 from that of
the doubler, | '

The input signal with unaltered phasé is replicated at

the output of the multiplier. From this scheme, the tféck-'
ing ;bility, in effect, is obtained although thé output is

not fed back to track the input signal.

The 1linear phase characteristics of the BPF is not
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Fig. 2.1: Bandpass‘model{of FTF
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FTF is followed by a bandpase filter which removes the
high frequency components-due to-qultipyication and
amplification.
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the . investigation
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In faét,

fastest acquisition of the FTF.

feedforward

' track}ng capaBility

particular tracking BPF.

2.2 hoop model

phase

compensation

¢

In short, FTF
scheme to achieve

and this sgheme gives the name to

any type of BPF can be
This broad choice of BPF leads us to
the best BPF which will give the

adopts a

the

-

this

To study the transiept and steady~state behaviour of

the FTF, an équivaleht baseband model of the FTF in a noise-

. free "environment shown in Fig.2.2 is uged.

The BPF's are

replaced by their equivalent lowpass models and the bandpass

input is replaced by its baseband phase input.

and Km

are, the gain of the doubler and the multiplier respectively..

N

Assuming thé two BPF's have the same transfer function

Fl(s), a set of transfer functions of the FTF can be

as’
Bl(s)
= F. (s)
Bé(s) )
s ei(s)
8,(s)

o (s) - 2KgFy(s)

4

[F, (s)] 2

'
°

found

" (2.1a)

(2.1¢c)

= <

T e el e

N
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8, (s) . A , ‘
Ty " KmFl(S)IZKd - Fl(S)]'-H(S) e, (2.1d)
l ' .

and the error transfer function is found to Ee

ee(s) A ei(s)—eo(s) !
ei(s) Bi(s)
, =1~ H(s) =1~ 2xmxdrl(s)+KmF12(s) (2.2)

‘ * ' ";‘
If Kd=Km;1, Eq.(2.2) becomes ' /
8 _(s) : . n
s = - o 2
. ' - . ,.

which is the error function that will be used toyanalyzé §he
transient and steady;§tate be%;viour of the FTF.‘ The
justification of unit gain doubler ana multiplief is éivenu
in Chapter 4. |
Note that two BPF's are assumed to have the same
transfer function in the anaiysis. In practice, it is
difficult to have two'designed filters which have exactly
identical characteristics. The consideration of the mis-
e ,

matching of ' the transfer functions of the 'BPF's will be

discussed in detail in Chapter 4.
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.~ CHAPTER 3

TRANSIENT BEHAVIOUR OF FTF

3.1 Intréduction

. For fast and reliable acquisition of a tracking filter,
it is important to know the transient behaviour of the

tracking filter in response to a step input. The rate of
dimi;ishing of the transient response determines an ippor»'
tant parameter, the acquisition time of a tracking filter.
In ordegxktg know how fast the FTF can acquire the input
phase and how it behaves before acquisition, a study of the

transient responses of the FTF with phasé and frequency step

inputs is undertaken.

In this chapter, ‘V9rioué BPF configurations are em-

~

ployed in the comparative study of the transient behaviour.
FTF ,is thereafter categorized into Continuous and Disc;ete
FTF according to analog or digital idiscrete)‘fi{ters used.
The analog filters, synchronously tuned and' Butterworth
filters, are chosen for their hardware simplicity and their

inherent short transient deliy {41, Because of the appro-
ximate brick-wall and linear phase characteristic, different
surface-acoustic-wave (SAW) BPF's arg‘chosen as the digiFal
filters used in the discrete FTF. The comparisons in con-

1
of the BPF, determine an analog BPF configuration that can

tiqpous FTF, based on the same noise equivalent bandwidth B

give theffastest acquisition. The acquisition of the dis-




- 14 -

crete FTF is then related to that of the continuous FTF
under the -.same ‘noise bandwidth constraint. The above
t;hnsient analysis, in terms of system terminoldgy, is ‘Q
zero—staté response. As far as the speed is concerned, the
non-zero initial state of the BPF has a significant in-
fluence on the acquisition [4). The transient behaviour
including the initial state or equivalently the Inter-Burst-
Interference transient beh;vybur of the FTF is subsequently
investigated, Finally, the prolonged transient caused by
‘the hang-up phenomenon is shown not to be present in the
FTF.

~

3.2 Transient behav}our of Continuous FTF

*In this section, the lowpass equiQalent model of the
FTF is used to simulate the bandpass model of the FTF.
Accordingly, the¢ various analog BPF's under consideration
will be replaced _ by their lowpass equivaleﬁt transfer
‘functions which are listed in Table %L1. 'The BPF's are
chosen to have the same noise bandwidth, for white nois;.
Besides, each filter is designed to have a unity gain in
order to obtain zero steady—st%;é error as shown in Chapter
4. The parameter t is the time constant of ;he‘single-tuned

-

BPF, which is determined by

T = zo/wo , . -' . . ) ' ’ (301)
‘where Q and w, are the quality ‘factor and the resonance
\

g
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’ Lowpass
Order Equivalent Fi(s) i B
BPF
1
Single-tuned E%iT 57
First
srz+1
Lag-lead ot - -
1
i 2. 2
Double-tuned ()
(Synchronous) 2 2
(s+=)
T 1
Second 3
, 2
2
Butterworth
s +=s+—
T T2
L’
S 31
ynchronous 3
(s+38——)
N 1
Third 5T
3
(==
Butterworth 2T 3
(542 [ s2+s+ () ]
21 2T 2T
) 16, 4
(57 1
Fourth Synchronous | Y3
(S+~1-6-)
¢ ST

. Table 3.1: Equivalent lowpass transfer functions of
various BPF's

- —————— o O~ o
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angular frequency of the single-tuned BPF respectively.

The transient'fésponses of the FTF due to a phase step

48 and frequency step Aw is.calculated by substituting

| 8,(s) = A8/s ' " (3.2iL//'
and Gi(s) = Aw/52 , (3.2b)

into the error function in Eqg.{(2.3) respectively. The

equations of the transient responses of ‘various FTF's are

[+]

given in the seguel. '

3.2.1 FTF using First-order BPF

-

{a) Single-tuned BPF

L 4
Substituting the transfer function of the 5ingle-tuned
BPF into Eq.(2.3), the transfer function H(s) of the first.

order FTF* is found as

{25/T) + 1/12

H{s) = (3.3)
52 + (2s/1) -+ 1/12
and the error transfer function is ‘
ee(s) = \ s2 (3.4)
50T g2 (2s/1) + 110
. For convenience, the "order" of the FTF is designated

by the order of the lowpass equivalent BPF used. The
actual order of the FTF is twice the order of the BPF
in use. ‘

/‘-f
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Note that this is the same expression as the error transfer

function of the second order PLL with infinite DC loop gain

1

(1,2]. In this case, the damping factor is 1 and the
Q

natural frequency is 1/T. This result indicates that FTF
using single-tuned BPF without negative feedback path can

-~

achieve the characteristics of the second order PLL.

The transient phase errors of a phase step and a.

frequency step are respectively computed as

8 (t') = 48(1-t')exp(t') T (3.5a)
ee(t') = Awt[t'exp(t')] (3.5b)
where t' = t/T.
(b) Lag-lead BPF oo

When this BPF is used, the transfer function of the FTF

is
H(s) = [52(2t112-122)+Zs(rl-12)-ll/(szrlz) (3.6)

and the transient phase errors are

8, (t) = (AG/TIZ){(rl-rz)2 - 2(1mT,)t ¢+ 2}
(3.7)
0 (8) = (aw/T ) Liry =10 = 2(rym1y) 6 + &)
Eq.(3.7) shéws that the error increases as t;;é increases.
Hence, the FTF using lag-lead BPF is not stable. Although -
lag-lead filters give a better performance in negative

feedback 1loop, the pole at s=0 of the filter causes

o




-

PR

ey IR e SR T TS T TR
& e

' instability in the feedforward loop. This is a difference

between the conventional PLL and the FTF. :

3.2.2 FTF using second-order BPF

Generally, the transfer function of the second order

lowpass equivalent BPF is represented by

w 2
- c '
pl(s) = (3.8)

s + 2fw_s + w 2
, c c

«

where [ is the damping factor and We is the cutoff

frequency. The corresponding transfer function of the ‘FTF .
is Y,

2 2 3 4
2wc s +4CWC s+wC

H(s) = ) 3 ) 73 3 3 (3.9)
s +4cwcs +(2¢ +l)2wC s +4cwc4s+wc <

and the error function is

8 _(s) s4+4cw 53+4z2w 2s2
e = 3 T 1 (3.10)
i s +4chs +(2% +l)2wC s +4cwc s+wc

¥

Likewise, these transfer.functions have expressions similar

J

. S
to non-ideal fourth order PLL's. The transfer function of

fourth order PLL with imperfect integrators is [8] .

3 2 2 3 4
cwos +bwo s +awo s+wo

q 3 2

Hi{s) = 3 T -
s +(cwo+ll)s +(bwo +A2)s +(awo +A3)s+wo

1 (3.11)
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Ay =TTy #T) T3 +T,7,

Ay = 1377, o .

and a,b,c are constants,uwo'isbthe nafural frequeqcy;url T,
) ¢ : o ’ .

and t., are the. inverse of the time constants associated with

3 N
the imperfect integrators. QComparing Egs.(3.9) and;(3:11){

the constants have the following values:®> .

o ©
~

a=4;, b=2 ,c=0

and 12 = T4 = 2!;wc if L W and 11 = 0. .

This indicates that if a second order BPF is used. in the
FTF, the FTF will have the characteristics of a fourth order-
PLL with imperfect integrators.

) -

[5Y

The phase step and frequency step responée; are givenv
in Table 3.2 and plotted in Figsj3;1 and 3.2. c=1
corresponds té\the critical damping case which is shown to
have the fastest decay. & <1 is the underdamped case fnd £>1
is the overdamped‘case. Their curves are characterized by
the éScil%?tion and the slow decay. In all cases of §, the

error tends to zero steady-state error when time approaches

infinity. 'As far as the transient phase error is concérned,'

it is not recommended to use a second order BPF with 1§
larger than 1 becauée the instantaneous error is large and
the acquisition time is long. Neither is the case of g1 V3
recommended. The best range is thus within 1//Z and 1.

‘
o

Let us consider the poles apd zeros of the FTF. There

W

v

‘o
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are two simple zeros,

+ wCVCZ-H (3.12)

z1,2 = -ch -

and two poles of multiplicity 2,

P1 2 = ~Iw W VC2-1 \ (3.13)
'

C c

These poles and zeros determine, in addition to the
stability, the transient behaviour of the FTF. It is
known that complex zeros and complex poles of tHe transfer

function are harmful to the transient behaviour and the

stability of the high order PLL [9]. This statement is also,

applicable to the FTF since FTF has PLL characteristics.
However, the second order FTE is stable for every value of g
as the poles always lie in the left half plane of the s-
plane as shown in the root locus plot in Fig.3.3. Since the
root locus of all values of [ never crosses the right “half
plane, the stability of the FTF is superior to the probable
instability caused by the parameter variations (in abnormal
conditions} of the high order PLL. lIn fact, the stability
of the FTF can be determined by the BPF used Dbecause the
poles of the BPF are exactly the same as the FTF. Further,
the complex poles or zeros cauée poor transient response of
the second order FTF as illustrated in Figs.3.1 and 3.2.

Two special cases, doubled-tuned (synchronous) and
Butterworth, of the second order lowpass equivalent BPF are

taken for the comparative study. Their respective transient

phase error equations are given in Table 3.3 and compared

° 4
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l

with that of the single-tuned FTF in Figs.3.4 and 3.5. In

. case of the doubled-tuned BPF, all the poles.and zeros are

real and negative whereas there .is one real zero of multi-
plicity 2 and two complex poles of multiplic}ty 2 in the
Butterworth BPF. It can be seen that the transient response
of the second order Butterworth FTF is worse than- that r\‘lof
the -double-tuned FTF under\the same noise bandwidth. The
discrepancy, as mentioned befoge, is aue to thg complex
poles existing in fhe transfer function of the BPF. The
effect of complex poles in higher order filters, as des-
cribed in the following_section, is more prominent. The
result also shows that the double-tuned FTF has significant
imprpvément in the ach&sition time over the single-tuned
FTF for the same noise‘bandwidth B,. ‘Since the eguivalent
noise bandwidth B, of the double-tuned FTIF is wider than

L
that of the single-tuned FTF (Table 5.2). A shorter acqguisi-

‘tion time is thus resulted.

3.2.3 FTF using Third order BPF

The effect of the complex poles on the transient

behaviour can be illustrated more clearly in the third order

FTF. Similarly, the transient phase error equations of the .

FTF wusing synchronous and Butterworth filters are computed
and presented in Table 3.4. The poles of the synchronous
BPF are real but there are two complex poles of multiplicity
2 in the third order Butterworth BPF. Compared to the

responses of the double-tuned FTF shown in Figs.3.6 and 3.7,

P
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it is noticed that the transient response is increasingly
bad as the order of the transfer function increases,
especially when complex poles are present (in the Butterj
worth BPP case). Although the instantaneous transient‘phase
error of the third order synchronous FTF is larger than the
second order FTF, ths transient error decreases rapidly.
The acquisition time, as a result, is not significantly
decreased. Up to this point, 1if fast acquisition 1is a
requirement, the comparison can lead to a conclusion that
the synchronous BPF is the best type of BPF to be used in
the FTF under a certain noise bandwidth. 0

a ‘ ' /

3.2.4 FTF using Fourth order BPF '

The purpose of dealing with fourth order FTF is to
justify the implication that the higher the order of the FTF

the better the performance.

2 .3 .4 .5 6 7
- 7’ 1 1 T T (#.14)
ee(t') A6 exp(—T) [1+T+T?—ﬂ-m—ﬁﬁ—m]
2 .3 .4 .5 6
8, (t') = Awrt'exp(-T) (1+T+%-+TT—+'?TO+%U+;'§E1 (3.15)
where T = (16/5)t°. Egs.(3.14) and (3.15) give the

transient phase error of the fourth order synchronous FTF
which is plotted in Figs.3.8 and 3.9. It is surprising that
no further improvement in acquisition time is found in the

third and fourth order FTF's. The. fact is that the high
‘ \

order .BPF's increase their cutoff frequency we {or

bandwidth) in order to achieve the same noise egquivalent

o———— <t e s a1
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bandwidth 1/2t. This expansion in the frequency domain
leads to faster deca? of the transient responses in‘the time
domain. The equations in Table 3.2 reveal the fact that the
exponen£ial decaying factor depends on W and t. quevgr,

the faster decay of the transient response is counﬁerac%ed
by the increasingly large transient 5ba§e error due to the
increase in the multiplicify of the real pole of the FTF.
For this reason, the high order FTF's may not shorten the
acquisition time. Moreover, Table 3.5 shows that the
increase in v is decelerated, and hence, 1t is possible
that the acquisition time is extended when the increase in
transient phase error 1s faster thdan the decay. Figs.3.8 and
3.9 illustrates that as the transient responses of the
fourth o&der synchronous FTF shifts to the right, it |is

plausible that FTF higher than fourth order ma{ have a

longer acquisition time than that of the second order FTF.

To further show the tradeoffs between the acquisition
time and the bandwidth of the FTF, the transient phase

-

errors of the four synchronods FTF's with different B1 (B1
increases with order) are depicted in Figs.3.10 and 3.11.
The acquisition time is obviously extended as the order
increases. The reason is that the bandwidth is narrower as
more filters are cascaded. Therefore, rapid acquisition has
to pay for the increasé in bandwidth. This is also the

reason that the narrow bandwidth of the PLL, improved by the

negative feedback, accounts for the sluggishness of the PLL.
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3.2.5 Experimental results

-

5

a

Two singlé-tuned'BPF's with Q=60 ét f0=10MHz (tTx2us)

were used in an experimental first order FTF. In response

P
to a phase step input, the predicted exponential decay

1

' c
»w._ (Appendix C.1) of the transient phasgﬁ@rror of the single-
/ ‘
- ¥
tuned and double-tuned BPF's i¢*shown in Fig.3.12. An error

of 36% is found after an elapsed time T in Fig.3.12a., There

.,is no steady-state error found in both cases as expected,

” .

*since the signal is at the resonant frequency of the BPF's.
Moreover, the timévrequired to settle in double-tuned BPF is
twice as long as the single-tuned BPF. It is the same
° T

acquisition time, 9 us (approximately 4.%1), required for

4

y " the first order EiF shown in Fig.3.13.-Certainly, no steady-

L] .
state ferror is found in the FTF. The resultant output ,of

the FTF is~effecti§ely obtained by subtracting twice of the
" ;

output in Fig.3.12a from that in Fig.3.12b.

The results of the transient response of the single-
tuned and double-tuned 'BPF's‘due te a frequency step of
40kHz are shown in Figs.3.14 and 3.15. A steady-state error

of 50mV (equivalently 25 degree§) is found i1n the single-
.

"
ned BPF while 100mV or 50 degrees of error is obtained jin
double~tuned BPF. Therefore, .doubling the output of the
single-tuned BPF and substracting by the output of the

double-tuned BPF, a zero steadv-state error is obtained at

the output of the FTF, after 9 us, as apown in Fig.3.16.

A%




Vertical scale:ZOmV/diY
Horizonta% scale:lus/div

(a)

Vertical scale:20mV/div
Horizontal scale:2us/div

(b)

Fig. 3.12: Measured phase step transient phase error 'of a
single-tuned BPF (a) and of a double-tuned BPF
(b) ! . :

Vertical scale:50mV/div
Horizontal scale:2us/div

t =9us

 Fig. 3.13: Measured phdse step transient phase error of
« a single-tuned FTF .

.
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Vertical scale:50mv/div
Horizontal scale:2us/div

(

ess-SOmV (25" )

Vertical scale:10mV/div
Horizontal scale:2us/div

(b) Single trace ‘ ) {

Fig. 3.14: Measured frequency step transient phase error
,of a single-tuned BPF

- — - e

. Multiple traces are obtained due to the all posszble
phase differences of the two sxgnal generators in the
experiment (Appondix D).
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(b) Single trace

-

™ .
Vertical scale:.lV/div ‘
Horizontal scale:lus/div

ess=100mv (507)

Vertical scale:20mv/div
Horizontal scale:2us/div

Fig. 3.15: Measured freguency step transient phase error

of a double~-tuned BPF
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Fig. 3.16: Measured frequency step transient phase error
of a single-tuned FTF
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) 3.3 Transient behaviour of Discrete FTF /

The application of surface—acoustic-waﬁe (SAW) filters

or symmetrical transversal filters in the @%é has two advan-

tages, namel}, fast spectral rolloff and good noise rejec-

, tion; and stability (since they are passive-'devices). The
¥

passivity of the SAW filters also guarantees the stability

of the FTF.

The lowpass equivalent of the transfer function of a

unit gain SAW filter in z-transform is given by (Appendix

C.2)

. for i<N-1
N-1-i (3.16)

where a; is the weight coefficient of ith tap and N is the
A

total ‘number of taps.-—Substituting this transfer function

into Eq. (2.3}, tﬁﬁ/efror transfer function becomes

w

N-1 -n 2(N-1) n -n
O 2L D Vi WL
= 1--22 + 020 170 %7 (37
Eilzi N-1 N-1 2 ! )
> a ( ¥ a) all iN-1
n=Q0 n=0

The last term in Eq.(3.17) is the square of Egq.(3.16), which
co;responds to the transfer function of the cascaded SAW
filters. The expression shows that cascaded SAW filters act

’

as a single SAW filter of different characteristic and the

/
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symmetrical property of its coefficients still holds.

Applying the phase step input Gi(k)=A9u(k) and using the
translation property of z-transform, the phase error is
found to be a delayed version of the step input as shown in

Eq.(3.18).

/
N-1 2(N~1) n
ZZa u(k-n) 3 u(é—n)
8 (k) =28 n=0 =0 1‘°1n1
= ulk)=- + ,a.,=0 for
N-1 . . 1 (3.18)
n§=:0an ( ann )2 all isN-1

2
r

Assumirig the step functions u(k-m)=1 for 0 <m<N-1, then

N-1 2(N -1} n ’
23 a2, % Z -i
n=0 " n=0 i=0 %1%
b, (k)=08)1- T -
a ( N'la )2 (3.19)
n=0 " n=Q M ‘

The last term of Eq.(3.19) is simply 1 since it is the unity
gain of [Fl(z)lz at DC (w=0), As a result, the phase error

is
4

8 (k) = 20(1-241) = 0 ' (3.20)

-

Y

This result indicates that the phase error of the FTF, using
symmetrical transversal filter, due to a phase step, vanish-

es after 2(N-1) tap delays for all N.

Similarly, if we apply a frequency step input, Bi(k)=

Awku(k), the phase error is




i

Sub k}ztutxng these two equations

- 46 -

- N=1
L2 Z a_ (k-n)u(k-n) '

n=0 0

Be(k) = Aw]ku(k) -

N-1
a ~ -

)
- n=0 n .

2(N-1) n

a,a _ (k-n)u(k -n) \
n=0 J.=O

(}:a

n-O . i13N-1

+

. ;=0 for all(3.21)

Assuming unit step functions (i.e. u(k)=1, k 3 0), Eq.(3.21)

becomes

N-1 2 (N-1) ﬁi
23 na na;a_ _; .=0 for all
, n=0 N np=0 i=o 1 0°? v 8y 0
N N"’l N-l ->N__l
a_ ( a_ )2 12 (3.22)
n=0 v n=0

Applying the symmetrical property, we can obtain

N-1 N-1
2Zna = (N—l)Za (3.23)
n=( n=0
|
7 2(N-1) i : 2(N-1) f: / (3.24)
"2 na.a_ . = 2(N-1l) a,a_ . .
S r:LZO i=g 1 n-2 > -

n=0 im0 1 N1

1 and |Eq.(3.19) into
Eq.ﬂ .22), the phase error is
\

(ee(k) = aw[(N-1) - (N-1)] = 0 . (3.25)
-

|
; ‘ ~
T i '
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After 2(N-1) tap delays, the phase error of the discrete FTF

due to a frequency step Aw also vanishes. Conseguently, a

FTF employing symmetrical transversal filter can acquire a

- N
phase or a frequency step input after 2(N-1) tap delays.

g

°

Each tap delay is egual to the total delay Td of the

filter divided by N-1 intervals. Hence the delay D of the

. discrete FTF using the symmetrical transversal filter is

D = 2(N-1)[Td/(N-1)I = 2T

-

d

Numerically, if the delay of the filter is 6us,

(3.26)

then the

acquisition time is 12us. Shorter acquisition time can be

attained by choosing a SAW filter with faster

Faster response in return needs a wider bandwidth,

response.

which is

clearly illustrated in Figs.C.9 to C.11. The bandwidth of

the filter is inversely proportional to the delay Td'

To 1illustrate that the transient phase errors of the

-~discrete FTF due to a phase and a frequency' step wvanish

after 2(N-1) tap delays, a computer simulation of the tran-

sient responéés in Egs.(3.18) and (3.21) was carried out.

" SAW filters were chosen with 127 taps and the following 3

different sets of weight coefficients: ;

1) apodized coefficients of [sin(k/2)]/{k/2)
2) apodized coefficients of [sin(k/6)1/(k/6)

and 3) normalized uniform coefficients ]Fig.C.B)

The results are shown in Figs.3.17 to 3.22.

(Fig.C.6),

(Flg.c.7)'

—— e
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"and the total delay of the FTF will 'be 25.2T7,

N

3 54 - ’ o
)

! found that both phase and

It 1s frequency step

transient phase error responses vanish after 2(N-1') = 2(126)
= 252\tap delays in all three cases. 1In fact, the .responses

decay to a negligible error before 252 tap. deléys. The

-

e 4 . N
longest acquisition time is obtained with'the filter having

uniform coefficients because this case has the narrowest

bandwidth among the three cases. As the sinc function of

-

the apodized coefficients expands in the time domain, its
correspgnding rectangular characteristics shrinks in the
frequency AOmain. fn other wérdsh phe bandwidth decreases.
Uniform

function spreads gver the 127 or N taps and "its bandwidfh

becomes the narrowest‘ﬁFigg.C.Jl and C.14). In Figs.3.17 and

3.20, the case with coefficients of (sin(k/2)1/(k/2) having

a wider bandwidth qives a faster acguasition. The shortest

acquisition time, in the simulation example, 1is 126 tap

delays ..when the coefficients' are zero except the '63}:d
coeffléieptf
) {

- i
»
Assuming that a SAW fisker with apodized coefficient of

Fig.C.7 is used, 1its noise equivalent bandwidth 15 approxi-
maﬁely 6.3/Td in F1g.C.10. " Therefore, under the same noise

bandwidth, it is found that , .

‘ s ‘
Td = 12.61_ ' (3.27)

From the

computer simulation - result, the acgquisition time of this
_ N : :
disdrete FTF is less than 25.2T and approximately equals
= ' ’ . .
f |
P. ,. ‘ , N
‘ ot —i— .. + —— "{ O,

coefficients is the extreme case when the sinc

'

“y
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N \

A8T. Comparing with the acdquisition time of the continuous
second order FTF, 61, the acquisition performance of the
discrete FTF seems to be degraded. This result is expected.-
as the signal has to pass through each tap delay 1in order to
achieve filtering effect.‘ - ) '
. ,; | X

A SAW BPF with apodized cerf;p?lnts,' centered at
70MHz, 1s used in an experlmeﬁtal élscrete FTF. As 1in the
case with the first order continuous FTF, no phase» grfor

occurs at the output of the BPF's (Fig.3.23) if a phase step

input 1s applied. The measured results shown in Fig.3.23a

1ndicate the delay of one SAW BPF to be around 11us. The

acqguisitionrn, time of the discrete FTF 1s found to be 20us,
less than 22us, as shown in Fi1g.3.24. Compared to the

simulated result 1h Fig.3.18, the experimental result bears-

A
]

a close resemblance.

N

-
- t

The transient responses of the discrete FTF due to . a
frequency step of 40 kHz are shown 1in Figs.3.25 to 3.27.

The error induced by the frequency offset at the ocutput of

2

one single SAW and cascaded SAW are 37.5 egrees and 80
degrees respectively, These errors are corrected at the

output of the discrete PTF after 20us. The experimental

result also agrees with the simulated result in Fig.3.21.-

/

a

4

, In summary, B ‘fast acquisitiomr 1s ‘achieved 1n both
}u/‘ . -
Continuous and Discrete FTF. ' Compromise 1ssalways required
between fas;,‘acqmusﬁion and narrow bandwidth. Under °the‘(
” -
.( Q
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(a)

(b)

T
-

Vertical scale:50mv/div
Horizontal scale:2us/div

Vertical scale:50mvV/div
Horizontal scale:5us/div
‘Fig. 3.23: Measured phase step transient phase error of a
single SAW BPF (a), and two SAW BPF's in cascade (b)
// ¢

Vertical scale:50mV/div
Horizontal scale:Sus/div

egs™0 .
?acq=20us
— 1
Fig. 3.24: Measured phase step transient phase error of a

]

discrete FTF using SAW BPF's -

C



.Vertical scale:50mv/div
Horizontal scale:2us/div

ess=37.5

(b) Single trace .

- ] ' \
Fig. 3.25:" Measured frequency step transient phase error
a’ ' single SAW BPF -~ )

-

of



(a}

Sus

(b)

Vertical scale:50mv/div

Multiple traces Horizontal scalF:Sus/dlv

50mv T .

Single trace

Fig. 3.26: "Measured frequency step transient phase error of
T of

two SAW BPF's in cascade




ar

v
Vertical scale:50mv/div
Horizontal scale:Sus/div

(a) Multiple traces

~

acq

(b) Single trace : . ¢

N
Measured frequency step transient phaSe error of
. .a discrete FTF using SAW BPF's
» 3 ¢ '

Fig. 3.27:
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constraint of the equivalent noise bahdwidth of the BPF, the

second order syndhtonous FTF can achieve the same or better

acquiLition performance than the higher order FTF. In the
|

case *of the discrete FTF, similar acquisition performance

with %inor degradation in acquisition time is obtained. The
1

symmeérical transversal filter with apodized coefficients

assures that the FTF acguires the phase and frequency

within two times of the BPF delay.

)
y

3.4 Interburst transient behaviour of the FTF

The . foregqoing discussion assumes that the FTF is in
zero initial state. This assumptﬁon is valid if there i5
sufficient time allowed for the BPF's to decay their
residual voltage of the previous excitation before a new
input is received. Howevér, in some applications, for
example, the TDMA carrier recovery circuit, the signal
changes swiftly <from one burst to the next and results in

g

two types of effects [4,6]):

1) signal level at the filter output rises a;ymptoti-
cally, causing the. signal-to-noise rafio to rise
accordingly,

2) the interaction of the decaying signal from the
previous burst with the increasing signal in the

‘present burst.

The transient due' to these effects, called interburst

transient or Inter-Burst-Interference (1BI), depends upon




preceding burst can be represented as

- 61 -

[ ]
b

the initial phase difference Jetween the signal of each
burst. The phase perturbation due to this transient effect
is of interest, especially its effect on the acquisition

B

performance of the FTF.

To anélyze the IBI behaviour, the carrier frequency of "~

the two bursts are assumed to be identical. Both BPF's are

then tuned to this frequency. It is also assumed that the
preceding burst has a phase of A6 while the present burst
has a zero phase. Moreover, no gap between the bursts (the

worst case) is assumed.

With these assumptions, the bandpass signal of the

-

v_,(t) = Relc_,(t)e?¥o"]. (3.28)
where c_,(t) = aAeJAeu(—t)
which is the equivalent lowpass signal of v_1(t). - ax1s the

voltage ratio of the amplitude A between the preceding anad
the current bursts, and u(t) is the unft step function.

Similarly, the present burst signal is represented as

vi(t) = Re[ci(t)ejwot] . (3.29)
P

where ci(t) = Au(t).

e

The analog filters regarded as linear bandpass systems can
also be expressed in terms of their equivalent lowpass

analog, i.e. the impulse response of the bandpass filter is

v
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£(t) = ZRe[fl(t)ejwot] ‘ (3.30)

where fl(t) is the impulse response of the equivalent
lowpass filter. By superposition, the deésired phase output
of the BP% due to the excitation of the preceding and the
present bursts is computed by
o
9(t)‘=J/ fl(k)[cl(t-x)+c_1(t-k)]dk (3.31)

Explicitly, theﬂconvolutlon of Eq.(3.31) can be written as

t AB ®
0(t) = A £,(0dx + a Ae’ £,(0)AN (3.32)
0 t

With the aid of Eq.(3.32), the phase output of BPF] and BPF2
(Fig.2.2)  of a single-tuned, a double-tuned and a second
t

‘order Butterworﬁﬁ'TTF are giveén 1n Table 3.6. The phase

output of the FTF's 1s then computed with
Oo(t ) = 291(t ) - 62(t ) (3.33)

where t' = t/T. The results are 1llustrated separately in
ﬁigs.3.28, 3.29 and 3.30 with different 1initial phase
difference between two successive bursts. It is noted that
the imaxxmum phase e;ror 1s *180 degrees while 1t 1s #45
degrees in [7]. The two "divide-by-two'" devices 1n [7)
cause the phase error to be reduced by a factor of 4.
Moreov;r, these three figures show that the residual voltage
due to the preceding burst. does not dggrade the acguisition
performancelof the FTF. The phase output of the FTF settles

to the input phase of the present burst as fast as is the

case without i1nitial phase error. '
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Fig. 3.28: Transient phase output of single-tuned
’ FTF due to IBI
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' v1c1n1ty of the unstable nu}l of the phase error characteri-

'~

“versus the phase errof)

ki d
‘:Q\’

. ' ’ Co ' ‘ . s
< « 4 ] . 4 - -
' N Y AT T
e . ) \" (' R ) ’
1 - N . t

3.5 ?Hang-ug-free";characteristics

e . ’ . o \
* - t i .
; "

As , mentioned befbre, PLL oc sionalkg exhibits. pro-
.longéd phase transient Ahd tHis ph nomenon\{s called ‘'hang

: » . k) ) 1 4 I3 ! \ = . o . ’
+up'., Hangqup is a . serious pro l m in fast -acquisition

applications.: The fundamental céﬁse of this pr lem is due

to the feedbadk conflguratlon and the> nonllnear periodic

characterlstlcs' of the phase’ detectors (so far all of- tﬁe
*

~
well known phase detectors pave a periodid¢ qharacterlstlcs
' w

In”the flrst order!BLL, hangup
? v

can be v15uallzed when the 1n1t1al phase error falls on the:

7

.
%thS.AX The error‘voltage or the” restorlng force at this

" unstable Bﬁll 15‘ anll so that the loop converges very

glowly towafds the s%able null (1,31. It has been 1nvest1b

4
’gated that the presence of noise worsen this problem. Noise
‘. [ .

fan introduce equi ocation and cause the loop "to wander

. \ v € ,’3 . ' . »
about this null. . oo
[ % . ,
,‘ ’. . -
v \ ‘ [ ~ .l
AJsing the phase p’l’aneapoi_nt of view, the hanguﬁ ‘will

Bl

.occur in a second order PLL if the sfate Erajectofy of the

'Y - »
1oop comes. -near the saddLe p01nt or the unstable equlklbrlum
.. N

node in the phase plane [10] From Fig.3.31, n there 4dre

L

alternate stable and unstable nodes ;7 the phase plane

resultlng from. the periodic character stics of he phase

-

depector.# 'When _the pha{% error rate' 6 dbmes " near the,

“sdpara;rix (the line passes through the unstiable node), a

. f,”\\glongEr time 1is needed to reach the stable node and hence,
»

n. ‘-—‘” . !
o o

' " ¢ . : A

-x

4
.
N » (l’“ . -
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haﬁgup is likely to occur. -
. * *

It is difficult to solve the hangup problem as it is'a
- . - )
natural feature of the PLL (3]. If the nonlinear periodic
%f -
characteristics is removed, the hangup problem can be

3

solved. This is exactly the sodution inherently provided by-
B . <

the FTF. Phgse detector 1is not used i1in the FTF and 1its

lowpass equivalent model is strictly linear. In fact, if
. .

the PLL is assumed to operate as a linear system, the hangup

phenomenon wfﬁl not occur. « 5

' . »

Consider the first order FTF using single-tuned BPF's.
L =
The differential equation of the phase error from Eg.(3.4)

[ »

1s. derived as :
b o+ 25 +ds =0 ‘ (3.34)
e T e T e - -

o
’

which “is  an ordinar} difﬁérential equation that c¢an be

rewri&fen in matrix form as

ot

¥ }
‘ . . ) < . . )
U = AU , ' (.3.35)
by'defining two variables . .o
. e e ! )
u, = @ - - . (3.36a)
) 1 e . o . . : . oy
, . . . " g .,
M, = 0 . . "(3.36b)
2 - ,’ . " . @ iy

in - “ ® °
(I | ~
A= o ) . ) (3.37)
12 . '

'y

N - raoa—— b S %
- - R PPy ” it A .
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[

The eigenvalues of Eg.(3.35) are found to be real and equal

NN |
with the value of -1/T1. For a system specified by"
Eg.(3.35), there is only one equilibrium point at

‘(ee:o'ée=0) and 1t is stable because the eigenvalues are
real and negative [16]. This re;ult 1s expected since the
nonlinearity and the periodicity are removed. The result
alsc means that the‘phase error' and the phése error rate

Y : approach asxmpotlcally the stable ecuilibrium node as the

- time approaches infinity without passing any §addfe point.

Assigning two arbitrary constants <, and Cys the exact state

trayectory can be found gs

1 48
C +
1 T e e .
. C, v (= +cylln <l
% L ’ P =% (3.38)
Py p 1 . ’
o é =8  +8 .
c, - (—l + ¢c,)}Tln re £
é 1 T 2 Cl ~
» T *

This shows that the stable node 1s at (0:0) and that the

/J

.+ trajectories asympotically converge to this node. There-
fore, the_flrst order FTF is free from hangup by successful-
ly removing the nonlinear periodicity inherent. in the PLL.
These results‘gyé algo applic;ble for- higher érder FTF. It
can be concluded that the Bést method to solve the hangup
problem .is eliminating the saddle point in the phase plane,
in oéher words, a-‘scheme other than PLL'hgs to be wuysed.

Feedforward compenSsation scheme is one of the schemes that
e

has this potential.
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CHAPTER 4

" ®  STEADY-STATE BEHAVIQUR OF FTF

[y

o

It is known thﬁt superior steady-étate perfogmanqg of a
tracking BPF is achievsd at the expense of the bandwidth of
the BPF. The tradeoff between these twg conflicting
requi;ements of the FTF is studied in ghis chapter. Before
this investigation, a thorough analysis of tﬁe steady-state

v

behaviour of the FTF in.a noise-free epvironment is present-

‘ed. Its behaviour in an additive white Gaussian ngise

Lingy
envirohment will be studied in chapter 5. The analysis 1in

the absence of noise provides an understanding of the

tracking capability'i§d limitation of both continuous and
N .

discrete FTF's. In practice, it is quite difficult to

realize two perfectly identical BPF's due to omponent

variations. Effects of mismatched synchronously tuhed BPF's

and transversal BPF's on the tracking behaviour qf-~the FTF:
v .

are analytically and experimentally investigated. Measured

frequency responses of an experimental continuous FTF are

v

also included to illustrate the sjignal processing mechanism
ogA the bandpasé model of the FTF. It is found that a
narrower output bandwidth is measured if the conventional
method of sweeping ‘the input signal across the,SAndwith of

interest @5 used. However, this illusive narrower bandwidth
, )

is not | beneficial for,a nonlinear system when noisé comes

+

into effect. . . ®

.
B .
/ . ' : 1

li

Panas
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4.1 Steady-state analysis\of FTF .

For the purpose of illustration, the error function of

\
Eg. (2.2) is rewritten as
‘\
\§

_ Ay 2 .
Be(sl = (1 "ZKmKdFI(S) + KmFl (s)] 8;(s) ) {4.1)

With respect to a frequency step input, the steady-state

error of FTF can be obtained by using the final value

theorem of the Laplace transform, that is P
Lim s8_(s) = lim [1-2K K F. (s)+k F2(s)] ¥ (4.2)
. e md 1l m 1 s ~ "
‘ s+ 0 s+ 0

The + limit exists if the guantity inside the square bracket

equals to <zero. 'The same concept is applied for a phase

step input. The DC gain of the lowpass equivalent of the

BPF is' then found to be dependent upon the doubler gain Kd
and the multipler gain Km,

’F]‘(O) = Ky and Fl(O) = 1//xm -

The simplest solution is when bofh doubler and multiplier
have unity gain. Under this criteria, a BPF with unity gain

is necessary for FTF to achieve tracking. The sufficiency

depends on the transfer function and .it 1is investigated .

henceforth. ‘ g ' N
A ‘ . ¢

4.1.1 Tracking of Continuous FTF ‘ 3

From the previous discussion in Chapter 3, it is clear

that the FTF of any order'is capable of tracking any phase

R TR, & v .
.
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' step- or frequency step input‘signal. Consider the case of
!'),
general second order FTF. The steady-state error, e g is

found by applying the final value theorem, i.e.

e = 1lim 8 _(t) = lim s® (s) -

sSs trw € s+ 0 e , . f

4 3 2 2.2 : .

lim ' s(s +4chs +4¢ w.'s ) ,ég

4 3 2., 2 2 3 4
§*0 s +4cwcs +(2¢ +l)2'wc s +4cwc s+wc [
]
2 .
S L 4.3)
w 2 /
' . c .

if the input Bi(s)}= AQ/s3. .

Eq.(4.3) is the steady-state error or dynamic Efacking error
of thel second order FTF if the input freéuency varies
“linearly with time (frequeﬁcy velocity). The error can be
reduced either by decreasing { or by iﬁcreasing‘ We-

. H?Qeéer, decreasing wili cause instability of the ifoé and
poor acquisition. On the other hand, increasing W implies
,increaging the bandwidth of the BPF and hence increasing the
unwanted noise power. Moreqver, the steady-state error is
ungéunded if the ;nputs have frequency acceleration (Qi(s)=
aw/sty.

\ .

Similarly, it ~can "be proved that higher order FTF's
also cannot track .frequency yelocif& and frequency
gcceleration inputs. However, this limitation 1is nst
sérious since frequency velocify or frequency acceleration

% ,
of an input seldom occurs in practice. ’

<

- u————
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4.1.2 Tracking of Discrete FTF

In case of discrete FTF, the final, value theorem of z-

transform, %

e = lim 8 (k) = lim (z-1)8_ (2) (4.4)
SS T 1 iw © 2 e

is Gsed to find the steady-state error. e g is evaluated by

substituting different types of input fnhto Eq.(4.4). Three

types of inputs are interestindg and their z-transform pairs

dre given in Table 4.1. ,

\
lf‘fo‘i.' the first case, we obtain the ‘steady-state error of
” o . .
the discrete FTF upon an input with a phase step as
e = lim'{1—2F (z)+[F (z)AlﬁAe ‘ (4.5)
Ss I+l 1 1

where F,(z) is dekfined in Eqg.(3f16). Since Fi(1)=1, e_ . in

Eq.(4.5) is zero. For a frequency step input,

. ' N~-1 2{N-1) n _
22y anz_n ' 3 a;a_ .z n
s n=0 n=0 i=0 z
e.. = lim{l- N1 + -1 s=1 Aw (4.6)
;ql > a ( a)? '
\ n=0 n n=0‘ n
where a; = 0 for all "i 3 N-1.

Applying the L'Hdpital's rule, the lfﬂ\it becomes

N-1 2(N-1) n 0 :
2Y a_z (-n+l) Y a;a .z (-n+l)
e = Yiml1- n=0 " + n=0 1i=0 Aw
ss N-1 N~1
z+1 a C ( a )2
( n=0 n Q. + n=0 n
%
‘ b ' . ' |
v - e . - L u
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I .
which is simiplified by using Eq.(3.23) and (3.24), i.e.

) N-1 2 (N-1) 55
2 na na.a_ _
e - “é§%~ n n=0 i=p + 071 A% = 0
ss N-1 N-1 (4.7)
a_ « = an)2 .
n=0 n=0

This shows that the discrete FTF also can track phase and
frequency step input signals. This result agrees with the

. . )
result obtained from the transient analysis in Chapter 3.

'4

.

/
Further,“'ess is evaluated by applying frequency velo-

city to the FTF. After using L'HOpital's rule twice and

simplifying the expression with Egs.(3.23) and (3.24), we

get
N-1 2 2(N=-1) n 2
Zz;gnn ). Z;aian_Ln .
€ss = |2 T T N=L tTeRSI " v . :
LAy ( an)
. n=0 " on=0,
M ~

o .

Eq.(4.8) is the stead?-state error of the discrete FTF using
symmetrical tfan;;ersal BPF when frequency velocity |is
fapplied. Instead of depending on g and cutoff frequency w_,
lthe phase error ,depends on two parameters 1in the time
domain, namely .the weight coefficient and the numbeé of
taps. Large error will resurt“if a uniform coefficient
transvérsa&ﬁgyF is used. On the contrany; »a smaller error
will result if an apodized coefficient transversal BPF is
used because the §lternaté signed coefficient values pEOVide
cancellation of error. Reducing the number of taps N, .is

1

another way. to minimize the error.  Both methods, however,

.

‘ ) - . - [ o Cemr
k } ’ ’ . ‘



- 76 -

° t N .
need a wider bandwidth and hence suffer from increased noise
power. From this analysis, the incapability of tracking
frequency velocity, and frequency acceleration is also shown

L)

to be a limitation of the discrete FTF.

4.2 FTF with mismatched BPF's

Due to the component tolerance and variation, perfectly
matched " filters are practically difficult to realize.
Efchtg of mismatched BPF's on the tracking performance of

the FTF are investigated by representing BPF2 as Gl(s) as

depicted in Fig.4.1. The error function of Eq.(2.3) is

¥ A ]

subsequently modi%ied as
E(s) = 1-2Fl(s)+Fl(s)Gl(s) : ‘ (4.9)

Jith0ugh the two BPF's have different characteristics, the

~

FTF can still track a phase step input as long as the BPF's

have unity gain, i.e.

b

e = lim T1-2Fl(s)+Fl(s)Gl(s)]Ae =0 ' (4.10)
s+ 0

¢
+

For a frequency step input, ess becomes

egs = lim [1-2F)(s)+F (s)G,(s) ]2
. s+ 0 s 3
= [G l(0) - F'l(O)]Aw (4:11)

- - - o -

+ "Matched" filters in this case means that the filters
are identical

)
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. time
¢ I . domain z-domain

phase step 48u (k) ‘ ABE%T

frequency step Awku (k) Aw~—£;—7

(z-1)
v " . . . ’ . +1
> . frequency wvelocity Awkzu(k) Awlﬂ}——li
’ - . (z-1)

Table 4.1: z-transform pairs of three inputs for
. steady-state analysis of discrete FTF *

a

BPF1 + BPF2
k) el
8, —F, (s)— G, (s s
x2

~Fig. 4.1: Equivalent lowpass model of FTF with
mismatched BPF's

s I . R
/ L N OSSR e R ——.. - § T ————— YA N §
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: - .
-after using the L'HOpital's rule.” If the synchronously

tunedv.Cchuit 'is used, the eguivaleht ' lowpass transfer

functions of the BPF's are

n w_. ‘ ' o
Fi(s) = [ s (4.12a)
: i=1 ci : g
. &£
n’' w i s
Gy(s) = I —— , , (4.12Db)
i=1 gi ‘ ¢

where wci's and wgi's are the cutofif frequencies of the
ind1§idual single-tuned BPF's of the Fl(S) and Gl(s) respec-
tively. Note tMat F,(0)=G;(0)=1.  The derivative of F,(s)

aﬁd Gl(s) at s=0 can be derived as

-
n \
] 1 1 :

FitO) == ) o= - SRR
i=l Tci c !
n

. - l ll

Gi(\O) - - z: = -5 (4.13b)

i=l "gi g

. ]

where v and wg are the overall cutoff frequency of Fl(s)-
and  G,(s) respectively. Substituting Egs.(4.13) into

Eq.(4.11), yields’

W_o- W ’ ‘
= __L___C ’ i : ' [}
s ( e Aw (4.14)
gc
‘Let'6w=wg-wC denote the mismatch. Usually 5w<<wc; and the
error can be approximated as ‘ ‘ ¢
|
. 4 . 6 w . ‘ . . .
g ® ——7wa ) (4.15)
\ Wc
i

. 4 :
. R M AT AP Y
e veraw D e O e o oY - - T e
o . . »
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'rcfearly the steédy-siate phase error increases as the mis-

match &w increases. The result also shows ‘the hconfiict

o

between the minimization of steady-state error and .the

. reduction of bandwidth. The e.q caused by mismatch-éan be

~

improved by widening the bandwidth of the s synghrdnously-

>

tuned BPF. This effectively decreases the steepne§s°6f the

slope 'of the phase response of the filter.  Hence the same -

' mismatch., gives a less variation in phase than a steeper

slobe of a narrower bandwidth BPF. Nevertheless, the error
2>$6w'and as g§pected

A3

due to the mismatch is $mall since W

the error vamishes as 6w —=0.

Kl
o’

)

[

In short, steady-state tracking -performance of the FTF

e

depends on the similarity of the two BPF's in use. As

illustrated in Fig.4.2, two experimental single-tuned BPF's "

with fo=50MHz and Q=62.$ "have 'discreéancies in phasé
response within #$0.5° over 500kHz. Applyiﬁg these two
single-tuned BPF's into the FTf, a steady-state phase error
of +0.2° over a raﬁge of *40kHz is obtained as showh in
Fig.4.3a. The flat phase response of the FTF in Figs.4.3b,
and .4.4b revéals the tracking behaviour of the FTF.  The

tracking range.of the FTF covers the 3dB bandwidth of the

FTF. Outside the passband, FTF loses the tracking ability'

due to the attenuation of 'the signal by the BPF. The phase
of the signal becomes ambiguous when the signal power is low
and as a consequence, the phase error increases.

-~

The frequency‘response of an experimental double-tuned’

(

-~

e,
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Frequency response of a single-tuned FTF
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" FTF ™is d&%played in Fig.4.4 which shos a total of 4>~
Fraékinq error within *40kHz. There aré two explainatio;s
féF' this‘ larger stéhdy-state error as” compared go. thel
singie-tuned FTF. Firstly, the mismatch increaseé due to
the difficulty of aligning four singléttuned BPF's Msimul—

« taneouly. Sgcondly, tﬁe bandwidth of the doubléfguned BPF

Y decreases. Both contributions can easily be understood with

‘ Eg.(4.15). As a result of narrower bandwidth, the tracking
range of a. double-tuned FTF (115kHz) is narrower’ than that
of a slingle-tuned FTF (122kHz) . Therefore, the tracking
range of the FTF depends on the bandwidth #f the BPF's in

use.

Following the same treatment, a similar expression of

»
Eg.(4.11) for discrete FTF is derived as
¥ - ' _ ]
e, = (G (M F'o0)] aw (4.16)
, ' aF, (2) . dG, (z) |
! = ' = «
where Fi(l) = =71 ¢+ S1() = gz |zm
b ]
Fl(z) and Gl(z) are the z-transforms of the symmeErical
e transversal bandpass filters BPF1 and BPF2 in Fig.4.1.
.Taking into account the variation of weight coeffigients and
delay tap in the;realigaion of a practical transversal
filter, Fl(z) and Gl(z) are represented by
) ) N=-1 .
o -n
. a.z
_ n=0 , ’
Fi(2) = 53 ' (4.17a)
f 3 an . - i
4 n=0 .
k
‘\ A
~—
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.. . N=l

~ -" ,’Q
T (e saa ) , . .
~ and G (z) 3 i - (4.17b)
' 2 (a_+8a ) - '
» n=0 n n

Therefore, Aan represents the impegrfectness appended to the
weight coeff;éients a, while Atn is the 'variation added to
the delay n. These two discrepancies, in f&ct, account for
the slight non-linear pﬁase character&stics of .the practical

fransversal filters. From Eg.(4.17b), tqf derivative Jof -~

Gl(z) at z=1 can be found as

‘ ’ 4

N-1 N-1 v
- z nan - E (an+Aan) Atn+nAan
"G1(1) = 029 n=0 |
1l ! N-1 (4.18)
go (a *ba )
Usually pa_<<a_, thus . ‘ o \
o ) N"l l . N .
nZ-:O (At a  + nda )
' = pt - N .
Gl-(l) = E'l(l) =1 (4.19)
a
n=0 n

where™ .

' < N=0 n '
F1 ) = 01— (4.20)
a LY




<«

/ .
, ‘ $es -
N-1
Y éé% -(ztnan + nda )
v €5 = N=I ~ bw (4.21)
> a, ‘ '

n=0v

e

which 1is the tracking error of discrete FTF caused by the

mismatch of the weight coefficients andfdelay taps of the

' transversal BPF's. It is quite hard to predict this error

as it depends on the trend of the deviation of individual
mismatch.' It is possible that there is caAbellation among
the mismatch. However, it 1is <certain that the error
increases if bandwidth of the BPF decreases because the
'leﬁélh of delay n increases.

Figs.4.5 and 4.6 show the difference in characteristics

of BPF1 and BPF2 of an'experimental discrete FTF. As a

result of the mismatch, the overall phase response of the
discrete FTF, in Fig.4.7b, shows +1.5° error over t40§Hz
about the center freguency at 70MHz.

a4 .
) In ,summary, smaller the mismatch of the BPF's in use,
the iesser the tracking error of the FTF. For the conti-
nuous FTF, this error depends on the mismatch of the cutoff

frequencies of the BPF's. In the case of discrete FTF, this

error depends on the mismatch of the parameters in time

domain, an and n.

/
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(a) Amplitude response
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Fig. 4.7: Frequency response of an experimental discrete FTF
using SAW BPF's . .
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4.3 Frequency Response of an Experimental Continuous FTF
/

F1g.4.8 shows the expef;mental setrﬁp to measure the
frequency response of the continuous FTF. This experiment
also illustrates the signal processing mechanism qf the FTF.
Thé mixer and the BPF's are driven by prober input' power
levels such that they operate linearly. An ampllfier' is

4
needed to turn on the doubler at this low input level.

>

The .measured frequency responses of the first single-
tuned BPF (poiné_QDcaf Fig.4.8) and of the cascaded single-
tuned BPF's (point (B of Fig.4.8) are compared in Fig.4.9.
The bandwidth of the cascaded single-tuned BPF's is
certainly narrower than that of a single-tuned BPF. In
fact, the 3dB bandwidth of a single-tuned BPF corresponds to
the 6dB bandwidth of the cascaded single-tuned BPF's. Con-
versely, the doubler spreads the spectrum as shown 1n

Fig.4.10 1in which the doubler output © overlays on the
~ :

output ®. The effect of the doubler is to double Ehe fre-

quency of the input and the 3dB bandwidth.

|

Multiplyibg the output of the doubler in Fi1g.4.10 by
that of cascaded single-tuned BPF's in Fig.4.9, the fre-
quency response of the FTF output is obtained and recorded
in Figs.4.}1. It is surprising ;hat the output of FTF has a
"narrower bandwidth'" than that of the cascaded BPF's. The

narrowing effect is due to the slow rolloff of the single-

tuned BPF, After multiplication with another slow rolloff

A
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frequency response, an output with faster ro}loff than Ebe

inputs is obtained. ' !

¥
I3

- The narrowed bandwidth shown in the frquedey response

. .

for a single-tone,” nolse-free input signal will not lead to
an improvemeht of the eguivalent noise bandwidth of the -"FTF.
On the contrary, as will be shown in Chapter 5, the oufbut

signal-to-noise ratic is degraded:due to -the mp¥ilinear

effect. It is noted that the qonventional'approach to deter-

mine the Dbandwidth of a linear BPF by sweepiﬁg’the ihput
3 , ’ .

freguency is not“applicable in the nonlinear system nor is

it afplicable in the bandpass model of the ‘FTF.

A

It is further investigated that the "narrower band-

width" is quite harmful practically in a sense that the

af

fluctuations of the amplitudg causes amplituﬁe modulation:
(AM) to phase moaulation (PM) of certain components in the
circuit. Hence, limiters’afe used to minimize this effect
in practice. The improved amplitude response by the
limiters has a drawback of increasing the bandwid?h at the
output of the FTF. Fig.4.12 shows that the bandwidtl¥ of the
FTF increases Usignificantly vhen - the mixer and ' the BPF's
operate in the saturated region. The saturation acts as a
limiter to spread.the spectrum accordingly.‘

As a final remark, this frequency response is measured
in the absence of ndise. Since FTF emplgxs noniih?ar

elements, the frequency response of the FTF in the presence

-




e L

PN B Sk

of noise cannot'be‘prgdicped easily, The narrower bandwidth

i

of' Frﬁ-output.uifﬁ no ;ongef.be obtained if noise is,\added

.or if limiters are used. - The .interaction of noise with the

.

"FTF will be shown later in.Chapter 5, to clarify- this point.

AV eI A wat e n

‘4 ’

_Effect of the limiter on FTF output

r

o

b - “\‘.
x - 0" ‘0 \
’ A v
) 3
gﬁﬁ 2dB ¢
N «—sSingle-tuned BPF
™FTF with limiter
1 50kHz center - )
[ b 9.7MHZ ~ :
ot : ‘...‘ .




- 95 -

‘CHAPTER 5 ,

PERFORMANCE OF FTF IN AN AWGN ENVIRONMENT

/

A major reguirement /of the tracking filter is Sts\\

ability to filter the fioise accompaning the input 8i
Analysis of the effe?}/éf the noise on the FTF is presengé@
in this chapter. //The nonlinear behaviour of the bandpass
model of the FTF im an additive white'Gaussian.noise (AWGN)
environment 1is /first studied: There are two criteria
characterizing a nonlinear system like FTF (11]. The first
one .is the output statistics which will be investigated in
tﬁeﬂfirst;section. In the second section, another criterion
of a nonlinear system, the input and output signal-to-noise
ratio (SNR) relationship is derived. Following the non-
linear analysis, the phase jitter performance of the linear

Ct
baseband model of the FIF is presented in the third section.

5.1 Spectral Analysis

P

Unlike the linear system, the output signal and noise

of the non-linear bandpass model of the FTF - will not have a

)
simple linear combination of thé’input signal and noise. It
ya

. / 3 .
will be shown later that the resulting'output consists of a

mixture of signal ;nﬁérmodulation product and of noise
”

product terms, which are not combined linearly and have lost

the statistical character of the original input.

v

// "

e

Fig.o31 shows a block diagraﬁ‘of the FTF in an AWGN

L

Ny

v
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environment. The input signal is

r(t) = s(t) + n(t) : (5.1)

-

The desired signal s{(t) is a noise-free sinusoidal signal,
s(t) = Acos(wot+9) (5.2)

where amplitude A is a constant, and 6 is a random phase
uniformly distributed over the range (—r',r). The additix‘le
noise n(t) is a white Gaussian random process with zero mean
‘and power density NO/Z. ' s{t) and n(t) are assumed to be

‘'stationary and statistically independent.

The output of BPF1 and BPF2 are given respectively by

xl(t) = /";f(A)s(t-A)dA +/°° £(A)n(t-A)dr {(5.3a)

. §xl(t) nl(t) ) ’ -
xz(t) =/: c(A)s(t-A)ax +f_: c(l)n(t-)\)dk\ (5.3b)
| s, (t) n,(t)

2

where f(t) is the impulse response of the BPF, and c(t) is

the impulse response of the cascaded BPF's. Mathematically,

c(t) is written as

‘ .
cl(t) =/ f(A)E(Et-A)AA . ‘ (5.4)
that is the convolution of the impulse responses of BPF1 and

BPF2. From Eqgs.(5.3), n,(t) and n,(t) become bandpass

¢
[ 3
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Gaussian random processes and are independent&of s(t)?“”’“*\\

\

As the input is a pure sinusoidal signal, Sy (t} and
1

s_ (t) are sinuscidal signals with phase delays, 6, and 6

X, 1 2’
respectively. Therefore,
sx‘(t) = AICos(wot+9+e1) / ) (5.5a)
S, (t) = Azcos(wot+9¢92) : (5.5b)

where A, and A, are the amplitudes modified by the BPF's.

To simplify the calculation, s(t) is assumed to fall in the

centre frequency of the BPF's so that 61=62=0 and A =A,=A.
The desired equality
le(t) = sxz(t) = s(t) {5.6)

is then valid. As a result, the Egs.(5.3) are rewritten as

x1(tl = s(t) «+ n1(t) . (5.7a)

xz(t)‘= s(t) + ny(t) . - (5.7b)

After obtaﬁning the essential properties of the inputs,

‘the ‘'direct method' in [11,12] is adopted to determine the
autocorrelation of the output of the FTF. To proceed, the
output of the FTF in response to the received signal of

Eq.(5.1) is first computed, i.e.

2
y(t) = [x1(t)] X,

= (s(t)en, (£)1%(s(t)eny(t)] (5.8)

Multiplying out the expression, the output contains five

3
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product terms:

“yit) = ysxs(t) + Yy (t) + y {t)

sxn, sxn,
* ysxn,xn,(t) * yn,xnz(t) (5.3a)
where y_ _(t) = s(t)- (5.9b)
vy (t) = 2s%(t)n, (t) + s(t);l 2(¢) (5.9¢)
sxn, 1 1 ) *

ysx:lz(t) = s2(t) + ny(t) . (5.9d)
ysxn|xn,(t) = 25(t)n1(t)n2(t) | ¢ (5.9e)

2
Ynlan(t) = n, (t)nz(t) : (5.9f)

The first proéuct term represents the desired signal. The
rest are noise-product terﬁs, either due to the interaction
between signal with noise or due to the interaction between
noise itself.  The noise-product terms are generated by the .

nonlinear characteristics of the FTF.

Applying the stationary property of s(t), n{t), n1(t)
and nz(t). the autocorrelation function of y(t) is found to

be a function of the time difference, i.e.

"

RYY(E) = E[y(t1)y(t2)] ’ t2 = t, +e¢
3
. . i j x_1_p._gq
E E : © 8 4,%,1,p,q9 51 527 M1 Py My Myy [(5.10)

iljlklllplq ‘

i+j+k+l4pra=6
e
whgre S, = s(t,), S, = s(tz) .

ngy o= nylty), ngy o= ong(ty)
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21 = Palty). myy = ol

and E[x] is the expectation of a random variable x. Since

s{(t) is statistically independent of n1(t) and nz(t), from

‘Table 5.1 and Appendix A.3, the moment func}ions in

Eq.(5.10) are non;zerq only if

(i+j) is even and , (k+l+p+g) is even.

.Grouping into five product terms, the non-zero terms in

Eq.(5.10) can be shown to be .

Ryy(€) = R, (€] + R, (€) + Rsynz(tl
Rin xn}(c) * Ry xn, (€) (5.11a)
where
33
Royg(€) = El5,7s,”] - (5.11b)
3 2 2 2
‘Rsxnl(e) f E[s1 SZIE[n12]+4E[Sl 5, }E[nllnlzl |
3 2 2 2 (5.11c)
*ELS)S;71Elny 148l sy 551 Blnyyny 5l
R (€) = El s.°%5.%1Eln..n._] (5.11d)
: sxn, 1 72 21722 T
R (€) =2£[s3s]E[n n..) +2El s.2s. 2 El n. n]
sxn,xn, 2 12722 172 11722°
2 2 L
*+2E[ 5) ]E[nll 12 npal 2Bl 5,85l Elny 0y 50y,
5 2 2
+2E[sl 2 ]E[n12 21]+E[s1 ]E[n12921n22]
. ‘ 21
., | +ZE[slsz lE[n11 21]+28[5152]E(n11n12n211

o - ' +4E(s s ]E[nlln12n21n22]

2

+2E[s2 )E[nll 12 21]

+E[ s, lE(nll 21“22) ' (5.1le)

o
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i
E(xll,xzjl X = s sinusoid
E[xll 0
E(xl,le %Azcosyoc
£ (x, ) L2
E{xl,xzzl 0 <
E(xl,x23] %A4coswoe
‘\ E[xlz,xzzl \%ﬂ4(1+%cos2woe)
\ E(xl3,x23l ;5A6(9coswoe+cos3w°e)
\
\

Table 5.1: Moments of a sinusoidal function with
uniformly distributed phase angle

\\
\\'
\
\
\
\ .
A
\
a A
5
S e .
: s —
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22
= .11

Rn,xn (€)= Elnpjn;3ny)na)l (5.11£)
Substituting the appropriate moments into Eqgs.{5.11), the

autocorrelation function of the product terms becomes

6

_ A y
| s(e) = ;I(9coswoe+ costoe) (5.12a)
R (e) = ( A N B NZAZBZ)cosw e+A (1+ osZw e}R__(€)
sxn, 1+7 IC nn
2
+A Rn nl(e)cosw € (S.le)
R (€) =-5— +icosaw SR (€) (5.12c)
sxn 4 7C n,n, '
- ,3,4 2.2 2,,2.2
Rsxnlxnz(c) = (zA N°%p+2A NoBch+2A N B )cosw €
2 2
+4A NoBcRnlnl(e)+A NoB Ry n, (€)
2 2 at
+(A NOBl+A NOBC+§_){Rnlnz(E)+annl(C)L
4
A
+3_c°52w05[Rn1n2(€)+Rn2nl(5)]
2
+2a COSW°ERH,",(E){Rnlnz(E)+R“znx(€)]
2
+2A cosonRnlnl(E)annz(e)
2
+2A coswoeRnlnz(e)annl(e) (5.1248)
_ 2.2 2.2
Rnlxnz(c) = 4NoBcRnlnl(e)+NoBan2n;(E)
. 2 2
+2N°B,B [ R {e)}+R {(e)] +2R {e}R (g)
o"1l°¢c n,n, n,n, n,n, n,n,
‘ +4R"x“x(E)R“x“z(E)annx(E) {(5.12e)
where Rn|n‘<e) = E[n1(t1)n1(t2)] = E[n11n12] (5.13a)
annz(E) = E[n21n22] (5.13b)
Rn2n|(€) = E(n21 12] ; (5-135?
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and Rn‘n‘(O) = NOB1 (5.14a)
Rn,n,‘o) = NOB2 (5.14b)
R (0) = R

(0) = NOBC {(S.14c)
i

where B1 and 82 are one-sided equivalent noise bandwidth of

F(w) and C(w) respectively. Bc is the one-sided equivalent

noise correlation bandwidth (Appendix A).

Note that cross-correlation terms Rn o
1

are present in Egs.(5.12d) and (5.12e). Since n1(t) and

(e) and R (€)
2 n,n,
nz(t) are derived from the same source, they‘are correlated
as demonstrated in Appendix A.2. Due to the cross;correla-
tion of n1(t) and nz(t), the Rsxn\xn,(E) term becomes the

major contribution to the noise power.

Taking the Fourier transform of "the autocorrelation
function ,RYY(C), the spectral density of the output of the

FTF is obtained as

Syy(f) = Ssxs(f) +\Ssxn‘(f) + Ssxnz(f)
/ ‘ , ‘+ ssxn‘xnz(f) + Sn‘xnz(f) ‘5.1Sa)
‘where
ab J
Ssx%(f) = gT{9§(f‘fo)+96(f+fo)+6(f-3fo)+6(f+3fo)l(5.15b)
S 3.4 1.2.2.2 4 '
Ssxn!(f) = ng NoBl+TA NoBl)lé(f-fo)+6(f+fo)l+A Snln}f)
- v \4
A
Hp (S, (E=2£ )+ (£+2£ )]
B N S . ‘
A , \ .
:“+2 [W(f-fo)fW(f+f°)l | | (S.1§C)

Lo
.

o e R e ek e

B W
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A4 A4 ;
ssxn (£f) = T-snznz(f)+T3(snznff-2fo)+s n§f+2fo)“5315d)
_ ,3,4 2.2 2
sxn xn (£) (EA N B +A°N BIB +A N )[6(f -f )+6(f+fJ]
2
' +4A NoBcSnlnl(f)H\ N_B,S n,n, (£)
4
+(A2N B +‘-°‘-+A2N B_) 2sreal(f)
1 2 nn,
A real real
\' +I_{Sn n (f-2fo)+sn n (f+2fo)]
12 12
2
+A [ZU(f-fo)+20(f+f°)+V(f—£o)+v(f+fo)]
+h¥( 2 (£-£ ) +2 (£4£ )] (5.15e)
_ 2.2 2 2 real
' ~sn xn (€) = 4NOBCSn n (f)+N l nn (f)+4N BchSn n (£)
172 1 272 12
{
+ZW(E)*Sn nz(f)+4s"1nx(f)*2(f) (5.15f)
~and W(f) = Sn‘n (f)*S a,n (£f) (5.16a)
- * real
U(f) = Sn|n {(f) Sn:“z(f) (5.16b)
. V(f) = S ,n,(f)*snznz(f)* {(5.17¢c)
Z(f) = Sn,nz(f)*sn,n,(f) (5.174)

. *
where * denoteés convolution and x

of X,

Egs.(5.15a-f)

spectral

three bandpass functions,

The results of the convolutions are expected to be

and

density,

Sreal‘f)

the
n,n,

is'
and (5.16a-d)
S f ]

y( )

S
n,n,

real part of

show that the

depends on the convolutions

(f), S

n,n,

is 'the complex *

{£f) and Sn n

conjhgate

Sn,nz(f)'

FTF output

of
(f).
2

2
bandpass

: functions and their spectral information are confined in the

vicinity

of

of f
.o

and“of 3fo

this spectral information,

it is always instructive

examine the output Spectrum graphically.

To understand the distributlon

to
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It can be seen that the characteristics of the BPF's in
use determine the FTF spectral density. For the simplest
case of an ideal BPF having brick wall aﬁplitude response
and linear phase characteristics, the spectral density of

n1(t) and nz(t) are equivalent since B1=B2=B. Therefo%e,

N B B
52 . £o- f’<|fl< £t 3 \ |
S, pf) = S, (£) ={ T (5.17)
171 272 0 , otherwise

Eq.(5.17) represents a rectangular spectrum centred at fo as

shown in Fig.5.2a.

The cross-correlation spectral density SF n {f) 1is
) 1702

evaluated by separating into its real and imaginary parts

{see Appendix A). In this ideal BPF case, we may write the
real(part of S;egl(f) as
12
Ny B B
»— cos[blt-£ )1, £ - 3 <[f]< £ + »
S:egkf) = ' (5.18a)
172 0 , Otherwise
and the imaginary part is
N
_ 52 sinlble-£ )], £~ 5 <[fl< £+ 3
S aAf) = (5.18b)
12 0 . ©Otherwise

where "b" 1is a coefficient representing the slope of the

linear phase response. This coefficient determines the

shape of the truncated sinusoidal spectra, S;eil(f) and
. 2

slmag(f), in Eg.(5.18). For convenience, it 1s chosen to be

n,n,
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(a) Sn,nl(f) = Snznz(f)
‘ o/
B L3
o — - No— -r
L -2-
b] )
- 0
fo fo £
r
(b) Sne:'l (£) '
1 2
. ¢ .
B B
— Ny _—
’\ 2
| 0 i
|
' ‘l f
v - I I
. | g ) 1 7
N ]
.fo qu '
. imag
(c) Sa n, (£)
‘ ’ nn, :
. 4
B B
n—— N
o — [«
2
0 £
I 5
) l
| l
( . !
-fo fo -
Fig. 5.2: Spectral densities of Sn,nl(f) ‘ snznz(f?,and sn‘nz.(f)
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b

b = -47/B (5.19)

to closely conform to the slope of the linear phase of the

experimental SAW’filter. The respectivegspectral densities '
of 'sﬁeﬁl(fx and Si?ﬁzkf)uare shown in Figs.5.2b and 5.2c. .
VIt s ;oéed that Siein) is an even function of f about fO r' )
while simi%f) is a; ;dd function of f about £ ' o

12 .

Performing the gappropriate convoiution of Egs.(5.16)

and usiné the results developed in Appendix B, the spectra
: >

of W}f),' U(£), V(f) and Z(f) are obtained as follows. Both

W(f) and b(f) have a simple triangular shape as shown in
. v _\-\
Eg.(5.20a). - : S N

. . _
S —(B=[E]): ., o<|f|<B

. ’ N ‘ )
W(f) = V(£) =\-(B-||£]|-2f |), 2f -B<|f|<2f +B o
W S VR =) HE]-2£ ] o-B<lE]<2f (5. 20a)

0 R " otherwise s

U(f) ‘turns out to be a truncated sinusoidal spectrum

-

depending on the value of the coefficient b, which is

represented in Eqg.(5.20b).

L2
B gg}gip[b(g-|f|)1+sin%§} , 0<|£]<B
2 .

: N2 -
U(f) = of . B . bB}. ‘

ZS{SIan(E‘Ilfl-2f0|)1+51njr}, 2fO-B<|f[<2f°+B
o ~ F

0 , otherwise " (5.20b)

\ .
* a

Z(f) is also found to be dependentﬁof b, which is described

by




3

- - 108 -

N , .
-5 sin(b(B=|£])] , 0<|f|<B C.
N2 K -
o _.
- Z(f) s)qy sinlb(B-||£]-2£_])] , 2f -B<[f[<2f +B (5.20c)
~— L
0 , otherwise

» of these four functions -are plotted in
4

Figs.5.3 for the cas 'b=-4W/B.¢

The spe

The spectrum of each productr term "in Eg.(5.15) a?é
approx;matély displayed in Figs:(5.4) following the sub§;i—
tution of Egs.(5.7), (5.8) and.(5.20)$'IF is clearly notice-
able that /there are s;mémspectral components outside the
vicipity of fo in each of the output:spgctral density terms.
There is’ no component around OHz and 2fo, because, thg
doubler and the multiplier are memoryless devices. The_ -~

@ - .
doubler shifts the input at fo to OHz and 2f6 whereas the

muftiplier sh%fts the frequency components at:~f‘_0 back to the
vicinity arqun@ fo and 3fo.
<
From these spectra, the output signal and noise do not
possess  a linear combination of the input §ignal and‘noisé.
?he nonlinear operation of the FTF scrambles the input
_ signal and input noise to produce ?he cémpiex output
épectrum in which the input signal and noise cannot be
isolated independently. The output ébectral aensity . term
resulting from the interaction of the input signal with

itself 1is shown to contain a pair of impulses. The one

situated at fo is the desired output signal while the one at
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' | S © O W(E) = V(f) .~ .
(a) \
' N B T
-o ' -
/ 2 ‘ ' I e,

/.. ~-B 0 B fo
\ -
’ : U (£)
(b). |
' ‘ v 4 "
T : . 1K o
N;B

; (c)

1
¥ ' '
\ . -2fo 2f°
" h s
\ |
' Fig. 5.3: Spectral densztles of W(f), v(f), U(f) and 2 (f) in
\ . ’ the "presence of AWGN
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3fo will be the interference as a result of intermodulation.

. v
The output spectral density due to the interaction of

signal and n1(t), is found to contain an impulse in addition

to the continudus spectrum. Usually, a continuocus spectrum
I

is generated by the inpg?action of signal and noise. The

discrete 1line preésent in Ssxn (f) is due to the nonlinear
1

operation of the doubler on the signal and n,{(t). Converse-

1

ly, without the action of the doubler, the discrete line is

absent in the spectrum of Ssxn (f). The impulse also exists
2

in the spectrum of S (f) for the same reason
SXN, Xn,

(Eq.(5.15c)), although it does not appear in the Fig.5.4d.

The null result of the one-sided noise equivalent correla-

tion bandwidth as shown in Eq.(5.21) accounts for the dis-

appearancé of the impulse in this specxél ideal BPF caéé.
°© 4n | B
Bc = . cos[-Tr(f-fo)]df,é V3 sin2t = 0 . (5.21)
-—t+f i .

The zero result of the B_ is desirable as ig_helﬁs to reduce
slightly the noise power due to the Ssxn,xnz(f) and

S .. (f) terms appearing at the FTF output.
n,xn,
The doubler. has another effect that it doubles - the
bottom of the output spectrum of the BPF's. This effect can
. - c .
be found 1in the spectra of Ssxn,(f) and Ssxnlmnz(‘) in

Figs.5.4b and 5.4d. A detailed analysis of the doubler has

been given in [12] from which the spectrum of a unit gain
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doubler in response to the output of BPF1 is found to be

A4 .
TEl6 (£~ )48 (£+£ )]
2
A°N
- 2f -Be|g|<2f 4B
- 2 o 2 o2
S (f) =
z
+ N2 : ,
T(B'l |f|—2fo|) . ZfO-B<‘|f|<2fo+B (5.22)
0 | , otherwise

This is the output of the doubler centered at 2fOL It 1is
drawn in Fig.5.5 that the bottom of the spectrum is doubled

when it is compmared to its -input.

é The undulating shape of Ssxnlxnz(f) is due to tﬁe

addition of three truncated sinusoidal spectra of different

périods. This irregular shape plus Sn <0 (f), characterizes
1 X0,

the shape of the overall output spectrum of the FTF in

Fig.5.6.

‘The spectrum due to the interaction of n1(t) aﬁd nz(t)
is continuous. It represents the output spectrum of the FTF
when the ‘input is noise alone. The discret; spectrai
component due to the sinusoidal ;ignal, should not .be
present. . Moreover, the bottom of this spectrum is three
times wider than the bandwidth of the BPF. This _spreading

effect js due to the multiplier and the doubler.

' The overall output spectral density of FTF, by summing

the product terms, is drawn in Fig.S.G. The undulating

b e e
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s A . , | |
yy'®! ' , iy B .

0 _3B B
T £ > £

W

Fig. 5.6: Overall output spectral density of FTF using
jdeal BPF's with sinusoidal signal plus AWGN
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N .
pattern and the spreading are retained 1in the éverall

spectrum.

Experimentally, a discrete FTF is used to verify the
theoretical results since SAW BPF's have very similar
characteristics to ideal BPF's. The results of the output of
each element of the éTF in Fig.5.1 are measured. Fig.5.7
displays a single-tone signal and the accompanied noise
before and after the first SAW filter, r(t) and x1(t). The
filtering of the SAW BPF is clearly seen, and the sharp
rolloff of the spectrum approximates the brick wall charac-
teristics of an ideal BPF. The output at the second SAW
BPF, xz(t), is shown :&Bng with x1(t) in Fig.5.8. A
narrower bandwidth is obtained as expected. This improvement
is not considered in the theory for the sake of s#mplicity.
Fig.5.9 is the output of a doubler, =z(t), overlaying on its
input x1(t). It is noted that the output SNR of the doubler
is lower than the input SNR. The degradatiion of SNR of
the doubler is predicted in theory [12]. Due to this degra-
dation, the output SNR of the FTF also degrades as will be
seen 1in a later section. The spreading effect -of " the
doubler i; approximately shown in the picture. The final

output of the FTF, y(t), is:compared respectively fith x1(t)
and xz(t) in Figs.5.10. As mentioned before, the output'SNR
is degraded. The overall spectrum agrees closely with the
sp;cial case of the theorectical result obtained in Fig.5.6.

The wundulating close-in noise and the spreading effect at

the bottom of the spectrum are both recorded in the picture.
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Comparing the spectral analysis of FTF in AVGN environ-

ment to that in noise-free environqent, it is found that the

improvement of bandwidth  in the latter ‘is no longer found in

’the former. This result indicates that the nqnlinear effect

on the s%gnal plus noise is differenp from that on the
single-tone; noise-free sigﬂal. Therefore, due to slow roll-
off of the single-tuned BPF, the ‘'"narrower bandwidth"”
measured~ by sweeping the input frequepcy is not the true
bandwidth of the FTF. The performance of the FTF thus
cannot be measured pg the bandwidth but by'tbe SNR which 1is

«

studied in the next section.

5.2-8ignal-to-noise ratiés = P

In this section, the relation of the input and output: :
signal-to-noise power ratios of thé bandpass model of “tﬁé
discrete and continuous FTF's is investigated. . a0

From the expression for the autocorrelation function of
the output of the FTF in Eq.(5.12a) and confining our

interest in the vicinity of fo' the signal. power at the FTF

output is evaluated to be

6 7 :
= = 9A . ' : . 53
517 Rexs (0 = 37 .7 (5.23)

o

Y

q
u

Similarly, from Egs.(5.12b-e), the total noise power¥$t the

FTF output is equal to \ . . . s

N; = R (0)+«R__(0) . (5.24)
2 n ,

(O)+Rsxn,(0)*Rsxnlxn (XN, ‘

LI "

S‘Xﬂ)
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. where '
R>  (0) = §A4N B +lﬁ2Nsz+A4(l+L'L)R (O)FQAZR 2(0)
sxn, 4 ol 2 o 1 4 2 2 n,n, 4 nn,
‘ _ oad 5,222
= 2A°N B, *+ TATNOB] (5.25a)

{
The factor of 1/2 arises in the third term because half of

the power of R (e)cosw_g€ is centered at f whereas the
n,n, o : ] o <

other half is at 3fo. The same reason applies to the factor
of 3/4 in the last terh, three quarters of power 1is

centered at fo and the rest is centered at 3f0.

1]
< <

v 4

‘ _ 5 .4 ) |
Roxn, (01°= 1g A NoB) (5.250)
L 11,4, 2,2 11,2,,2.2
‘\’ : Rsxnlxnz(O) = F® NB+lIATN B B +3-A"N B
. 5,22
o AR’ (5.25¢)
S B S - N
R xn, (0} = 1INGB B, +3N BB (5.25d)

2

Summing .the individual naise power in Eqs;(S.ZSa-d)y the

Eotalln01se power in Eq.(5.24) is computed as

.4 5 4 11_4 522 2522
Ny = 2 NoBl+I3§ NoBo* g NoB AR N B{+7AN B B,
2.2, 11,2.2.2.5.3.2 3.2 ‘
+11A°NZB)B +S-A N BS+3N BB, +11NBZB) (5.26)
. 5.2.1 SNR of FTF using ideal BPF's a \\
, N

r"Fc»r ideal BPF, the total noise pbwer is modified as .

» p
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-

37,4 11,4 15.2.2.2 ... 2.2 s
| = N8 + Statn B+ 2a?n2s? + 11a%28 B
h (5.27)
) + TAll zuéag + §N283 + 111~x3 2

since B1 =B2 =B.

Defining the input signal-to-noise ratio, SNRi, to be

o

‘ 2
: _ A . .
SNRi A n= VI (5.28)
o1l
— T-which 1is the aﬁbput signal-to-noise .ratio of the ‘BPF1 in
h
Fig.5.1, the output signal-to-noise ratio, SNRO, of the F?F

can be derived as

T 9 3.3
SNR, 4 §- = gn°B /(37 383+lln2828 +——nB +22n523

2,5,3 2 , : .
+11nBB_ +38 +11§Bc) (5.29)

Expressing the one-sided noise equivalent correlation band-.

width BC in terms of B as shown in Eq.(5.30),

f + %
_ . 2 bB
Bc F J. cos[b(f—fo)]df = 5 sin — (5.30)
£ =
o

ol

>
< L

"the SNRo in Eq.(5.29) is then simpiified as

3
SNR | =—— 20 (5.31)
37n +30n+19+44n(n+2)sinc(x)+44(n+l)sincq;)

[y

‘where sinc(x)=sin(xn)/(xw) is the sinc function of x, and

Nl



x = -bB/2w. = ° ' - ’ (5.32)

’ o 4 v
This can be rearfanged as ) L
b = -2rx/B . ox21/2 < - (5.33)
i , _

Eg.(5233) represénts the slope of the linear phase response

of the BPF. " The variable x can be any real number less than

zZero. It is unrealistic to have x=0 as there is no filter

[

having zero“input-output phase relationship unless it is a

) |
tracking filter or FTF. In essence, X+ is assigned

- ]

arbitrarily o lie in the domain x>1/2 based on the fact

-

that a single-tuned BPF gives approximately a phase differ-

<

" ence of over its entire, 3dB bandwidth. Figs.5.11 and 5.12

‘are the, input-output SNR relationship of FTF using ideal
BPF's for three differént coeffiéienpsk . The smalli §iqﬁa%
suppressdon;u inherent from .the. doubler, is evidehtly shq@q‘
At high input SNR, a linear characteristic is‘?ébt;}ned,

which can be approximatéd\by . ‘

13

(5.34)

) s 9n
SNR, = 37 % 44sinc(x) ' X

v
N 11

1 ]

and thus the ouéput SNR generally suffers 6 to 7 dB degradaA
tion. The significance of comparing the output SNR of the
FTF with t?at of the first BPF is that a certain price has
to be paid in order to achieve tracking ‘capability in a

feedforward fashion, 1i.e. degradation in SNR and increased

' )

complexity of the circuit! = .

L
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A

Given a fixed SNRi, the SNRO improves at zero-cro{e{%g
points of the sinc function,' i.e. when x is an integer 4 The
corresponding SNRo is

. .
3

SNR_ = 2,9“
37n° + SOn + 10

(5.35)

The result in Eg.(5.35) can also be obtained if x is large

because the value of sinc(x) approaches to zero as X +.
Nevertheless;‘the improvement of the SNRo resulting from the
property of the sinc function is not signifiqané. As shown
in Fig.5.13, the difference only varies within 1dB  for
x>1/2. The figure illusgrates the pattern of the sinc
fungtion. The highest output SNR is found at x=1.2 Whére the
value of siﬁc(x) is a minimum.

)

5.2.2 SNR of FTF using synchronous-tuned 3PF

/
The Eq.(5.23-26) .are also applicable for high-Q
synchronohsly-tunéﬁ BPF (Q>10). Therefore, we can use the
approacn in the previous section to find the SNR's for this

-

case.

Here, Bc is calculated by using Egs.(A,12)»and (A.16),

i.e.
NoBc = Rn‘nz(o) : ) {5.36)
where
- = — —1 . * . N
Rnlnzl(O) —/;_w Snlnz(f)df —(Z (F(iwle (GW)] oo - _22

-

~ o
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Therefore,

B = & ‘1[F(w)c*(“w)1|' (5.37)
C 2 ] €e=0 N .

In terms of the eguivalent lowpass analog of the. BPF's, it

yields ' .7

- *
» B, =( l(Pl(jw)cl(jw)l

(5.38)

The BC of four different order sydchronously tuned FTF's are
shown in Table 5.2. The one-sided noise egquivalent
bandwidth of the cascaded BPF's, BZ' is alsc included in the

table.

s ~ A

It is noted that Bc and 82 increase as the ‘bandwidth of
fhe BPF increases for any order of the synchronous BPF.
~Certainly, if the bandwidth of the BPF increases, more noise

.will pass at xz(t) and more noise will be correlated.

It is known that the more is the filter cascaded, the

less improvement in bandwid?h. Thus, under the same noise

bandwidth, 52 increases with the order. However, it is
. interesting that BC improves with the order. It is found
that the cross-correlation of n1(t) and nz(t) 'Secreases
eprdgntlally with the time difference. The decreasing rate

and the correlation at zero time difference are reduced when

'the(ordgr of the BPF increases. In other words, the imagi-

o
‘ -
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<2

nary power of the complex cross power spectral density

increases at the expense of the real power. The BC,
| =

compared to B therefore, decreases as the order of the BPF

-li
increases. However, this is insignificant in the case of

N

the second order.

Substituting Bc- and B, into Eq.(5.26) and usingy the

2
same definition of SNR; in Eq.(5.28), the SNR_ of the
s?nchronously—tuned FTF is computed. The result is tabulated
in Table 5.3 and plotted in Figs.5.14 and 5.15. Compared tg
Fig.5.11, a similar performance in terms of SNR is found.
Resulting from the slight impfbvemeqt in BC, the output SNR
is better for third and fourth order FTF at high input SNR.
The second order FTF shows inferlbr performance since it
suffers from the increase in B, and no improvement in Bc"

2

S.3 Phase noise performance

White noise wusually causes both phase and amplitude
fluctuation “of a sinusoidal signal. In some applications
such as carrier recovery, outputs with cléan phase is more
critical than with stable amplitude response since the
amplitude variation can be eliminated by a limiter but not
the phase noise. Therefére, the effect of the phase noise,
as a form of phase jitter in the time domain, on FTF is—more
- significant for these applications. The study of the phase

jitter of the FTF 1s thus of great interest, since it |is

.designed to acgqguire and track the phase of a signal. When

o

[ = b et
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Order n B2 Bc BL
First 1 %Bl %Bl %Bl
Second’ 2, gel %Bl Zelal
Third 3 %%al %%al %%Bl
Fourth | 4 %%%531 %81 42§é831

Table 5.2: Table of various one-sided equivalent noise

bandwidth -of four synchronously-tuned FTF

Order n ) SNRo
3
First 1 218n
‘ 113n"+150n+32
‘}
3
Second 2 272n -
457n"+620n+138
3
Third 3 276”
3490n"+4483n+959
4
lléZn3
N Fourth 4 - 3
> 6637n"+8012n+7194

. } .
Table 5.3: Output SNR of four synchronously-tuned FTF
in-terms of output SNR of BPFl, n

/
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Fig. 5.14:

Output SNR of continuous FTF's vs output

of BPFl (general case)
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the phase jitter exceeds a certain value, statistical

phenomenon known as cycle skipping occurs. A brief study of

this phenomenon is given in order to gain a better under-

standing.

5.3.1 Phase ijttef analysis v

To analyze the phase jitter of the FTF, an/IF filter
and a limiter are assumed to be placed before the FTF, and

the baseband model is used for the baseband phase input. Let

.r(t) = s(t) + n(t) (5.39)

LY

be the output of the IF filter. Eere

s(t) = Acos(w0t+9)

-is the input signal and(n(t) is the bandpass Gaussian noise -

process. n(t) can be expressed as,
nit) = nc(t)cos(wot+6) + ns(t)51n(wot+6) (5.40)

nc(t) and ns(t) are the in-phase and quadreture component of

the noise process n(t). It can be shown that [13]

Eln_(t)] = E(n(t)] = Eln(t)] = 0 . (5.41)

and
1

Var[nc(til = Var[ns(t)} = Var(n(t)] = NBrrp (5.42)

-

where BIF is the one-sided noise equivalent bandwidth of the

-

“IF filter and Var(X] is the variance of a random variable X.

T el
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o

Theffeceived signal onyq:(5,39) can be rewritten as
. .

o

r{t) =~[A+nc(t)]cos(wot+e) +,ns(t)sin(wot+9)

] - R(t)cos(wot+el¢) - T (5.43)
where P ’ , o
R(e) = V1A (6117 + 0 2(6) C O (5.44)
‘ -1 ns(t) }
e(t) = tan (X—:—;—TET o (5.45)
(84

R{(t) 1in éq.(5.44) is the amplitude flucéuation which is
removed by the limiter. Eg. (5.45) represehts\ the input
phase jitter t§ the FTF. When there is a high sianal-to-
no;se ratio -at the output of th; IF filter precéding the
limiter, the terms nc(t) and ns(t) will be much spaller than

A, fhat is

l“c‘t"w' l“s‘t” « A | (5.46)

&

The phase jitter term #(t) can then be replaced by
J : ST
(L) = ns(t)/A (5.47)

If B is much bigger than B ¥#(t) becomes a white Gaussian

IF L'

noise process with zero mean and power density

(t) No

) = ' (5.48)
2 22

n

var(e(t)] = E|

» jn N

The output of the FTF in response to this phase jitter ¥(t)

is

@




o

)

,of the FTF, i.e.
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Gg(t)cﬁ Jr h(A) ¢(t-2)dA . (5.49)
-0 N f .

where h(t) = f '(u(£)).

Clearly, the output. phase jitter Sj(t) of the linear

baseband model of the FTF is a Gaussian process and its mean

[4

is =zero. The variance of the output phase noise (jitter)
then is

2 2 ® 2 1 '

o"s E[0](t)] = [H(E) [“@(f)af = 5= ' (5.50)

-0 '
2 .
where ®(f) = f( e(t)] = n_/22° ,
p = A%/2n B | (5.51)
oL N )

L)

and B. is the one-sided lowpass equivalent noise bandwidth -

L

LY

<

B, =[ |H(£) | %as (5.52)

0

p in Eg.(5.5%) is considered as the SNR in thé FTF. The
expression in Eq.(5.50) is expected as the baseband model of
the FTF has the chéracéeristics of a PLL assumed as a 'linear
system. Therefore, the root mean squarepvalue of the phase

jitter is, the same as the PLL, inversely proportional to

the square root of the SNR in the loop. Table 5.2 shows the

BL for different orders of the synchronously tuned FTF.. It
can be seen that the output phase jitter increases with the
bandwidth of the BPF. It also increases with the order of

the BPF under the same B1.



Furthermore, ' the first and second moments {(mean and
variance) are sufficient to specify the Gaussian process
ej(t). The probability density function of the phase error

duelto the phase jitter is then found as [13]

1 o 3, ‘ ' (5.53)
/77p

Pe(ej)‘ l=
where p is defined in Eq.(S.S*).“ Eg.(5.53) also resembles

the error probability of the PLL with high input SNR [1,2].

<

[}

5.3.2 Cycle skipping in FTF

a

At low input SNR, a phenomenon called cycle skipping is

observed in PLL and also in the feedforward quadrupler (7].

. This is a random occurance, with low probability at high

SNR{ but with an increasing probability when the SNR de-

o

creases. For each «cycle of the.input there must be a

. corresponding cycle of the output. A cycle skip event

happens if the output of the tracking filter advances or

recedes a phase of 27 with respect to the input phase. This

\
phenomenon in the PLL has been extensively studied’ in the

literature (2,10,14]. _Due to the periodic characteristics
of the phase error of the PLL, the VCO skips one or several
cycles with re$pect to the input phase when the VCC phase

variance becomes too large. If the additive noise is the

)

-
only cause of the phase variance, that is, if the 1input

G«

!{f . * :
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~ Signal ié not modulated and its frequency is equal- to the

VCO central frequency, the probability of skipping a cycle

H

either in a plus or minus direction is the same. However,

the PLL skips cyclé, even in the absence of additive noise,

¢

when the input signal frequency is not equal to the VCO

central frequency'(this‘phenomenon is well described by the

o 4

. .phase plane trajectory method (2,10]). Theréfore, a higher

probability of cycle skipping is found when the PLL is

required to acquire a large frequency step input.

A similar phenomenon of cycle skipping is also observed
in the FTF.  The additive noise is the only source of this

random occurance. Contrasting to the slow feedback correc-

— h o
-

tion of the phase error modﬁlo 2T, the‘feedforw;ra compensa-

tion scheme allows agy‘value of the §hase error {(-= to +)

at the output of the first BPF, and as a result,  there is

only one asymptotié stable oper;lihg node in the FTF.
»

Thérefore, the phase error at the output of the first, BPF

caused by the frequency step will vanish eventually without

exhibiting any cycle s&ipping. "Although the multiplier in

the FTF has a phase characteristics of modulo 2r, the phase

error caused by'the frequency step is not restricted by .this

periodicity. ¢ ,
-

\

o

As the ‘additive nOtse is the only cause of the «cycle

skipping% to simplify the situation and, in fact, supported
s

by experimental results, Hess [15]) proposed that the output
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of thejPLL skips‘a cycle whenfthe inpst gontains a‘step, of

+21. The idea is'similar to Ehe-ﬁélick" in the FM- kFreq-

uency Modulation) receiver. It is ;lsé applicable‘for the

FTF. When the ngise induces a #2n phase step at the input, a

cycle 1is skipped if the FTF tracks thj +2n phase. Withs

reference to Fig;5.1, whenever a phase gcmb of #2m a£ x1(t),

at x2(t) or at z(t) occurs, a cycle skip event will also'be‘

* induced at the output of the FTF. It is more likely théﬁ

phase. jump happens at the output of the dqubler g(t) since

there is.a dégradétion of G.dB in SNR due to the nohlinear

operation. On the contrary, it is less likely at the, output

of épe ‘cascaded’BPF's x,(t).  Although.the doubler will

' Wvligely increase &;he cycle §kipping rgte‘asv a result of

decreasqd SNR, it el}minates the éyclg skipping due to the

p?aée ambiggity introduced by the frequéncy divider used ;a

the fegdforwafd quadru;ler (7]. =t is‘vérified expermemtal ~

ly. that the cycle skipping rate of the FTF is better than’

thatlinﬁf7j evenowith'th; cxcle skipping~correction circuit.
L. : \ .

/1 The egpression of average cycle skipping rate of the

! '\ZET is de§irable.l The determination of numbeé of 2nu pﬁase.

. L]
tep, tracked by FTF, vyields th® solution. Assuming thf

édﬁitige noise is white, an expression of the average ceycle

skipping rate can be shown as [15] -
¥ -ﬂ - - .
Rc = Verfc[SNRi] ' s . (5.54)
, - - . v . —_
where - 7. is the radiug of gyration of narrowband noise -
v, - ’

defined as ‘ ' oo

.. ! 4

2 3 " R . !
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T | h .
- \/f £2 F (E)df ] .

Y = ) ’ . (5.55)
\/f F (£)af : \ o
Jow ) \ . ‘
¢ \"\\_b
and ~
. \ '
® .2
erfc (x) =—2f e ¥ du (5.56)
J7J x . : '

-

*Eq.(5.54) shows that the average cycle skipping rate depends
on the output 5NR of the first BPF of the FTF, 74>1 Higher
. ’ O

the SNR, the less occurance of cycle skipping. |

N

~

In(summary, the bandp?ss model of the FTF exhibits
nonlinear characteristics. As a conéequence; the output SNR
is degraded with respect to that of the first BPF in order
to achieve tracking ability.‘9 As far as the bhase is concern-

ed, the FTF,is a linear system having the characteristics of

a second order PLL which is assumed to Se linear. The cause

of the cycle skipping in the FTF is only due to the additive

noise. We have shown that the average cycle skipping rate

.

decreases if the bandwidth éf the BPF's in use is reduced.

L. ‘

«0
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CHAPTER 6

A COMPARATIVE STUDY OF FTF WITH OTHER TRACKING FILTERS

-

In this chapter, an attempt is made to compare the FTF
with a PLL and a single-tuﬁed BPF with an AFC loop [17,18].

The comparison is made with the following considerations:

'1) t;acking behaviour

2) transient behaviour and acquisition time
3) non-linear behaviour U '

4) noise performance

5) hang-up .

.

¥

6.1 Comparison with the PLL

Throughou£ this thesis, the PLL has been compéred to
the FTF, It has been shown that the baseband model of the
FTF has the linear charactgristics of the PLL. The first
order ;ynchronous FTF has the characteristics of the second
order PLL w;th infinite DC loop gain, and the second order
FTF has the characterisitics of the fourth order PLL having
two imperfect integrators. Their transient behaviours are
therefore similar, Compared to the thecretical results 1in
Figs.3.8, 3.9 and the experimental results in Figs.3.13 and
3.16, the measured results of the transient behaviour of a
sgcond order PLL with critical damping and natural frequency
of 100KHz in Figs:6.1 and 6.2 are analogous to that of the

FTF. Note that the acquisition time of the PLL is 6 times

-



Vertical scale:20mv/div
Horizontal scale:10us/div

Fig. 6.1: Measured phase step transient phase error of a 4
critically damped PLL with natural frequency l00kHz
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(b) Single trace

Fig. 6.2: Measured frequency step transient phase error of a
critically damped PLL with natural frequency 100kHz
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.longer than that of the single;tuned FT?. However, the
equivalent ‘'natural frequency" of the single-tuned FTF is
approximately S500KHz which is 5 times larger than that of
this PLL. A comparable acquisition time is expected as both
tracklng filters have the same characterisitics. .

Similar to the acquisition behaviour, the tracking
behavioué}'are similar in both cases. In constrast to the
ideal fourth order PLL, the second order FTF cannot trac
any input with freéuency velocity or ;éequency acceleration.
This incapability is, however, associated with the fourth
order PLL having two imperfect integrators.

Y

Regarding the nonlinear operation of the circuits, both
tracking filtersvrepresented by their bandpass models are
;6nlinear systems. For 'FTF, it has been ,shown that a
narrower bandwidth 1is obtained due to the nonlinearity
(Chapter 4), which is not beneficial, however, when noise is
taken into account (Cﬁapter 5). The nonlinearity of the PLL
in its' bandpass model is not described in the literature
while the nonlinearity in its lowpass eguivalent meodel is
described in detail. The nonlinear periodic characteristics
of the phase detector of the PLL is identified as the cause
of the nonlinear operation of the PLL. Associatea with this
nonlinearity are phenomenons such as cycle skip and hangup.
On the contrary, the lowpass equivalent model of the FTF is
str}ctly linear. Thus, FTF is free from these notorious

phenomenons (cycle skip-due to phase jump in the FTF is not
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included), an advantage over the PLL. / :
N A
Fig.6.3 shows a typical spectrum oﬁég/PLL (critically
damped with natural frequency is {OOkHz) in the présence of
white noise. A narrower bandwidth and better close-in noise
spectrum are found when compared to the spectrum of the FTF
in Fig.5.10. The improvement is primarily due to the nega-
tive feedback configuration. As far as phase noise |is
concerned, PLL is further perturbed by the short term insta-
bility or phase jitter of the VCO while FTF is only disturb-
ed by the input phase noise. Hence, FTF has an angntage of
being free from the phase jitter caused by the VvCO. In
fact, the output phase jitter of the FTF is equivalent to
that of the linear PLL with an ideal and stable VCO. = This
is also the case when the input has high SNR. At low input
SNR, thé linear operation of the PLL is no longer valid and
the phase error variance of the PLL is worse than E%at of
the FTF. However, it is anticipated that the doubler in the
FTF will cause some modulation dependent interference called
pattern noise if the input is modulated and bandlimited. As
is phase jitter of the VCO in PLL, this pattern noise will~
disperse the output spectrum of the FTF. Moreover, cycle

skip of the FTF due to phase jump of 2r is similar to that

of the first order PLL, but further study is needed to

analyze and characterize this phenomenon in FTF.

’

Finally, it is rare that a PLL higher than third order

is constructed because there has been little need for high

/
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’

order PLL in coﬁmon applications. It is also hard to design
a stable high order PLL. On the contrary, FTF is uncondi-

tionally stable as long as the BPF's used are stable.

\

6.2 Comparison with an AFC loop

»

As mentioned in Chapter 1, this loop is an alternate of
.PLL as a tracking filter for fast acqhisition. Refering to
Fig.1;2, a narrowband BPF 1is adopted to servi’ for two
purposes: producing an error signal linearly proportional to
the input frequency offset and limiting input noise power.
Unlike the FTF, the BPF can only ha&e a maximum of 27 of
phaée variation over the entire bandwidth in order to obtain
one-to-one correspondence between the frequency offset and
the error signal._ In neference (17], a single-tuned BPF
satisfying this restriction is used. Assuming the loop is
in the linear operation, this loop was shown to have second

order PLL characteristics and to be able to track a phase

step input. There exists, however, a steady-state error or

ic error if \a frequency step input 1is - applied.
,éasing the DC:gain of the loop can reduce the static

err¥r. This 1is analogous to the PLL such that an infinite

computer simulation of the transient response is

in [17].' From the simulation result, it is seen
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that the ~acquisiﬂ§on time is incredibly short, only a
fraction of the time constant of the single-tuned BPF. This
;esult is questionable because.the transient seems to vanish
as fast just when only a single-tuned BPF is ﬁg;d.

The ~ AFC loop has been modified by Weaver [18) to apply
in a carrier recovery subsystem of a TDMA system. Instead
of phase detector, frequency detector is used in Weaver's
circuit which is referred to as Frequency Locked Loop (FLL).
As in the AFC loop, a sing}e-tuned BPF is also used in FLL.
In Weaveg's analysis, several exact differential equations
are derived for different models to calculate the transient
responses. The fesults show that the linear model of the
FLL 1is applicable to predict, the acquisition performance of
the loop. In agreement with the result of [(17]), there also
exists a static error which depends on the DC loop gain and
the bandwidth of the single-tuned BPF. It is obvious that
FTF 1is superior in tracking step inputs although negative
feedback is not employed. From the linear model of the fLL,
the acquisition time of a frequency step input is found to
be short, between 2 to 10 times the time constant of the |
single-tuned BPF. Under the same noise bandw;dth of the
BPF's, this acquisition time is comparable with the first

order and the second order FTF.

Since both AFC and FLL adopt negative feedback to track
the input signal, their structure are very similar to that

of the PLL (the linear model of the FLL is clearly seen



to have the structure of the PLL). The nonlinearity
associated with the PLL is expected to be found in these two
loops. For example in Weaver's model, the input frequency
deviation must be small compared to the bandwidth of the
siﬂéle-tuned BPF so that the linear relation of the input
and output of the single-tuned BPF is valid. If the input
has large frequency offset, the acquisition performance may
be degraded. On the contrary, FTF can handté large input
fregquency offset without upsetting the 1linear input and
output relationship. Moreover, the idea of solving the hang-
up problem in AFC loop is different from that.of the FTF.
Instead of compleéely removing the nonlinearity of the phase

detector to solve the hangup, AFC loop or FLL restricts the

phase error signal within #7/2so that the phase error will

not fall near the separatrix (Fig.3.32) of the phase plane.
This helps to reduce the chance of the loop to have hangup.
From this point of view, the double-tuned BPF cannot be
applied in these two circuits if solving the hangup problem
is the objective because the total phase variation of the
double-tuned BPF is #*7, unless the input frequency offset is

restricted to be very small.

The performance of the AFC loop in the presence of
noise has not been studied but the noise performance of the
FLL is analyzed. The analysis shows that limiter can
improve the acquisition and tracking performance, which is
also the case in the FTF." Furthermore, the FLL 1in the

analysis 1is treated as a special case of the Frequency
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.

Modulation Feedback Demodulator (FMFB). The rate of fre-
quency '"click", similar to the cycle skipping rate of the
FTF, has been calculated. As in cycle skipping rate of the
FTF, the rate of click also depends on the ;nput SNR. More
information 1is still needed in order to have a overall

comparison with the FLL and the AFC loop.

In summary, it is seen that the infinite DC gdain is
preferred in feedback control tracking circuit while unit DC
gain 1is sufficient and necessary in the feedforward control
tracking circuit. Moreover, the acquisition time of any
tracking filter depends on the loop bandwidth or the band-
width of the BPF used. = The narrower the bandwidth, thé
longer the acquisition time. From this comparison, we can
further confirm that the feedforward compensatioﬁ scheme can
undoubtedly achieve good tracking performance, fast and
reliable acquisition compared to the feedback correction

scheme. .
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e CHAPTER 7 ..

‘ .
%< **XN APPLICATION OF FTF TO A CARRIER RECOVERY SYSTEM »

The demand of speed, and efficiency of digital
communications systems has lea to the extensive use of TQMA“
and QPSK techniques.v Use of QPSK allows transmisQion of two
bits per symbol, or twice the information rate of binary
transimission in the same bandwiath. TDMA, characterized by
burst-mode operation, allows many users to share a common
channel. The data from one user occurs in a short ‘burst,
followed closely by a short burst from another user, then
another and so on. To efficiently us=2 the transmission
capacity, there 1is a very short guard time between bursts
ahd a small number of symbols at the start of each purst is
used for synchronizing the carrier. Therefore, the réceiver

o1

must quickly establish correct phase for each burst to
perform reliable coherent demodulétion. The demonstrated
fast acquisition speed and hgngup free cﬁaracteristiés’ éf
the FTF can be applied to meet this sﬁecial high-speed
‘operating requiremeﬁt. in this chapter, the appiication of
the FTF to a carrier recovery system of a.TDMA burst-mode
modulator/demoulator (modem) is described. The effects of
the acquisition, tracking behaviour and the noise performan-
ce of the FTF on the modem‘big error rate (BER) performénce
r ‘ I

are presehted. . - (

1

R 4
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7.1 /Tuned-filter synchronzer

Quadrupler, Remodulator and Costas loop are three

current popular carrier récovery (CR) c;rcuits used in QPSK
digital communication systems. In high-speed TDMA systems,
b is 'disqualified from this application because of its
natural problem of hangup. The imbedded PLL structure of
the Costas loop is also not used. A 'serial' tuned-filter
carrier recovery circuit shown in Fig.7.1 is key to meeting
the high-speed oéerating requirements (4]}. . The essen£ia1
eleants of this synchronzier include a nonlinear carrier
regenerator, a tracking bandpass filter amd a limiter.

LThe nonlinear regenerator 1is used to extract the
suppressed carrier from the :eceivéd modulation signal. "X4

‘

multiplier" and "remodulater" are the nonlinear devices used

+

in the Quadrupler and the Remodulator CR circuits respec-.

tively.

The \tracking bandpass filter serves two purposes:
filterir\t}heg carrier from the accompanying disturbance
caused by the additive noise and the data dependent pattern
noise; phase and frequency tracking to compensate for the
repeater drift and the Doppler drift.

o~

The limiter 1is used to obta‘n constant output

+

amplitude.

7

1
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Fig. 7.2: Application of FTF to carrier synchronizer for
. QPSK scheme
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. X '
Fig.7.2 - shows the application of the FTF. to two CR

circuits, the Quadrupler anthpg Remodulator. The merit and

drawback of chéo§ing these two schemes depend on the

specific requirements of the ﬁystems [19]., In constrast to
the PLL, the schemes afranged in Fig.7.2 <can provide

/extremely fast acqﬁisitiqn} and the use of FTF can further

provide better steady-state data recbvery performance than

that of AFC loop. - J - .

/ - ‘ ' »

7.2 Application of FTF to Remodulator CR circuif
: = N P

-

~.
An experimental seE-up of a Remodulator utilizing FTF

*is shown in ?;g.753._ Thé sdppressed carrier is regenerated

R
by remowing the modulation from the modulated signal in the

- remoduiator. ~ The modulated'signal is cross—multiﬁlied by

the. demodulated and.limited baseband components (in-phase
N 2

and quadrature).‘ The difference of the cross-préducts 1is
. - . .} '

"the desired carrier (poiqt@D which is filtered and- tracked -

by the FTF. .The output of FTF containing a properlyu‘bhaaed

carrier '(point @) is then used for coherent demodulation.

' g o ‘
Theé waveforms multiplied together at the ‘balanced/;5ixers'

> [l

.mgst be aligned in time. Otherwise the respective “modula-
.tioné are noﬁ well corr?lated to beApnoperly rem?ved. For
?pig‘ feason,, 2 delay ~is.needed to Be.Placed béfore £he
remodulato;' for compeﬂs;ting the propagatipn delay\ due to-
the mixers and lowpassl“f'ilters (point.@ and ®). The delay
‘alsd ,inq}udes ﬁ&hg ?xtra delay due to the symSol .timing

recovery “(STR) becéuse; an additional decision directed

1

.

“

4

x>

. e
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.
.

technique 1s used to improve the demodulation performance in

this specific remodulator.

5

Let the noi;e—free received signal to the remodulator

°
J

> be represented by:

.

r(t) = [xI(t)‘+ ix (t)]ejwoF ,f) (7.})'

Q

where xI(t) and xo(t) are the in-phase and guadrature

components of the received @PSK signal r(t) and w_ 1s the

carrier frequency. The regenerated carrier at the output of

the remodulator can be written as 119,201

»

| cplt) = aple) + 3mp(e) 1)t | (7.2a)
where ” ' ’
aglt) = \x (t) ) ¢ -gQ(til ‘ '.- ~ (7.2b)
= - 1 _ ‘ ’ }
bR(t) = xI(L) sxgq[xQ(ﬁ)J xQ(t) 51gn[x1(t)] (7.2¢)

@
' ¢

5 . o Ix] e x
and sign{x] = ~ = =T

+ «

The amplitude of the regenerated carrjer 1s represented by

a

A, which is the mean of a, whereas faR(t)-AR] and by

R R
are considered a% AM and PM sidebands representing the in-

-

phase and guadrature pattern nbise bomponenés respectively.
Under high input SNR, pattern noise is' the dominant source

of phase distufrbance in the recovered catrier. . ,

)

v

"o

a

' . s - , N\ .
‘ Figs.7.4b‘(and 7.5b show the actual ,outputs of  the?

remodulator befo¥e and éfter FTF (point © and ® in Fi1g.7.3).
s _ e k

~ .

&
-~
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The pattern noise are shown around the recovered carrier and
is filtered expectedly by the FTF. Comparing with the

outputs of only a single-tuned and a double-tuned BPF, Figs.'
7.4a and 7.5a respectively, the output SNR.of the FTF haé

suffered slightly in order to attain the non-existent fre-

guency tracking capability of the BPF's. The performgnce‘
analysis of FTF in an AWGN .environment given in Chapter 5

has indicated that the output SNR degrades because gf the
nonlinear elements of the FTF. The analysis has glso shown
that, .wnder the same noise bandwidth of the BPF, the SNR of
the double-tuned FTF is no bette; than that of the single-
tuned FTF. The better noise rejection in the experimental
double-tuned FTF is due to its 3dB bandwidth being two times
narrower than that of the single-tuned FTF,. Furthermo;e, it
is aexperimentally found that close-in noise is moré harﬁful
than the far field noise to the error probability of the
demodulatior. Flgs.?.@a and b show the near-field region of
the measured specgra of the recovered carrier signals at the
inpu; dnd output of the double-tuned BPF and double—tungd
FTF respectively. If phase and frequency tracking are not
essential, the double-tuned BPF having better noise rejec-
tion will be desirable. By contrast, slight degradation from
close-in noise has to be paid 1n‘order‘to have FTF track the

frequency.

In the continuous mode operation, aside from the SNR
affecting the performance of the CR circuit, there are two

additional factors considered to evaluate the CR perfor-
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mance [6]:

a) static phase error degradation, and

bi phase perturbation due to transient effects.

It is %nown that these two factors have a tradeoff witq the
equivalgnt noise bandwidth of the FTF. In Chapter 3, it is
shown that the double-tuned FTF can lock within 10us given

AR
the 51ng}e-tuned BPF centered at 10MHz with Q=60. After this
‘ .
extreme short acquisition time, the phase perturbation due
to the transient becomes negligible. Chapter 4 reveals the

fact that FTF has a superior tracking ability. In case of

perfectly matched BPF's, there is no steady-state sarror due

te a phase or a freqguency cffset. Even with mis-matched
BPF's, the static phase error is only a few degrees which
contribute very minor degradation in the performance of the

CR circuit.

In the burst-mode operation, the phase pé%turbation due
to IBI of the FTF is included in the consideration. .Without

any penalty in the acquisition time, the f%ransient of FTF
due to IBI vanishes as fast as FTF operates at zero initaial
state. The method of quenching [4]) is not necessary to

improve the acqguisition in this case.

Under the consideration of the CR using FTF, FTF c¢an
undoubtedly be applied in high-speed operating environment
that requires precise tracking and-rapid acquisition perfor-

mance.
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The abeve discussions are reflected in the BER

performance of the demodula;gfi’ﬁgssuming the demodulator is

]
{

corrupted by additive white ﬂoise oﬁly, from Eq.(5.53), the
P P

probability of error due to pﬁh§e jitter Gj is

!
L,

e J - (7.3)

where p is the SNR in the FTF..The\value of pABEb/NO, where
Eb is the bit energy and f is a correction factor of the SNR
when QPSK modulation is presehﬁ {21]. B depends on the
symbol duration, Eb/No, equiv;lent noise bandwidth of FTF’

and IF filter preceding the remodulator.

The probaBility of a symbol error in the QPSK detector
is the probability that the in-phase and quadrature noise i
components cause the resultant vector to cross  the

boundaries as shown in Fig.7.7.

received
carrier

\, 8

j N
n b - = - -
Y ,//<:/ detected carrier w%th

| a phase errorej
]

i\
r'4
o

Fig. 7.7: Symbol error boundaries for QPSK
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v

Therefore, a symbol error is caused if

m+0.

—d
nx > ES cos/( 7] )

. m+0 .
or ny > Es 51n(—14% |
‘ ) t
where symbol energy Es ='2Eb. .
The probability of a symbol error is then (21],

A}

VE T+8 /E_ T+0. 7.
Ps = 21-13 [erfc [ NOSCOS( 73 ) ] +terfe [.ﬁ_ﬁsin (_da—-l) ]] (7.4)

where E 1is the expectation operator and erfc(X] is the
complementary etfpr function defined in Eq.(5.56). For low
symbol error ratez i){. -PS<<1, then the probability of bit

error 1s

Pb: PS/Z . (7.5)

The desired probability of bit error of a QPSK demodulator

using FTF is then calculated as

o2
. T exp(-8.%p) vE_ T+O .
Pb = j[ - ) erfc[iri COS(—i;h]
- 2/n/p o]
/E; n+6j
~ + erfc| sin( ) ]} de.
N, 4 ] (7.6)

Eg.(7.6) shows the effect of the carrier phase jitter of the
FTF on the BER performance of tﬁe demodulator. Experimental-

ly, the BER of the demodulatec : with FTF operating in contin-
. - ,
uous mode is measured. The results are compared with the
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.

N

éER due to a BPF alone (Figs.7.8 and 7.9). It 1is noted
that, in bothlsingle—tuned and double-tuned FTF, the extra
SNR required to achieve tracking ability of the FTF is
reflected in BER performance. With narrower bandwidth, the
BER performance is improved in double-tuned FTF. As shown
in Fig.7.10, the more filters in cascade, the more improve-
ment 1in tﬁe BER. This is also valid when higher order FTF
is employed but minor degradation will be expected. More-
over, it 1is known that longer acguisition time will result
from narrower bandwidth. This is shown in the BER me;sured
in Dburst-mode ’operation (Figzz;11). The BER of the four
single~tuned BPF's in cascade diverges because the narrow
bandwidth 71KHz of this BPF requires more than 20us, the
maximum time for synchronization, to lock up. The error
.. increases as a result of the increased phase error of the
recovered carrier. Siffarly, when the BER using FTF in
burst-mode is measured, a similar performance as that of the
continuous-mode operation is obtained with a 0.5dB degrada-
tipn. This degradation may be assoicated with the nonlinear-
ity of the remodulator and with/the SNR transient introdﬁced
by IBI. Nonetheless, hangup éhenomenon is not found during

the measurement although ihe FTF locks up within 20us.

Overall, FTF applied in the tuned-filter synchronizer
satisfies the high-speed operating requirement of TDMA and
QPSK digital systems. Its superior tracking and rapid ac-

quisition abilities lend itself to be a good candidate for
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CHAPTER 8- ¢

CONCLUSIONS AND SUGGESTIONS FOR FURTHER STUDY

‘8.1 Conclusions

A tracking bandpéss filter using a novel feedforward
compensation scheme has ‘been i1ntroduced and studied. From
1ts lowpass ‘equivalent model, this feedforward %racklng

.

filter (FTr) using synchronous BPF's 1s shown to have the .

chQXacterlstlcs of the phase-locked loop (PLL) although t
feedba“,correctlonrls‘not adopted. Generally, the trackyng
ability of the FTF is not restricted by any particular ase

response characteristics of the BPF wused. A compafative

in the

-

study has shown that synchronous typs of BPF
continuous FTF while the symmetrical transversfdl filters
wlth the apodized weight coefficients in the discrete FTF,.

gives the fastest acgquisition. For continuous FTF, the
s , :

rapid and reliable acguisition as achieved in six times of

H t

L)

the time . constant of a single-tuned BPF from zero or non-

zero state. 'In the case of discrete FTF, the ‘gcquisition

time 1is less th]w two, times of the propagation - delay of. a

transversal filter. The comparison further shows that,
. !

under the same equivalent noise bandwidth, the double-tuned

FTF has the best Ecquisition performance among the contin-

uous and discrete F?F's considered. Since ‘the .baseband R

a

model of the »F'TF is strictly,linear, the feedforward cdmpen-

satfon scheme is shown to be capable of solving the hangup.
- V! v
problem. .The attractive tracking abilifies of, phase step
< X . .
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and freguency pstep with' zero steady-state error are also
found 1n both continuous and discrete FTF, however, with

limitation of ftracking frequency velocity and frequency

o

acceleration inputs.

The nonlinear behaviour of the FTF in the -AWGN
env1ronment;has been investigated. The spect;al/analysis of
the nonlinear behaviour shows that the output : contains a
mixture of signal intermodulation product and noise ptoduct,/

[ e i
terms which 1is not linearly dependent on the input signal

3

and i1nput noise,. It is demonstrated that a penalty of 6 to

7 dB of SNR is imposed for attaining the tracking ability
AN . 2] )
in the feédforward scheme, 1in both discrete and continuous

FTF. As far as phase noise is’ concerned, same phase Mitter.

performace of the PLL is obtained. Cycle skipping phedpmenon

is also found in the FTF, which is dependent mainly upon the
‘v

output SNR of the doubler. i

-,
1

» .

'Compared to other tracking phndpass 'filters using
fequAck correction scheme,. FTF is proven to be
‘ynconditlonally stable. In addition, Y;thout the negative
feedback, FTF only needs BPF of unit gain. Moreover, its

rapid acqui‘,tion is not hindered by the hangup phenomenon.
{

~<\ i .
. ' }

]
8.2 Suggestions for further study

-

Although thg acquistion and tracking performance and

v
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!

&

the noise p%rformance of the FTF were extensively studied,
A

there are certainly some other interesting aspects which
were not covered. The following tasks are suggested for

further lnveséﬁgation:

M

1) Analysis of the nonlinear behaviour of the FTF . with the

pattern noise: The results of this analysis will be

desirable when FTF 1s applied into a CR circuit. The
1 t '
effect of the phase noise on the BER performance can be

L

predicted more accurately.

L . ‘g’

2) Characterization of the cyele skippindg in the FTF: The

’

source and the properties of this phenomenon in the FTF
. 4

are recommended for further 1nvestigation. Method of

reducing the cycle skipping event will be beneficial.

‘

3) Study of the Feedforward Phase Compensator: An alterna-

LI

tive feedforward compengation scheme depicted in Fig.
8.1% has been shown to have similar acquisition "™and
tracking performance as that ©f FTF 130]. Analysis of

its performance in the presence of noise is interesting

and desirabfe. ‘

4) Study of FTF with modulated input signals: The input is

~

assumed to be a pure sinusoidal signal with random phase
.}? . N
throughout th®studies. Tt is interesting to undegstand

the nonlinear operation of the FTF on the modulated

inputs.

# . -
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APPENDIX A

STATISTICS OF NARROWBAND NOISE PROCESSES
n1(td and nz(t) of FTF

This appendix derives the statistical properties of two

ﬁarrowband processed, n14t) and nz(t), of FTF defined in .

Chapter 5. The mean and variance functions of the noise

processes are evaluated i:xnsection A.1. Section A.2
£ - )

describes the properties of the cross-correlation function

of the two processes. Section k.B computes the higher order
joint moments of the noise processes in terms of the first

and decond moments obtained in sections A.1 and A.2.

A.1 Mean and variance

Repeating the definition of n1(t) and nz(t),

n,(t) = / £(9)n(t-0)dd - ' C(A.1a)
n,(t) = / c(d)n(t-8)3d ‘ . (A.1b)
where f(t) =7"[F(f)] and c(t) =7'1[F2(f)].

'

(7-1[X] denotes the inverse Fourier transform of function X.
n1(t) and nz(t) are wide-sense stationary Gaussian rgndom
Processes because the input noise process n(t) is a . wide-
sense stationary §rbcess, and the BPF's are linear time
invariant systems. To specific a Gaussian random procéss,
only the mean and the autocovariance functions are needed to

-

be determined. Following is the derivation of these two

i
|

&




iy . v -
a

functions. . ¢

The mean function of the prdcessin1(t)‘is givén by'
) (N R -

/ £(IE((E-9)1dd = 0« ., - (A.2)

E[n1(t)L

«©
v

éince'ﬁ[n(t)]‘

v

" 0. Similarlx,lE[nz(t)] =0.

)
A
q

From Eg. (A.2), the édtocovariance of n1(t) is then found as

“

™ b

#1(t1}t2? = E[n1(t1),n1(t2)] = Rn‘n‘(f) ) . (A.;)
where R 'n (¢) is the . autocorrelation function of n1(t). If
- A T . B -
e=0, the autocovariance. function becomes the " variance .
function of n,(t), i.e. . o l ' ~
Varin (£)] = E(n,2(6)] = R _ (0}
1 1 .‘ ) nlnl -}
o . 2-
[ Sapntoats | [Feer] *n_af .
<L '= NOB1 ' ’ N . (A'4l’
where i ' . -
@ 2 ) . *
B, =/ [F(e)| “as . - (A.5)
s
O - = . ' -
which ~is known as the one-sided noise eqﬁivélent bandwidth
of the BPF1, F(f)., Sy

(

Using the same approach,] the autocovariance function

and variance of nz(t) is found respectively as

Mz(t1,t2) = annz(f) | : ‘(A-G)

Var[nz(t)] = NQB2

where

EY




'

) holds‘when)the BPF's are idéaL,

7 -177 -

.oy L o lq ‘ . v - R Y Q o
B, / (lrcer?12as | (A.8)
0 .

v hd ¥
a ‘e

which 1is . the one-sided noise eqﬂivalent bandwidth- of the

BPF1 and BPF2 in cascade, C(f7. Usually 82\ ‘ qhe'equality

1 ' . ’ o

A,2 Cﬁggg-gg;relation,fuggtion S .~

@ .

$he crosé—correlation of n%?t) and nz(t) i9 defined as

-

(11,13] o -

°

e}
—
~
—
"

B[n (t)n (t+e)]

- ’ o
. o

* where - : : . ‘ N :

’ ) PR N ; ' ! i
.. Eln(t-vin(t+e-£)) = Rnﬂ(e+u—£)'=_§9_6(e+u-§) . AA10)

.Therefore, Eq (A, 9) shows that n (t) n, (t) are Jcorfelated“

“because fhey are derived from the same source/4 Moreover, 1t

can be shown that

R (€) = R (-¢) ’ R (A;1{5’

‘n-‘n2 n,q, ] ‘ L 'P

Taking the Fourier transform of Ed.(A39), 'the ¢ross-

spectral density can be obtained as [11]

n

oM

~
"

'
a %

S (£)

m,n,

*.' < , 2 ©T
F(jw) C(jw)s__(f) . ’ "(A.1?b)

v
A °

.

‘where 7=/=1 and ;Snn(fx is the spectral density of n(t).

. .
* .

' ] / (u)c(E)E[n(t u)n(t+e—£)]dud£ (A. 9)

F(jw)d(iw)*snn(fy PR e (A.{Z;)'

v
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’ ‘

Substituting™S, (f) and C(jw) into Egs.(A.1]; it ylelds

5
“N ’ i * N 3 -j6(f) ‘
"‘Sn‘,; (£) =_§qlp(f)_l F(E) = ofF f)l eu - (ﬁ.12§a)‘
§ } NO' 2 \No 3j9(f) "
Sagn, (f) = = |F(£)]| “F(£) --i-imf) ,ﬁn.wab)d
- J8(£) \ )
\\1f F(f)a . \

. ) ié/r \ ‘\ ] - )\

Eqs (A.13), representlng[;he cross- spectral density of n, (t

3nd n (t), is a complex quantity apd depends on the BPF s in
use. It é&n be noted that S a,n (f) afd Sn n,(f) have the
same modulus but their phase is oppos1te in sign.’ Since

f(t) is real, F(f) is an eveﬁ'functionﬂ‘; f and 6(f) is‘an

odd function. If we define the real and imaginaf; parts of

sn|n,(f) respectively asp
real _ 1 - . *
Snon, D) = flsmnz(f) * Sy, ] (A.14a)
1mag £) = l% s £) - £ * (A.14b)
n nz( ) 23[ n,n,( ) - Sn,n,( ) ]
then'they can be expressed as
real ' N, 3 ‘
Sa.n,f) = F|F(£)]| cosblf) - (R.15a)
s3Mad gy -_2_|F(f)|3sine(f) | (A.15b)
. n yNa

sre:l(f) is an even function of f and Sxmag(f) is

1 l
an,odd one. The total cross-correlation power is

Therefore,

-

L] . & )
— Pag, 9 = By (00 = /_‘ Sp n,(£1AF @ 7
real . ‘
= [_, st n:(f)df = NB_ | (A.16)
where ’ g ‘
\ . , i
B, u'J[ |F(f)[3cose(f)df . (A7)
o - - .
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A
- ﬁ ’ -
as e one-sided equivalent noise-correlation bangdwidth. ~
/ v - r ’ VAN - . -
The - next ' step is to find the convolution of § _  (f)
o . . e
and S (f), i.e. A
fznl ! d - .
Q*
* = %*
(f) S n,n, (£) sn,n (£) Sn‘nzgf)
_ ~
- . jf [Sreal lmag(k)](sreal(f )‘)”S:Lmag(f -A)1dA_LA318)
r. . Since Sreal(f) is even and Slmgg(f) is odd, the convolution
n,n RLE i
is
* V= real x real lmag Vimag
. n,n,(f) Sn,n,(f) n n2(f) S (f)+S (f) Qf)
' ¢ : (A.19)
which is a real quantity.s ¢
1\ ,
‘ A.3 Moments of multivariate Gaussian random variable

¢

‘ In Chapter 5, the «calculation of the noise power

iévolves the high order moment functién of the Gaussian
noise processes. In general, the high order moment function
is fouAa by taking the expectation of the n random variables
considered. Therefore, using the characteristics function
of the n réhdom variables, éhe expectation of the n random

.variables can be shown as [13]
. 3nW(V jv jv_)
2n ¢JVgreeeedVy

ElX,,Xqpeeeex_] = 3
172 n i 3v1,3v2,...,3vn

(A.20)

where ¢(jV1,jv2,...Ljvn) i§ the characteristic function of
the' n random variables x1,xé,...,xn.: For Géussian random
variables, the characteristic function is ‘given as

+

‘ -
,
4 - :




- r n

Qg‘ ) e | - 180~ ¢

L 4 "

| L .1 ﬁ’{j Ay gV y (A.21)
Y(3vy,ivys...,jv_) = exp|= v, vV A.
» 10720 IV ! z‘"k!l‘!ﬁ-l kL'k" L Ve
L .

where Akzékik is the covariance of random vgriables xk and

x In our application, n=2,3,4,5 and 6 are of interest and »

.

=
(3 B
these results are summarized in Table A.1l.

4

n E[xlXZ'?'xn]
2 g[xlle
a ; - \
4 E[xlleE[£3x4]+ E[xlx3]E[x234]+ E[xl§4]E[x2x3]
, 5 0 . | / .
p 6 E[xlx4]E[x2x3]E[x3x6]+ E[xlx3]E[x2x4]E[x5x6] .

+ E[xlles[x3x4]E[x5x6]+ E[xleJE[xzxle[x3x4]
+ E[xlxle[xszIE[x3x4]+ E[xlxle[x2x4]E[x3x5]
+ Eﬁx1x4]E[x2x6]E[x3xS]+ E[xle]E[x2x4}E[x3x6]
+ E[xlx3{E[x2x6]E[x4xsl+ E[xlleE[xzxslﬁlx4x5] :
+ E[xlx5)E[x2x3]E[x4x6]+ E[xlx3lE[x2x5]E[x4x61

+ E[xlleE[x3x5]E[x4x61

4

Table A.1: Moments of multivariate Gaussian random variables

[P
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APPENDIX B
EVALUATION OF CERTAIN CONVOLUTION INTERGRALS
© | . )
~ In this appéndﬁx, four particular convolution inteqrals
-
are evaluated. Yhese four convolution integrals are
important in the spectral analysis of t?e output of the FTF.

-

B,1 Convolution of two rectanqular pulses

. 'A1,o<t<'r
u(t) =

=

. - . (B.Ia)
0 , otherwise ‘§ ' v
and
; {Az s, 0 ¢t ¢T v
vit) = - {(B.1b)
0 , otherwise

N

Egqs.(B.1) represent two rectangular pulses with the same

period. The result of the convolution of these two pulses

o

is a triangular pulse of twice the period of u(t) as shBwn

in Eq.(B.2). and Fig.B.1.

c tt) = utv = / w(ETv(t-E)de

-t

A/A,t y, 0 ¢t <¢T
\ = RA (2T-t) , T ¢t ¢ 2T (B.2)
!} 0 ¢, Otherwise

B.2 Convolutign of a rectanqular pulse with a trianqular
© pulse ~ .

8,
»

Using the trianqgular pulse u(t) in Eq.(B.2) and the

-—ita
-

7
[ P W
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Fectangular pulse in Eq.(B.3) which is

A, , 04t T - '

vit) = { 3 ‘ ‘ (B.3)-

- 0 , otherwise o

the result of the convoluytion is found as
1 2 7
« P r O<EST
' . 3T, 2,3 2 ~

c,(t) = :A132A3(t-1r) #7 B ASTY, Tt 2T (:f4{'/

1A AA (t-3m) 2 , 2T<t<3T

{

This result, shown in Fig.B.2, is symmetrical aHEUt t=3T/2.
Between the first period 0<t<T, the result is a parabola
wiﬁh base at (0,0). An inverted parabola with the base . at
(3T42, 3A1A2A3T2/4)~is found within the period T<¢t<¢2T. The
parabola at the third period 2T<t<3T is a mirr?r-image of
the first period. The overall p?riod of the cz(t) is three
times as that of v(t).

D

B.3 Convolution of a truncated sinusoidal pulse with a
rectanqular pulse

*
-

In this case, the truncated sinusoidal pulse is defined

3

. T T
A.,cos(bt), =-x< t<
u(t)-{ T 1==3 (B.5)
0 , Otherwise
where b is a constant, and the rectangular pulse is °
A, _TitiT ’
' 0 , otherwise
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The sum of c4(t) and cs(t) gives
/

) - 184 -
Convblviﬁg u(t) and v(t) in Eq.(B.5) and (B.6) respectively,
we obtain .
L}
A.A : /
172, . T . bT
cylt) = —=[sinb(y -|t|)+sins-] 0<t] < 7 (B.7)
-, |
The, . convolution result of Eq.(B.7) shows that it is
R symmetrical about 0, and its period is twice as wide as the
period of the v(t) in Eq.(B.6). The shape of the results is
determined by the value of b.
!
B.4 Convolution of two truncated sinusoidal pulses
//“ Two cases ' of truncated sinusoidal pulses are
' considered. The first case is' the pulse u(t) defined by
o Eq.(B.5) and the other pulse is given‘by Eq.(B.8).
i‘\' " © T T
”; o Alsin(bt) ' ‘7< t< i‘ ’/
L v(t) = A (B.8)
ST 0 , otherwise '
}‘ ) 'l
fop .
- The result of the convolution of the pulse with itself is*
LR S N
;fé@g%?‘ evaluated respectivqu.is
I%{fg’,-‘r? Ca tr’ ,.c»
R a7
e . v =—§—{B-sinlb(’r-|t|)]+(T-|t])cos(bt)}. =T<t<T
‘ cylt) = (B.9)
- 0 , otherwise
;, and A 2 ‘
’i -%——{%sin[b(T-It 1)1-(T-|t|)cos (bt)}, =T<t<T
,,“ (ﬁ. cs(t) = (8010)
“ ‘ . 0 , otherwise
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A2 - d

-é—(%lin(b'('r-hl)l} ,~T<t<T -

°5(t) = S ' (B.11)
o 0 ' otherwise

" which is also a sinusoidal pulse and its lhipe is dependent

on the parameter b. Again, the period Sf the cqpvolution

rd:ult is twice as that of the individual u(t) and v(t).
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/ APPENDIX C o

CHARACTERISTICS OF SYNCHRONOUSLY~TUNED AND SAW BPF'S

»

'

‘ .
C.1 Characteristics of single-tuned and sxnch:Shbuslz-guned
BPF's -

C.1;1 Parallel resonance single-tuned BPF

" A single-tuned or first-order BPF can be realized by
series or par&llel LCR circuit. In the experiment, a

parallel LCR circuit shown in Fig.C.1 is used.

[

®

Input ¢ »[C * Output

[ J

Fig.C.,1: Parallel LCR configuration of single-tuned BPF

™~ -

This circuit is”a second.order system with transfer function

2 ,
F(jw) = o ! (C.1)
Yo +j;Qo wz
Y

where the center frequency is

w, = 1//1C ‘ (C.2)
. f :
and the quality factor is
Q s R/C/L ' - {C.3)

PRSP P
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- . R i
It can be showd that the bandwidth of a single-tuned BPF ii
o . - » “
’ -
BW.3p * wolQ ) (C.4)
) -
and the one-sided equivalent noise bandwidth f%
v LR ‘
.. By = 3BW34p : (C.5)
»
For high Q case (Q%*5), Eqg.(C.1) is approximated as -
. 3
F(jw) = ———— - v (C.6)
1+40%8%
w
o
‘ é
where fw=w-w_ and the phase of the filter is
v ’ l{
- _ -1 Aw :
8 (w) = -tan (3975) (C.7)

Both the amplitude and the phase of a single-tuned with Q of

60 and cente#~frequency of 10MHz are plotted'in Figﬂg.z.

.C.1.2 Synchronously-tuned BPF

There are severa} ways to implement the high order
resonant BPF. Synchronéusly-tuned filters are é%e most
basic filter type and the easiest to construct ‘'and alién.
They are realized by cascading a number of single-tuned
filters with each filter having the same center frequency
and Q. Each filter nmust be isolated }rom the previous
stage, for example a buffer is placed between each stage.

2

The overall Q of an nth order synchronously-tgned BPF

e naas w x

-y
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Fig. C.2: ' Frequency response of a single-tuned BPF with .
Q=60, center frequency=10MHz
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is given by [29] . ) L o
» . \
Y I - . :
fna" = 41 Q :
. Qveral1l T stage < . (c.8)
. ’ Y 25.1 ’ o
where . . o T)
w
° S ©(c.9)

Qctage = BW, 45

From Eq;(C.B), the overall 3dB bandwidth can be found as

-

BW

overail 3d4B

Thé one-sided noise equivalent bandwidth for’ high Q case 1is

calulated.by'

- [ 2 n
W n-1
-1) Ve |
B, = {/.[____E;___] df = _( B (C.11)
N 0 (2nf)2+wc2 2(n-1)TT(1/2 -n+l)"~3dB

@

where wc=nB is the cutoff frequency of each stage. I'(x)

3dB
is Gamma function of x.

<

-

Figs.C.3 and C.4 show the transient response of a

=/2"1 Bw,, ' C(c.10)

my

single-tuned ang double-tuned BPF due to a phase step and

frequency step. It is noted thgt the phase error is zero

with respect to a phase- step input, whereas the phase error
is resulted for a frequency step input because of the steep
slope phase response of the filter. Besides; the phase
error is doubled in case of the double-tuned hPF whose noise

bandwidth is half of the single;tuned BPF.

1

o e
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Normalized\phase error

e
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’///,,single-tuned BPF

.~ doublg~tuned BPF

yd

;

»

yd

+

[
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€alculated phase
single-tuned BPF

Y
+
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‘ F
9.60E-01 a\
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[
_?.20€-01 |
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4.60E-01 |
I
Jgi—+t
2.40€E-01 |
?
0.0PE+PQ Luwiwn
®.
)
ﬂ T
(o]
Q k]
Fi [ ] C.3l
/

2.8c+00 |

4.0€+08 |

TIME
A ¥4

©

6.0E+08

g8.0E+20

1.8E+01,

step transient phasé efror.of a

and .a double~tuned BPF’.
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~ C.2 Characteristics of SAW BPF
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L ' :

A digital BPF is employed in-the discrete FTF, which is
known as Surface Wave Acoustic/(SAW) 'filter, belonging-to.a
class of filters called .trangversal filters [26]: In ter
of digital filter termino}ogy, transversal filters aredalzz

known as non-recursiv

or moving average filters L27}\

Filtering of the trapisversal filter is achieved by passing

the input signal through a number of attenuated delay paths
i

and adding these fielayed signals. A schematic diagram of

/
this filter is sh¢wn in Fig.C.5.¢ The filter consists of N
taps separated by delays and each tap is attenuated by a
coefficient a, - The total‘delay of the transversal filter is
equal to the ¥um of each delay element Tn' The number of
delays and the coefficients determine the desired passband,
stopband and tpe rolloff of thé frequency response of the

“

filter. .

The output Y(k) of the transversal filter is given as

N-1 -
Y(k) = 2: anx(k~n)0 . ' (C.12)
n=0 ‘ )
(>
and using the z-transform,

thé transfer function of the

filter is found as \

@

N-1 ' '
‘Flz) = 3 a z” - (C.13)
0n=0 . b3 . i b
L(Ri-1) : )
Taking out and factorizing the polynomial of
- 4 .
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Eq.(C.13),' it yields | _ Y

N-1
C . _=(N=1) _ C
‘F(Z)_ Z X .n b 4 zi '(C.14)

i=0

Therefore, the transfer function of a transveral filter
™ N .

‘depends solely on itg zeros. If '‘a symmetrical restriction

of the coefficients is imposed such that

(C.15)
A :

n - aN-l-n f

the frequency response of this filter is as summarized in
Table C.1. It 1is clearly seen that the phase of  the
symmetrical transversal filter is a linear function of the

angular frequency w. Three special cases

1). apodized coefficient [sin(k/2)1/(k/2),
‘2{ apodized coefficient [sin(k/6))/(k/6) and L,

3) normalized uniform coefficient

L

ape illustrated in Figs.C.6-8. Their corresponding fregquen-

. €y response are also plotted in both linear and 1o§arithmic

scale in Figs.C.9-11, The case(bf apodized coefficient has
better rolloff and :ejeétioq in ghg étopband. These three
cases illustrate that the charaebef;stiés of the frequency
response of the transversal filter depend on the number of

taps and coefficients.

a
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Fig.C.5: Schematic diagram of. a transversal filter

N : F(ejWT)
J e (N=1) /2 ”'
odd e IWIN-L)T/2 T 77 coswkT -
k=0 X
o N/2
even e JwW(N-1)T/2 > ckcos[w(k-l/Z)T]
k=1
, . i
where b =a({8ZDTy b =2a(Ezten)) o =2atF-K)m)
v ‘ :

Table C.l: Frequency response of symmetrical transversal

.

filter
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( APPENDIX D

Q ‘ EXPERIMENTAL SET-UP
.t

quhe expérimental set-ups to measure the steady-state

and transient respoﬁses ~of the FTF are described briefly in

rthﬁs 3ppe&ﬁix. v . | .

Fig.D.f illustrates thg practical realization of the
discrete %TF. ‘ Limiters are used to eliminate the ahplitude
variation of the input signal. The amplifier in the BPF
b16ck (dotted line) is necessary to compensate the insertion
loss of the passive SAW BPF in order to have the desired
unity 'gain. The lowpass filter follo&ed the second BPF
block’ is used to filter out the harménics due to the
adpl%fication. The othér lowpass fiiten after thé multip-~
lier, for the same reason, is used to eliminate the har-
monics resulted -from thé noglinear operation of the multip-

Y]
lier.’ 3

The single-tuned FTF has the same block diagram ;s ‘in
Fig.D.1 ekcept that’ the BPF block is replacea by the single-
tuned BPF in F;g.D.Z. Cascading the single-tuned BPF '"and
substituting int;\ﬁihe BPF block, higher order FTF is
obtained. Some minor modif;cations of the block diagram
shown in Fig.D.1 have to be carried out in order to have

r

' s ) ' > 3 03 0]
satisfactory performance. Those modifications, for example,

are the attentuation pads and thelhmpliﬁier gain.
A

’
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A test-jig is constructed’ for the purpose of measuring

the phase transient resﬁanse-of the FTF. In general, this

test-jig shown in Fig.D.3 can be used to measure the tran-

sient 'response of any device. It can be seen that two
inputs are fed and selected by a switch controlled by an

external dlock. These inputs are splitted and processed by

a unit under. test (UUT) and a resistive path. The resistive

path without any phase»altérnatidn is used as a reference to
compare with the output of the UUT. The output of the phase
dgtector (an exclusive-OR gate) is the result of the compa-
rison and is equivalently the phase difference between the
input and Sﬁtp;t_ of the UUT. The exclusive-OR gate is

chosen s0 as to have a linear characteristics of the phase

difference of the input and output of the ?PT. A lowpass.

filter follows the phase detector to filter the harmonics.

The bandwidth of this filter cannot be too narrow, otherwise ’

the transient time required for this filter may be incorpo-

rated into the measured transient response, as a result an,

inaccurate measurement is obtained.
Figs.D.4. and D.5 show the use of the test-jig to

measure the phase and frequency step transient response of

the FTF.
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