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ABSTRACT

A Bandwidth Reducing Adapter for Token Rings

Ah Young P. Chung Tze Cheong

Ring networks are a convenient and reliable way to connect various devices such as com-
puters and other communicating interfaces. Different rings named according to their accessing
schemes were developed. The most common rings are the token ring, the slotted ring and the
register insertion ring. The token ring is the most popular configuration used. A comparative
summary of the performance of the IEEE 802.5 ring, the Cambridge ring and the DLCN loop is

presented to illustrate the differences in their accessing schemes.

Increasing the rate of token rings from 4 Mbps as specified by the IEEE 802.5 standard to
16 Mbps is welcomed as it will satisfy future communication needs and also avoid the congested
1 MHz bandwidih region. A bandwidth adapter is needed to save on the bandwidth required as
well as to extend the reach of communicating links. Hence the design of a bandwidth reducing
adapter for twisted pair wiring, is presented. Consisting of a transmitter and a receiver, it
translates 16 Mbps Manchester codes into a modified duobinary signal thus achieving a
bandwidth compression by a factor of two while being transparent to either communicating sta-

tions and also the rest of the network.

Lastly, the performance analysis of a token ring using the adapter is presented. The model
assumes symmetric Poisson arrivals of voice and data traffic and allows for the retransmission of
erroneous data packets. The conditional cyclic time approach is used in this approximate
analysis. The performance of M, , PAM and multilevel partial response signaling is compared.
The single and the multiple token release schemes are considered. The effects of various parame-

ters such as the number of retransmissions allowed and the station latencies are investigated.
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Foreword

The evolution of mankind has been marked by distinct periods such as the Stone Age, the
Bronze Age and the Iron Age. They reflect the different technologies that have changed its way
of living and the structure of its society. The term Information Age has been used to describe
this present era. Indeed the advent of computers has started an unprecedented need for informa-
tion gathering, processing and distribution. This proliferation of computers and the need for

information have led to the birth of local networks.

Scope of the thesis.

In this thesis, an overview of the main features of local area networks will be given in the
first chapter. The thesis concentrates on one type of LAN which is becoming increasingly popu-
lar: Ring networks. Three types of ring networks are considered. They are (1) the token ring,
(2) the slotted ring, and (3) the register insertion ring. A brief description of the rings and their

performance analysis is included.

This introduction to rings overlooks another important aspect of rings and networks in gen-
eral, that of connectivity cost. To decrease connectivity costs, the use of cheap twisted pair for
data transmission is considered. Twisted pair is however prone to EMI and wastes bandwidth at
high rate. Hence in chapter two, the design of an adapter using twisted pair for data transmission
in a token ring is considered. The adapter uses a modified duobinary signaling scheme to
increase the bandwidth efficiency of the transmission. A theoretical analysis and performance
evaluation of a token ring using such an adapter will follow in chapter three. The last chapter is

of course reserved for the conclusion of the thesis.



Chapter One

Local area networks: rings

1.1. Why Local Area Networks ?

Originally a computer consisted of a single mainframe stored in a room with a few peri-
pheral devices close by. Only big organizations could afford them and access was reserved to
only a selected few. With the progress in Very Large Scale Integration (VLSI) technology and
the decrease in price due to mass production, computers have evolved into smaller and smaller
machines with an increasing processing power and at a much lower affordable price. Their
accessibility and their ease of use as compared to the timesharing mainframe have led to a proli-
feration of computers in all places where there is a need for some computing power t0 process,
gather or forward any information. This proliferation at a given site, often an office or work-
place soon led to the need to connect them to one another for obvious reasons: (i) The ability for
one user to communicate with another allows the sharing and/or exchanging of any relevant
data, (i) The sharing of expensive peripherals such as printers and disk storage devices maxim-
izes their utilization, and (iii) The sharing of softwares, libraries and other tools from central
data banks fosters a uniformity in working procedures and facilitates their maintenance and
upgrading.

To fulfill these needs the network had to satisfy the following requircments.

1. The network should be fast to allow large data transfer from one device to another
within a tolerable delay for the user.
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2. The data transferred should be practically error-free.

3, ‘The addition or removal of any device from the network should be easy and should
not affect the network or at most only momentarily.

Thus was bom the concept of a local network, local because of the various devices con-
nected were usually found within a campus, an office or a building. Stallings in [1] defined a

local network as

‘a communication network that provides interconnections 1o a variety
of data communicating devices within a small area’.

The term ‘data communicating devices' is not restricted only to computers, terminals or other
peripherals. It also covers other devices such as process control monitors, data gathering devices
and digital telephone systems. Nowadays, the term Local Area Network (LAN) is also often
used as opposed to Wide Area Network (WAN) which is a long-haul network and covers a much
larger geographical area (see Table 1.1). An example of 2 WAN is the ARPANET which was
designed by the Advanced Research Projects Agency of the U.S. Department of Defense in the

late 1960’s [3] and which now links more than a hundred computers around the globe.

Table 1.1. Main differences between a LAN and a WAN [2].

Description LAN WAN
Range < 10km, > 100 km,
Cost Low (incremental) High
Installation Cheap Very expensive
Maintenance Cheap Expensive
Routing None or very simple Complex
Bit rate Megabit range Kilobit range
Error rate Very, very low Low
Delay Milliseconds Seconds
Topology Simple Usually irregular

There has been lots of effort in the past decade to develop an adequate technology to

bridge the gap existing between the LAN and the WAN. These networks called Metropolitan

Area Networks (MAN) cover the intermediate range (10-100 Km) and use optical fibers as the
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transmission medium. MAN’s and WAN''s will not be discussed in this thesis.

1.1.1. The OSI model and the LAN,

The proliferation of computers brought a variety of manufacturers and vendors to the
market with an even larger variety of products. Often, the computers of different manufacturers
or even of different models were not compatible with the rest as they each have their own data
formats and data exchange conventions. Linking them into a network was a major headache.
Thus the International Organization for Standardization (ISO) developed an open architecture
model that would allow any two systems conforming to their reference model communicate with
each other [4). The Open Systems Interconnection (OSI) model consists of seven layers. Each
layer performs a distinct subset of functions required to communicate with another system. The
layers are stacked vertically such that a lower layer services the next upper layer by performing
a subset of more primitive functions thus concealing them from the upper layer. The different

layers of the OSI are shown in Fig. 1.1.

APPLICATION

PRESENTATION
SESSION LOGICAL LINK CONTROL

TR ANSPORT MEDIUM ACCESS CONTROL
NETWORK PHYSICAL
DATA LINK
PHYSICAL

Fig.1.1. The OSI model and LAN.

As LAN'’s are point-to-point connections, they are concemned by only the bottom two

Jayers of the 1SO model, namely the Physical layer and the Data Link layer [S].
The Physical layer is concemed with the transmission of data, bit by bit over a direct phy-
sical connection. It also describes the design specifications of all physical features of the signals

(amplitude, period, frequency spectrum and modulating schemes) as well as any other mechani-
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cal, electrical or procedural characteristics required to establish, maintain and deactivate the
physical link.

The Data Link layer for LAN's can de divided into two sublayers, the Logical Link Con-
trol (LLC) and the Medium Access Control (MAC), as shown in Fig. 1.1, The LLC sublayer is
concemed about the type of service (with connection or connectionless) offered and the number
of logical interfaces (users) being served at that particular station. The MAC sublayer is the
most important feature that characterizes a LAN. The MAC assembles data bits into frame,
appending all other mecessary fields such as those for address and error checking. It also
disassembles the received frames from the Physical 1ayer, interprets them as in the case of con-
trol frames, and check for errors. Thus the MAC ensures the proper management of the com-
munication link, There can be several different implementations of the MAC for the same LL.C,

each yielding a different LAN’s accessing scheme.

In the same effort to streamline the LAN technology the ISO has adopted four LAN stan-
dards in 1987 (6-9). They were drafted by the IEEE 802 committee and were already adopted by
the American National Standards Institute (ANSI) in 1985 [10-13]. They are

1. IEEE 802.2 standard for the LLC[10],

2. IEEE 802.3 standard for the CSMA/CD for random accessing LAN’s [11],
3. IEEE 802.4 standard for the Token Bus [12], and

4, IEEE 802.5 standard for the Token Ring {13].

These standards have been welcomed as manufacturers are more willing to make the necessary
investments for a product which is more widely accepted by customers, nationally and interna-

tionally.

1.1.2. Howare LAN’s distinguished?

There has been numerous attempts to systematically classify LAN’s in the literature [14-

17}. For example, in [17), Thurber and Freeman came down to seven categories by considering
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(1) the context in which the LAN was developed, (2) the reasons for its development, and (3)
some aspects of the communication gechnology used. However all these taxonomies (as these
systems for classification are called) found limited success as no single category could really
represent the diversity of the LAN’s. Hence, instead it is easier to identify physical characteris-
tics common to some LAN's by which they can be discriminated from others. Three main
features by which a LAN can be discriminated are (i) Topology, (ii) Transmission medium, and
(iii) Medium Access Control.

LAN'’s have a simple structured topology. They can be divided into four basic network
topologies, namely (1) bus, (2) tree, (3) star and (;4) ring as shown in Fig. 1.2. This simplicity in
structure reduces protocol overheads and facilitates their management. Of these topologies, ring
networks have generated the most enthusiasm in the past decade. They will be dewt in greater

details in the remaining of this chapter.

con /E
=TT

() BUS (2) TREE [j

L7
~

(3) STAR (4) RING

Fig. 12. Four basic network topologies [1].
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The three types of transmission medium that are most frequently used in LAN connections
are (i) Twisted pair wires, (ii) coaxial cables, and (iii) optical fibers. Of these, the twisted pair is
the cheapest and is popular for short connection distances. The coaxial cable is the most popular
as it can extend to a longer distance. The optical fibers can extend to even greater distances but

still require opto/electrical interfaces which are still unproven and expensive.

Medium access control (MAC) can be broadly divided into two categories (i) Random
Access Schemes and (ii) Controlled Access Schemes. The accessing schemes determine the
protocol used by all stations to be able to converse via the transmission medium. Random access
schemes are probabilistic and have less structure. Controlled access schemes can be either cen-
tralized or distributed. MAC’s are usually quite dependent on the topology of the particular
LAN as each topology will favor a particular type of MAC.

1.2. Ring networks

Ring networks have generated a lot of interest in the past decade [18,19]. The ease of
integrating optical fiber technology into rings has tumed them into the prime candidate for high
speed connections for LAN’s, inter LAN and MAN’s communications {20]. Ring networks pro-
vide fair access and predictable performance, even under high loads. They can also accommo-
date buw asynchronous and synchronous transmissions and can thus provide integrated services

for more versatile types of communications such as packetized voice [21,22].

1.2.1 Reliability of rings.
There has been many attempts to solve the inherent drawback of single ring networks,
their vulnerability to link or station failure. Three main techniques have been used.

The first technique due to Hafner [23] involves the addition of by-passing links all over the
ring 10 join any two or more consecutive stations (see Fig. 1.3a) [24,25]. This braiding involves

considerable wiring and a routing algorithm is now required as there is more than one path to
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and from any station. Raghavendra calculated the optimum distance between stations for a
given number of stations in a ring (26]. However this optimality is hard to keep as the network

grows because rewiring of the whole network will be required.

(a) 1))

(© (@

Fig. 1.3 (a) Ring braiding, (b) star wiring, (c) doublering,
and (d) double ring with loop-back.
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The second technique is the star-shaped ring, whereby all the connections to and from
individual stations converge to a wire center or concentrator unit (see Fig.1.4b). Although this
technique does net increase the fault tolerance of the ring as such, it greatly facilitates the isola-
tion of any faulty link or station, allows its by-pass, and genierally simplifies the installation and
maintenance of the network [27]. An example of this topology is the IBM token ring where

several wire concentrators are used [28].

The last technique is the double ring, where two different strategies have been developed.
The first strategy uses a second ring as a stand-by subordinate ring where messages are routed
when a link in the main ring fails (see Fig. 1.3c) [29). This redundancy, though simple, is
inefficient and hence avoided. In the second and most promising strategy, the double ring may
be used as two counter-rotating rings each carrying information in the opposite direction.
Automatic loop-back occurs whenever a faulty link or transmission is detected as shown in Fig.
1.3d [30-32). Medium access protocol allowing almost a hundred percent ring utilization has

been developed [33].

Of these three, it can be noted that one technique does not exclude the others. For exam-
ple, the IBM token ring uses both a double counter-rotating loop with star-wiring to improve its

reliability and serviceability [49).

1.2.2 Ring latency.

An important feature of any ring network is its latency. Ring latency is defined as the sum
of latencies of every station connected to the ring and the round-trip propagation delay. The sta-
tion latency is the time required by a station to repeat a bit from the time it receives it. Station
latencies are measured in terms of bits and a minimal station latency of one bit is usually

observed. The ring latency is also measured in bits and is sometimes also known as ring length .



1.2.3 Ring surveys and taxonomy.

Rings have been extensively studied in the literature. In 1979, Penney and Baghadi did a
general survey of ring networks and their performance [18]. In 1983, Tang and Zaky surveyed
twenty-four rings and proposed a taxonomy for their access protocols [19]. They identified two
orthogonal dimensions namely time and space, which they each divided into three categories. In
the time assignment, the instant at which a station has access to the transmission medium is dis-
tinguished. ‘Thus, they identified (1) an ordered access, (2) an arbitrated access, and (3) a ran-
dom access. Similarly, in the space assignment the message length is distinguished. They
divided the messages into (1) a fixed size, (2) a bounded but variable size, and (3) an unbounded
size. Table 1.2 shows their classification of the rings surveyed [19). Each category has becn
identified by its access protocol. The ultimate objective of their taxonomy was to find a unified

model which could be used for performance calculations of the local ring networks [35].

Table 1.2. Classification of different ring networks [19).

space
assignment F(fixed) B(bounded variable) U(unbounded)
time
assignment _
(STDM) (token)
IBM 2790 [35] DCS [47)
0 f RINGNETI[48]
(ordered IBM ZURICH RING [49]
access) C & C OPTONET (50]
TIMED-TOKEN RIN¢G [51]
A (DASD) NEWHALL RING [52]
(arbitrated || WELLER RING [36) MLNET (18]
access) ORION [54]
(slot) (register insertion) (CSMA-CD)
PIERCE RING [37] DLCN [44) M.LT. RING [27]
R SPIDER [38] DDLCN [45] WESTN. ILLINOIS RING [55]
(random NSA RING [39]
access) CAMBRIDGE RING [40] | (slotand register)
DATA HIGHWAY (41] TORNET [46)
CARTHAGE [42]
IOWA RING [43]
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In this thesis, this taxonomy will only be broadly followed. Only three of the most popular
ring access mrotocols will be analyzed. They are (1) the token ring, (2) the slotted ring, and (3)
the register insertion ring. Description and analysis of the other rings can be found in the anno-

tated references.

1.3 Token rings.

Originally proposed by Farmer and Newhall in 1969 [52], token rings are by far the most
popular ring network today. Although there are many reasons why token rings are so widely
accepted (for example its performance, cost and simplicity), the primary reason for this popular-
ity is standardization. Standardization channels the effort of the manufacturers to build a pro-
duct that is compatible with its peers while increasing the level of confidence of its customers.
There are three standards governing token rings. The first standard was adopted in 1982 in
Europe by the Evropean Computer Manufacturers Association (ECMA) and is known as
ECMA-89 [56,57). In 1985, the American National Standards Institute (ANSI) approved as
national standard, the draft proposal submitted by the IEEE 802.5 committee on token rings [13].
Their work was greatly influenced by the european standard and in 1986 was ratified as an inter-
national standard by the 1SO [9]. Works on a fourth standard based on token passing, is under
way, 1o cater the need for a more efficient protocol with the advent of optical fibers. The Fiber
Distributed Data Interface (FDDI) standards are being prepared by the Accredited Standards
Committee (ASC) X3T9 for a general purpose high speed local or metropolitan area network
[58-61). Their work relies heavily on IEEE 802.5 standard to assure maximum compatibility

with the slower networks.

In the following sections, the general characteristics of token rings will be covered. The

IEEE 802.5 and the FDDI token rings will be used as examples.
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1.3.1 General ring operation.

The token ring technique uses a unique bit pattem called token, that gives to its holder
access 10 the transmission medium. In a simple system, the token may consists of one or more
bits which will not be used for data transmission. Bit stuffing is performed if the token pattem

occurs within the data to be transmitted.

There are two states in which any active station can be found, namely the idle state and the
transmit state. In the idle state, the station acts as a repeater, regenerating incoming bits one by
one on the outgoing link after a station latency time of usvally one bit. In the transmit state, the
station has a message to transmit and still acts as a repeater until it detects a free token. The
token is then marked as busy and the station appends the necessary address and control fields
and its data. A new token is then generated and released. Slight variations in the transmit state
procedures will yield different types of token rings. They can be divided into three distinct
processes. They are (1) the type of service, (2) the type of acknowledgement, and (3) the type of

token release.

There are two types of service, namely the exhaustive and the non-exhaustive service. In
the exhaustive service, the token holder is allowed to transmit all its accumulated packets before
releasing the token while in the non-exhaustive service, packets up t0 a preset maximum NUas.uel

is allowed.

Token rings usually have an automatic acknowledgement protocol. Packets will circulate
continuously in the sing if not removed. If the source station is responsible to remove the pack-
ets it sends, the destination station can set a bit after reading the packet, and the source station
can check this bit before removing it from the line, thus achieving automatic acknowledgement,
Otherwise, if it is the responsibility of the destination station, the latter can set a special bit on
returning packets or it can send small acknowledgement packets, usually the header of the

received packet, if there is no returning packets within a given time.

Lastly, three types of token release protocols can be observed (see Fig. 1.4). In the ‘single
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packer’ (SP) token ring, the token is released after the source station has removed completely its
own packet. In the ‘single token’ (ST) token ring, the token is released as soon as it receives the
header of its packet back. Lastly, in the ‘multiple token’ (MT) token ring, the token is relcased
as soon as packet transmission is over. Of these three protocols, it is obvious that the multiple
token protocol allows the most efficient use of the ring’s bandwidth, followed by the single token
and the single packet protocols. The following sections will illustrate the implementation of the

two token release schemes as the single packet scheme is rarely used.

® INSTANT AT WHICH
MT ST  §P TOKEN IS RELEASED

Lp<1 / (T= RING LATENCY)
PACKET N L
T MR | -
T 2t 3t TIME
MT ST sP
Lp>1
PACKET
t; J— 3‘: —
:T TIME

Fig. 1.4. Schematic illustrating the different instant of token release in
single packet (SP), single token (ST) and multiple token (MT) rings.

1.3.2 IEEE 802.5 token ring.

The [EEE 802.5 token ring consists of a set of stations serially connected by a transmission
medium. Information is transferred sequentially bit by bit, with each station regenerating and
repeating each bit 1o the next active station. The station acts as an interface between devices and
the medium for the purpose of communicating with other devices similarly attached to the ring.
Access 10 the transmission medium is determined by a unique bit pattern called token which
contain symbols that are violations to the differential Manchester encoding rule adopted by the

standard. The token holder can transmit its message up to a maximum period of time as deter-
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mined by the Token Holding Timer (THT), after which the token has to be released. Eight prior-
ity levels are available for different classes of services if required. A station assumes the role of
network monitor with all the other stations as back-up. This ensures prompt error recovery
through various error detection and recovery mechanisms. The IEEE 802.5 standard specifies a
1 or 4 Mbps transmission rate. The transmission medium is shielded twisted pairs using a

differential Manchester encoding scheme for signaling.

1.3.2.1 IEEE 802.5 frame format.

The IEEE 802.5 general frame format is shown in Fig. 1.5.

8 bis 8 bits 8 bits 160rdBbits 160748 bis vasiable 32bits 8 bits 8 bits
SD AC FC DA SA INFO FCS ED FS
KKY | PPPRRRTM | PROOXYYY JKIKIKIE | ACACH

Fig. 1.5. Frame format of an IEEE 802.5 packet.

The frame cunsists of a Start of Frame Sequence (SFS) and an End of Frame Sequence (EFS),
with a Frame Control (FC) field, source and destination addresses, a variable-length information
field, and a Frame Check Sequence (FCS) sandwiched in between. The token format consists
only of a Starting Delimiter (SD), an Access Control (AC) field, and an Ending Delimiter (ED).

Details of the various fields and their functions are given in the Table 1.3.

Apart from the information a station can extract from the various fields in a frame, each
station on the ring has a number of timers which are used during the ring’s initialization or
recovery and to keep track of the general health of the network. It also has a latency buffer
which ensures that there is at least a 24 bit latency in the ring and compensates for any phase
jitter during transmission. Hence the IEEE 802.5 ensures that the single token transmission

mode is observed.
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Table 1.3. Description of the fields in the IEEE 802.5 frame.

Field

Contents and Description

Starting Delimiter (SD)

Unique 8 symboi pattemn indicating the start of a token or frame. The J non-
data bit is & level signal having the same signal level as the preceding
transition while the K non-data bit has the opposite level. To prevent the
sccumulstion of DC components in the signals, the J and K bits are always
paired. Both the J and K bits are violations to the differential Manchester
encoding ruie and hence can be easily detected.

Access Control (AC)

3 priority bits (PPP) indicate the priority level of the frame or token.

3 reservation bits (RRR) allow stations with high priority messages 10 request
the next token to be issued at their priority level,

1 token bit (T) indicates a token if it is set 1o 1 or a frame if it is set t0 0.

1 monitor bit (M) is used by the active monitor to detect the continuous
circulation of a high priority token or frame.

Frame Control (FC)

2 frame control bits (FF) indicate whether it is a MAC or LLC frame. In case
of a MAC frame, the remaining 6 bits are interpreted by all stations as control
bits and the appropriate actions are taken. Otherwise if it is a LLC frame, the
first three bits are reserved and set to 0 while the last 3 bits can be interpreted
by the LLC entities as priority bits.

Destination Address (DA)

16 or 48 bits address (depending on particular LAN implementation) identifies
the particular station (with its first bit set to 0) or the particular group of
stations (with its first bit set to 1) to which the frame is intended for. The
broadcast address is when all 16 or 48 bits are set o 1. If a 48 bit address
format is used, its second bit indicates whether the address is administered
locally (when set to 0) or universally (when set to 1). No universal address
administration exists for the 16 bit address format.

Source Address (SA) Has the same length as the DA and identifies the station from which the frame
originates. Its first bit is always set to 0.

Information (INFO) 0,1 or more octets representing the data intended for the MAC, LLC or NMT
depending on the FC field. Its maximum length depends on the maximum
THT set for the station.

Frame Cbeck Sequence | 32 bit sequence Cyclic Redundancy Check (CRC) based on the bits in the FC,

(FCS) DA, SA, and INFO fields.

Ending Delimiter (ED) Unique 8 symbol pattern indicating the end of a frame. The last two bits I and
E, indicate if there is more frames (I = 1) or if it is the last or only frame (I =
0), or if there has been an ervor (E= 1),

Frame Status (FS) 1 address recognized bit (A) is set to 1 if station recognizes its own address.

1 frame copied bit (C) is set to 1 if frame has been successfully copied.

2 reserved bits (rr) are set to 0 and are unused.

The remaining 4 bits duplicates the first 4 bits as these are not covered by the
CRC and are used as a redundancy check to validate them.

1.3.2.2 Token ring protocol.

When a station has a packet to transmit, it prefixes the appropriate FC, DA, and SA fields
and queues it until a usable token is available. A usable token is a free token that has i priority
level equal or less than that of the packet to be transmitted. If no usable token is available, the

station can request a token at the required priority level, by setting the reservation bits in the
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passing token or frame. Meanwhile, the station will act as a repeater, looking out for any packets
addressed to itself (including group, broadcast or control packets), checking for any errors, and
waiting for its usable token. Relevant frames are copied and sent to the LLC sublayer or in the
case of a MAC frame as indicated by the frame type bits, the appropriate actions are taken.
When a usable token is received, the station converts it to a SFS by setting the token bitto 1. It
stops repeating the incoming signal and starts the transmission of the frame. The FCS is accu-
mulated and appended to the end of the information field. The station will remain in the
transmit mode until it recognizes its own address onthe SA field of the returning header when it
releases the token with the same priority level it received. The transmitted frame or frames are

removed from the line by the transmitting station.

If the transmitting station detects a reservation for a priority token, it will issue a token at
the required priority level, making sure that it remembers the current priority level of the token
being pre-empted. The requesting station can use the token and releases a new token at the
same priority level after its transmission. Upon reception of this high priority level token, the
transmitting station recognizes that the high priority token it has released previously, has made a
complete cycle in the ring and hence removes it, and restores the original token. This mechan-
ism assures faimess within each priority level for all stations and allows independent or dynamic
bandwidth assignment depending upon the relative class of service required for a given mes-
sage. For example, real-time voice (synchronous service), interactive sessions (asynchronous

service) or network recovery (immediate service) can all be easily accommodated.

1.3.2.3 Performance analysis of token rings.

Token rings have been extensively studied in the literature [63-73]. They have been
readily modeled as queues representing stations, being served in a cyclic order with a generally
non-zero switch-over time (see Fig. 1.6). As such, they can be regarded as a polling network

and can be analyzed accordingly [62].

Two criteria can be used to discriminate the various approaches used in the analysis. They
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I SERVER I

Fig. 1.6. Token ring model with cyclic server.

are the type of service (exhaustive or non-exhaustive) and the type of traffic (symmetric or asym-
metric) to each station. Thus for the exhaustive service scheme, one of the earliest attempt was
made by Konheim and Meister [63). They used a discrete-time model and assumed a symmetric
traffic to the stations. Other analysis used a discrete-time model with asymmetric traffic [64,65]
or a continuous-time model and asymmetric traffic (66,67). For the non-exhaustive service
scheme, symmetric rings were analyzed in [68) while the asymmetric case were covered in
[69,70). Typically there is little difference in performance between exhaustive and non-
exhaustive service schemes because the probability of having more than one packet accumu-
lated at any station is very small, especially when the packets are equally distributed over the

network [73].

The following discussion is based on the derivations given in [74). The assumptions made




-17-

are for mathematical tractability during the analysis and are

(1) The ring is symmetric, that is, the equally spaced stations have similar characteristics with
equiprobable arrivals to each station.

(2) The arrival process is Poisson with a mean of A.

(3) The packet length distribution is exponential for each station with mean X and a second
moment JT". where X denotes the random variable representing the packet length.

(4) The service scheme is exhaustive.

The transfer delay for token rings can be easily obtained from the average waiting time of
a polling network by doing the proper modifications to reflect their differences. Thus borrowing

from the polling network analysis [74]

Mw(1-5" M) . S° (XIR):

201-5" 2AX/RY1-S")
where M - number of stations,

W= (1.1
w - walk time,
S” - effective throughput of network,

and R - channel bit rate,

The general transfer time can be written as

X
R

T
T=—4+—+W, (1.2)
2

X T
where — represents the time required to transmit a packet, — is the average ring latency as the
R 2

packet has to travel over half of the ring on the average before reaching its destination, and W is

the waiting time for the server to become available.

Substituting for the walk time w = /M , the average transfer time can be written as

X 1-8" ‘E?
T=—+1+t( S/.M)-r S E T
R 2 2(1-8) 2E(1-S)

where E and Ez are the first and second moments of the effective service time, and S' =MAE.

(1.3)
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Hence by calculating the proper E .Ez and S~ and substituting in (1.3), the average transfer
delay of the particular scheme can be obtained.

Thus for single packet (SP) operation, as all stations have to remove entirely the packet
they have transmitted, the effective service time is always equal to the sum of the packet

transmit time and the ring latency. Hence

- X
E=—4+r1, (1.4)
R
and
T
X X
Er= |=| +n=+ @’ (1.5)
LR y R
—-—2 f oo ‘2
X X .
where —] =2|— | forexponentially distributed packet length. Now S is given as
R R ]
S" =MAE
X
=MA— +MAT
R
=S +MM
S" =80 +a), (1.6)

X T
where § = M A— and is the network throughput, and a = — is the normalized ring latency
R X/R

with respect to service time.

Substituting (1.4), (1.5) and (1.6) in (1.3), the transfer delay for single packet operation is

given by
— = 2
X 1 1l-(1+a)SM SXIR[(1+a) +1
Tsr""'""—"'[ (+a)my [+a) +1] a7)
R 2 2[1-(1+a)s] 2[1-(1+a)S]
Normalizing with respect to the service time X/R , equation (1.7) becomes
2
. 1-(1+ M S+ +1
TSP=1+g+a[ (+a)S/M] Sl(i+a) +1] (1.8)

2 A1-(+a)S] 21~ +a)S]

It is obvious that the maximum throughput that can be obtained from (8) is given by § = , .
+a
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For single token (ST) operation, two distinct cases have to be considered as seen previ-
ously. Thus when (X/R 2 1) corresponds to the multi-token operation, its transfer delay will be
calculated in the next paragraph. For the case when (X/R < 1), the first and second moments of

the effective service time ca:n be written as [74]

- X
E==—¢" 41, 1.9
R
and
ey 2 2 X -
E'=(1) +2|—| e (1+a) (1.10)
R
Hence
S =MM—e +1)
=5~ +a), (1.1
and
X 1 t1-Se™ +ayM] X Si(a)+2(1 +a)e™
ro=2els [1-Se  +a) 1. X [(@)” +2(1 +a)e ]. (1.12)
R 2 20-SE+a) R 21-S¢™ +a)
Nomnalizing with respect to the service time,
. 1- -3 2 -a
Tsr‘:l"'i"' all-S(e  +a)M] . Sl(a) +2(1+a)e ]' (1.13)
2 2[-S™ +a)) 2[1-8(™ +a))
The maximum throughput achieved is given by § =
e +a)
For multiple token (MT) operation, the effective service time is given by
- X
E==, (1.14)
R
and
-
X
E7=2—2, (1.15)
R

as the station having a packet to transmit releases the token as soon as its transmission is over.

Thus S~ =$ and substituting in (1.3), the transfer delay is given by
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X t© w(1-SIM) SXR
Tyr=—+—+— + . (1.16)
R 2 2(1-S5) 1-8
Normalizing (1.16) with respect to service time, the normalized delay is given as
- a a(l1-S/M S
Tyr=1+—+ ¢ ) + (1.17)

2 20-5) 1-§
From (1.17), the maximum throughput is achieved when § = 1.

Fig. 1.7 illustrates the performance differences between the three modes. It is obvious that
the multiple token scheme is the most efficient and the single packet scheme as the least efficient
of them. Moreover Fig. 1.7 illustrates the effect bf ring latency on token rings. In all cases, a

higher ring latency implies increasingly worst performance.

100

Average normahized delay, T

e 50 stations:;
e Single packets {SP):

* Muitiple token (MT; and
¢ Single token {ST).

ST, MT

1 [] ]
0 0.2 0.4 0.6 0.8 1.0
Throughput, S

Fig. 1.7. Performance difference between the different token ring
accessing schemes for exponentially distributed packet
length and a normalized ring latency of a = 0.1, 1, 10 [74).
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1.3.3 Fiber Distributed Data Standard (FDDI).

The Fiber Distributed Data Standard (FDDI) was developed to provide high performance
connections among mainframes and its peripherals, to serve as a backbone network for other
slower LAN'’s, and to satisfy heavy bandwidth users such as desktop image processing devices.
It can handle both synchronous and asynchronous traffic and can accommodate diverse services
such as real-time voice and video. The FDDI has been based on the IEEE 802.5 token ring pro-
tocol because (1) the token protocol has proved its effectiveness even at high loads, (2) the
frame format compatibility facilitates intemetworking between the high and lower speed IEEE
802.5 LAN, and (3) their similarities allow an easier understanding and implementation by
those already familiar with the IEEE 802.5 standard. However, the FDDI has been optimized
for high speed operation and differs in many aspects from the IEEE 802.5 standard as illustrated
below in Table 1.4.

Table 1.4. Differences between IEEE 802.5 and FDDI.

Token release

After reception of header

Description IEEE 802.5 FDDI
Medium Twisted pair Optical fiber
Data rate 1 or 4Mbps 100 Mbps
Encoding Diff. Manchester NRZ] 4B/5B code
Reliability No specifications Explicit specifications
Clock Centralized Distributed
Medium access Priority and reservasion bits Timed token rotation

Immediately after transmission

Token capture Bit flipping Complete removal by absorption
Max. frame size Depends on THT 4500 octets

Address length 16 or 48 bits 16 or 48 bits or both

Error recovery Active monitor Distributed

1.3.3.1 FDDI frame format.

The general frame format of the FDDI standard is shown in Fig. 1.8. It is similar to the
IEEE 802.5 standard except that it uses a preamble (PA) before its Starting Delimiter (SD) for

clock synchronization. Its token format consists of the PA, the SD, the Frame Control bits (FC),
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and the Ending Delimiter (ED). Table 1.5 provides more details of the various fields in the
frame. Each symbol is equivalent to four bits.

16 symbols 2 symb, 8 bits 16,48 bius 1648 bits varisble N2 2symb. 12 symb
PA SD FC DA SA INFO FCS ED FS
Fig. 1.8. Frame format of a FDDI packet.
Table 1.5. Description of the fields in the FDDI frame.
Field Contents and Description
Preamble (PA) 16 non-data idle symbols ransmitted by the frame originator and used for

clock synchronization by the other stations. The length of PA will vary
according to each local clock.

Starting Delimiter (SD)

2 non-data symbols (JK) indicates the beginning of a frame or a token.

(FCS)

Frame Control (FC) 1 bit (C) indicates whether frame is synchronous or asynchronous.
1 bit (L) indicates if address is 16 or 48 bits
2 bits (FF) indicates if this is &« LLC frame or a MAC frame. In the latier case,
the 4 remaining bits (ZZZZ) indicate the type of MAC frame.

Destination Address (DA) 4 or 12 symbols indicating the station 10 which the frame is intended for. It
has the same format as the DA in the IEEE 802.5. However the ring can
accommodate both 4 and 12 symbol addresses.

Source Address (SA) 4 or 12 symbols indicating the originator of the frame.

Information (INFO) 0 or more symbol pairs containing LLC data or information related a control
operation as specified by the FC field.

Frame Check Sequence | 32 bit Cyclic Redundancy Check (CRC) sequence covering the DA, SA, and

INFO fields.

Ending Delimiter (ED)

2 non-data terminate symbols (TT) in 2 token or a single terminate symbol (T)
in a frame indicating the end of the token or frame.

Frame Status (FS)

1 emror detected field (E)

1 address recognized field (A)

1 frame copied (C)

These fields use the Set (S) or Reset (R) symbols to represent their status.
Additional fields can be present depending on the particular LAN
implementation. A terminate symbol (T) may or may not be present 1o make
the EFS an integral number of octets.

1.3.3.2 FDDI ring protocol.

FDDI uses a timed token to support a mixture of stream and bursty traffic. Its basic opera-
tion is different from the IEEE 802.5 token ring in that when a station has a packet to transmit
and detects a usable token, it will remove the token completely from the ring and stant the

transmission of the frame. After its transmission, the token is immediately released, allowing
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another station to use it while the frame is proceeding to its destination. Hence more than one
frame may be circulating on the ring but only one token will be present. Thus FDDI uses the
multiple token mode of operation. However, both standards are similar in the sense that the ori-

ginator of the frame is responsible to remove its frame from the ring.

During the initialization process, stations on the ring negotiate a Target Token Rotation
Time (TTRT) which will determine, on the average, how frequently they will see a token. The
station requiring the fastest TTRT will win the claiming process and starts the ring operation by
issuing a token. If two or more stations have the same highest TTRT, the one with the highest
address magnitude will win. The FDDI protocol ensures that the time between consecutive
token arrivals is equal to TTRT on the average, but never greater than 2TTRT [75,76]. Hence
stations with time critical data will set their TTRT claims equal to half of their maximum toler-

able delay.

Prior to any ring operations, each station carrying synchronous traffic is allocated an
amount of bandwidth for synchronous transmission. The remaining bandwidth is then available
for asynchronous transmission. This bandwidth allocation should satisfy the following con-
straint [1].

i=all
Y. SYN (i) + LEN + FRA + TOK <TTRT (1.18)
i=]

where SYN (i) - time allocated for synchronous transmission to station i,
LEN - time required to go around the ring when idle,
FRA - time required to transmit a maximum length frame (4500 octets),

TOK - time required to transmit a token.

All stations supporting synchronous traffic have access to the transmission medium for its
allocated SYN (i) period when they capture a token. For asynchronous traffic, the time allocated
for transmission will vary, depending on how early they receive the token as compared to the

negotiated TTRT. The protocol is more complex and is explained in the next section.
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During ring operation, each station monitors the time between consecutive token arrivals
by using a timer called Token Rotation Timer (TRT). The TRT is initially set to zero and start
counting until a token is received. The token is said to be early if the count on TRT is less than
TTRT or is said to be late if the TRT exceeds TTRT. If the token is early, the count on the TRT
is stored in another timer called Token Holding Timer (THT) and TRT is reset and resumes
counting. When the station finishes transmitting its synchronous data up to its allocated SYN(),
THT is started and asynchronous data transmission can proceed until THT reaches TTRT. Thus
THT determines the asynchronous bandwidth available to the station in this cycle. A token is
issued thereafier. If the token is late, the TRT is reset to zero and a late counter LC is incre-
mented by 1 to indicate that TTRT has expired. TRT resumes counting, measuring the lateness
of the token. When the token arrives, LC is reset but TRT continues its count such that the the
lateness of the token is accumulated throughout this token cycle. If LC exceeds 1, an error
recovery procedure is initiated as it indicates that the token rotation time has exceeded 2*TTRT.
No asynchronous transmission is allowed when LC is set. The TRT, on the long run, will aver-
age to TTRT by penalizing the stations that come after TTRT has been exceeded. Hence the
notion of faimess as seen in the IEEE 802.5 is not present in FDDI, but line hogging is not possi-

ble.

There are also eight priority levels, TPR(i) where i = 1 to 8, for asynchronous transmission.
Each TPR(i) specifies a THT time threshold above which the particular data will have access to
the medium. Hence the larger the TPR(i), the higher the probability that a smaller THT will be
found, and hence the higher probability of transmission thus implying a higher priority status. It
is obvious that the maximum value of TPR(i) is TTRT. Another refinement of the asynchronous
transmission is the use of a restricted token that will allow multiframe exchange between a
group of stations on the ring. The total asynchronous bandwidth available can be used for large
data transmission for an extended period of time. The restricted token operation is simple. First,
the initiator of a restricted exchange captures an unrestricted, that is regular token and informs

all its participants that a restricted dialogue will be initiated. Upon the capture of another regu-
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lar token, it issues a restricted token which can only be used by the forewamed dialogue partici-
pants. The exchange can go on for an extended period of time where only these participants
have exclusive use of all the asynchronous bandwidth available. Upon termination of the dialo-
gue, all the participants are informed and an unrestricted token is released by the dialogue termi-
nator. Hence only one restricted dialogue can be supported by the ring but synchronous

transmission is always allowed by all stations, independent of the nature of the token.

1.4 Slotted Rings.

The slotted ring, also known as empty slot ring, was originally proposed by Pierce in 1972
[37]. Its concept is based on a number of slots of fixed length, circulating continuously around
the ring such that any station wishing to transmit a message may seize any empty slot and use it
for transmission. The number of slots that can be accommodated by a ring depends on the slot
size and the ring latency. Slots are chosen to be small so that the network can accommodate at
Ieast one of them, but not too small to carry an excessively large overhead. By dividing the ring
latency with the slot size, the maximum integral number of slots in the ring is obtained. A small
gap which cannot fit a slot is frequently left. This gap is welcomed as it can be used for station
synchronization. However the gap is kept to a minimum by the ring monitor by introducing

artificial delays through a variable length register to fine-tune the ring latency.

There has been numerous implementations of the slotted ring [77-81]. The most popular

of them is the Cambridge Ring and it will be described in the next sections.

1.4.1 The Cambridge ring.

The Cambridge ring was developed in 1977 by Hopper [40]. Improvements to the ring
were implemented by Wilkes and Wheeler [77], and by Hopper and Wheeler [78] in 1979 . A
typical Cambridge ring is shown in Fig. 1.9. It can be noted that the interface to the transmission
medium consists of a repeater that is connected to a station unit and which in turn is connected

to an access box with interfacing circuits to the host. A ring monitor is also present for ring
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MONITOR

Fig. 1.9. A typical Cambridge ring.

initialization, general ring maintenance and error recovery. The Cambridge ring operates at a 10
Mbps rate. It uses a very small fixed-length packet, called minipacket, which is 38 bits long.
Assuming a typical channel propagation delay of 5 ps per kilometer and a station latency of 3

bits per station, a network of 30 stations will hold about 150 bits per kilometer.

The minipacket format is shown in Fig. 1.10. A minipacket always starts with a leading 1
to prevent the occurrence of a long stream of 0's used as gap bits. More details on the format of
the minipacket is given in Table 1.6. It can be observed that of its 36 bits, the minipacket con-
veys only 16 bits of data. This large overhead is one of the drawbacks of the slotted ring but is
partly compensated by the possible simultaneous transmission of more than one minipackets on

the ring and a shorter access time.
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1 ] 1 8 bits 8 bits 16 bits 2 1

1| F|M DA SA INFO RR| P

Fig. 1.10. Frame format of a Cambridge ring minipacket.

Table 1.6. Description of the fields in the minipacket format.

Field Contents and Description
Start (S) 1 bit indicating the start of a minipacket and is always a ‘1’. It is also
used by the ring interfaces for clock synchronization.
FulV/Empty bit (F) 1 bit indicating if slot is occupied or not.
Monitor bit (M) 1 bit used by ring monitor to prevent the continuous circulation of a
minipacket.
Destination Address | 8 bits indicating the station to which the minipacket is intended for.
(DA)
Source Address (SA) 8 bits indicating the station from which the minipacket originates.
Information (INFO) 16 bits containing data or information.
Response bits (RR) 2 bits indicating the state or response of the destination station.
(00) - destination is absent.
(01) - minipacket is accepted.
(10) - destination is deaf.
(11) - destination is busy.
Parity bit (P) 1 bit parity check covering the minipacket for error detection.

1.4.1.1 Cambridge ring protocol.

During the initialization period, bit level synchronization is first achieved by having the

local oscillator of each station to lock on a bit stream emitted by the ring monitor. Slot syn-

chronization is then performed by the framing circuit of each station unit as explained below.

The ring monitor transmit slots with a leading 1 and all zeros. The framing circuit skips over gap

bits until a 1 is encountered. It assumes it ic the leading 1 of a slot and counts 38 bits. If the
next bit is a 1 again, it counts another 38 bits as it assumes it is another slot and so on until even-
tually it encounters a 0. Now the framing circuit assumes that it is the gap and skips over any
following zeros until a 1 is encountered again. By repeating this process, all the stations will

eventually be locked onto the true gap of the ring and hence slot synchronization is achieved.
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The station unit has separate transmission and reception circuits which are independently
controlled by the access box. When a station wants to transmit a minipacket, the access box
writes the destination address and the data in the transmit register. When an empty slot is
detected, the minipacket is shifted onto the ring upon the proper signal from the access box. The
source address and the control bits are automatically added by the station unit. After transmis-
sion, the station starts counting the number of slots passing by. Asthe number of slots in a given
ring is known, it knows exactly when its slot has returned. The station marks it as empty and
reads its response bits. Retransmission of the minipacket, if necessary will be decided by the

access box. The station cannot reuse the same slot and hence line hogging is prevented.

On the receiving side, bits are shifted to a receive register parallelly as they fiow through
the repeater. A receiving circuit recognizes the minipackets addressed to the station and signals
the access box. A source select register is also present and is used to decide accepting mini-
packets from (1) any station, (2) no station, or (3) a particular source station only. If a mini-
packet is accepted, it is kept in the receive register until cleared by the access box. The

response bits are set appropriately to reflect the condition of the receiving station.

Because of the size of the minipacket, most messages have to be broken into many mini-
packets before being sent. The Cambridge ring uses a protocol known as the Basic Block Proto-
col (BBP) to perform this operation [82]. The basic block consists of a sequence of minipackets
beginning with a header minipacket and a route minipacket followed by 1 to 1024 data mini-
packets. The basic block is terminated by a checksum minipacket for error checking purposes
(see Fig. 1.11). By using the BBP together with the source select register, the destination station
does not have 1o sort or reorder the minipackets received and can reconstruct the original mes-
sage using the checksum. Higher level protocols especially developed for the Cambridge rings
such as the single-shot protocol {83] and the byte stream protocol [84), are used in conjunction

with the BBP to facilitate the data exchange between two stations [85].

Lastly, in an effort to improve the performance of the Cambridge ring, the use of short and

long packets in a hybrid ring has been implemented in 1983 [86). The short packets have an 8-
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bit data field and is used mainly for control while the long packets have a data field of 64 bits.
Another upgrade of the ring called the Cambridge Fast Ring has been designed using VLSI tech-
nology [87). It operates at 100 Mbps and uses optical fiber links.

1 1 1 8 bits 8 bits 16 bits 2 1

1|F| M DA SA header | type size RR | P
4 bits 2 bits 10 bits

1| F|M DA SA flags port number RR | P
4 bits 12 bits

1| F|M DA SA data RR | P

data minipacket 1
1 {F| M DA SA data RR| P
upto dats minipacket 256
1 |F| M DA SA checksum RR | P

Fig. 1.11. Frame format of the Basic Block Protocol using minipackets.

1.4.1.2 Performance of slotted rings.

There has been various attempts to study the effect of slotted rings in the literature [88-95].
Hayes and Sherman developed two models in 1971 to study Pierce loops where a source station
is allowed to reuse the same slots[88]. Their analysis proved to be quite accurate as shown by
the simulation results obtained by Anderson et al [89]. The analysis by Spragins [90] confirmed
the more general derivations performed by Konheim and Meister {63]. Bux {73] analyzed the
slotted ring by using a ‘processor-sharing’ model developed by Kleinrock {91] and analyzing it
as a simple mixed queueing network. These networks have been readily analyzed and are some-

times referred to as the BCMP model [92]. Other performance evaluations of the slotted ring, or
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more specifically the Cambridge ring, include those by King and Mitrani [94] and by Sorensen
[95] where they considered the use of the BBP (Basic Block Protocol) for message transfer, in

their analysis.

The heuristic approach in [74]} makes the following assumptions: (1) there are independent
Poisson arrivals at each station at a rate of A messages per second, (2) the message length are
exponentially distributed with a mean of X bits, and (3) the message length is much larger than
the minipacket length. The ring is assumed to have no gaps as the gap bits can be equally distri-

buted between the slots and regarded as part of the header (see Fig. 1.12).

Fig. 1.12. Model of slotted ring with the gap bits equally redistributed.

The network is approximately modeled as distributed M/M/1 queues with an arrival rate of M A
messages per second and a service time of X/R where M is the number of stations on the ring
and R is the bit rate on the channel. As any station cannot reuse the same slot, the effective bit

rate observed is actually R/2.
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Using the average transfer delay for M/M/1 queues and modifying it for slotted rings, the

transfer delay T can be written as
2 [X]| =
1-S (R 2

MAX T
where S = — and denotes the throughput of the ring and — has been added to denote the
R 2

average ring latency experienced by any transmitted packet. Note that the average ring latency
has been added in (1.17) to reflect the propagation delay of the minipacket. To take into account

the overhead in a minipacket due to its header, an overhead factor ‘h’ has been defined, that is

Lh
- (1.20)
Ld

where L, is the length of the header and L, is the number of data bits per slot. Hence the aver-
age length of the minipacket can be considered as increased by a factor of (1 + k) as well as the

throughput. Thus equation (1.17) becomes

TES - 2(1 + h) [i] +l' (1.21)
I-S(1 +h) LR 2

A similar expression has been more rigorously derived by Bux in [73] where an arbitrary packet
length distribution has been assumed. Nommalizing (1.19) with respect to the service time X/R,
the transfer delay can be written as

. 20+ h a

T = 2tk + —, (1.22)
1-S( +h) 2

where ‘a’ denotes the normalized ring latency. Fig. 1.13 illustrates the relation between the

throughput and the normalized average transfer delay. Note that the ring latency has been sub-

tracted in the vertical scale as it is independent of the throughput.
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Fig. 1.13. Normalized average transfer delay of a Cambridge ring
with respect to its throughput.

1.5 Register insertion rings.

The register insertion ring was first devised by Hafner, Nenadal and Tshanz in 1973 [96).
Its medium access principle is based on the buffering of the ring’s traffic at a station to allow the
transmission of its message with the minimum access delay. This is achieved by using a vari-
able length shift register called the inserrion buffer , in series in the ring, as shown in Fig. 1.14.
The insertion buffer effectively increases or decreases the ring latency and hence there is no
guarantee on the message delivery time. Whenever a station has a packet to transmit, it is assem-
bled in a transmit buffer which can be connected to the ring at the proper instant. When

transmission is proceeding, incoming bits are buffered in the insertion register and are inserted
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Fig. 1.14. Buffers of the register insertion ring interface.

back in the ring when transmission is complete. The instant at which the transmit buffer is con-
nected to the ring depends on the priority scheme of the medium access protocol. Inthe ring
priority scheme, packets on the ring will always have priority over any packets in the transmit
buffer. On the other hand, in the station priority scheme, the packets in the transmit buffer have
priority over those already on the ring. Either way, access to the ring is usually faster and more
than one message can be circulating simultaneously around the ring. Message removal is per-
formed by the receiving station.

In the following sections, the Distributed Loop Computer Network (DLCN) [44] will be
described to illustrate the functioning of a register insertion ring. Other implementations of the

register insertion rings are the DDLCN [45] and SILK [97].

1.5.1 Distributed Loop Computer Network (DLCN).

The DLCN was developed at the Ohio State University by Reames and Lui in 1975 [44].
It uses a variable length frame format as shown in Fig. 1.15. Details of the various field of the

frame is shown in Table 1.7 [98].



8 bits 8 bius 8bis 16 bits variable 16 bis

FLAG DA SA CNTRL DATA FCS

Fig. 1.15. Frame format of a DLCN packet.

Table 1.7. Description of the fields in the DLCN frame.

Field Contents and Description

FLAG 8 bit reserved sequence indicating the start or end of a frame. Bit
stuffing is used if sequence occurs elsewhere in data.

Destination Address | 8 bit address indicating the loop interface to which the frame is

(DA) intended for. 8 bit process number identifying the destination process.

Source Address (SA) 8 bit address indicating the loop interface from which the frame
originates. 8 bit process number identifying the source process.

Control (CNTRL) 2 bits indicating the message type : (00) - information; (01) -

acknowledgement; (10) - control; (11) - diagnostics.

1 bit indicating broadcast mode.

3 bits indicating function or response depending on the message type.
2 bits for message lost detection.

1 bit for lockout prevention.

7 bits for various control depending on the message type.

Data 0 or more octets containing data or information.
Frame Check Sequence | 16 bit Cyclic Redundancy Check (CRC) sequence covering the DA,
(FCS) SA, CNTRL and DATA fields.

1.5.1.1 DLCN ring protocol.

A more detailed schematic of the station interface is shown in Fig. 1.16. Assuming that all
buffers are empty, the DLCN ring operates as follows. When the station does not have any mes-
sage to transmit, switches §, and §, are closed to position A and C respectively. Asa packet
passes by, S, checks if the packet is addressed to the station. If yes, S, is closed to position B
and the packet is stored in the receive buffer. Hence the DLCN uses destination packet removal
as opposed to source removal as seen in the previous rings. Afterthe packet has been received,
S, isresetto its original position. The host can read the receive buffer and signals S, thereafter

to indicate that it is ready to receive more packets. When the station has a packet to transmit, it
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is assembled and stored in the transmit buffer. As the interface detects a inter- packet gap (an
empty oridle bit), §, is toggled to position D such that the transmit buffer is connected to the
ring and the packet can be sent. S, istoggled back to C when transmission is over and hence
the ring latency has increased by the inserted packet. The insertion buffer empties itself slowly
as it receives idle bits by shifting its buffer pointer to the right. If during ring operation there is
less empty spaces in the insertion buffer than bits in the transmit buffer, no transmission is
allowed as incoming bits on the ring may be lost as the insertion buffer will be full before the
transmission is over. Hence the DLCN uses a mixture of station and ring priorities depending

on the load on the network.

A
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Fig. 1.16. Detailed schematic of station interface.

An enhanced version of the DLCN has been developed. The Double Distributed Loop
Computer Network (DDLCN) uses a double counter rotating ring carrying information in oppo-

site directions for enhanced reliability and performance [45].

15.1.2 Performance analysis of Register Insertion rings.

There has been numerous attempts to analyze the performance of register insertion rings
(99-103]. However none could yield an exact solution because of the difficulties involved in the

modeling of the interaction of the queues of the transmit, receive and insertion buffers of a
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station interface, and also the interaction of one station with another in the ring. In an effort to
achieve mathematical tractability, they all attempted to model the ring as a collection of submo-
dels each representing a station interface, and use the Kleinrock's independence assumption
[104, p.321] to analyze each submodel separately. This independence assumption is clearly
untrue as the interarrival time of messages to a given station depends on the service time of its
upstream neighbor and its own message arrivals. However, refinements to the submodel yields
close approximations of the simulated performance under the same conditions. Other assump-
tions that were made are (1) ring symmetry, that is all stations have the same characteristics
such as buffer size, ring latency, arrivals and service rates, (2) arrivals to all transmit buffers are
Poisson distributed, (3) the transmission pattern is that of a balanced ring, that is the probability
of transmitting to a particular station depends on the distance separating them, and (4) the buffer

size is large such that no packets are blocked or lost at any intermediate station.

Lui [99] and Thomasian and Kanakia {100] used the independence assumption and broke
the ring into independent M/M/1 queues which use a non-preemptive priority assignment for the
transmit and insertion queues. The independence assumption requires that an independent
choice of the message length is performed each time the message enters a new node [104,
p.321-323}. Their results over estimated the delay performance because (1) the independence
assumption is more appropriate for queues in series when there is a lot of qucues to and from
each node. The superposition of their characteristics will approach a Poisson distribution as
proved by the simulation studies in networks by Kleinrock [104] and (2) an average nor-zero
waiting time is always counted at each node, which is not necessarily true especially at low
loads. Hammond and Reilly (74] tried to account for this effect by using the virtual cut-through
method as developed by Kermani and Kleinrock [107]. However their results still diverged from
the simulated ones especially at high loads. Thus inter-station dependencies of the different
queues cannot be ignored and have to be reflected at least partially in the submodels used.

To this effect, Schiatter and Bux [101] considered both the previous and the actual station

to model the traffic to that particular station. Their analysis indeed yielded closcr results to those
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obtained through simulation. Hilal, Chiu and Liu [103] used a superposition technique
developed by Rubin [105,106] to model the traffic. Their results confired those obtained in
[101] for low and medium loads, and give tighter bounds for high loads. In the next section, a
summary of the analysis and results of the works in (101) will be presented.
The submodel used by Schiatter and Bux [101] to model the register insertion ring is
shown in Fig. 1.17a.
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|
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Fig. 1.17. Submodel of register insertion ring with (a) the submodel,
(b) the simplified submodel, and (c) the equivalent submodel [101).

The submodel illustrates e fact that as soon as there is a transmission, that is service, at a sta-
tion (1), there is an arrival at the latency box of station ‘i’. The latency box represents the
delay required for header recognition and propagation delay. The submodel is further refined by
noting that (a) the characteristics of the random process do not change through a time shift and

hence the latency boxes can be removed, and (b) the server at arc ((i-1)-i) sees the traffic from
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both the ‘r’ and ‘t’ buffers and hence can be regarded as one buffer called the ‘a’-buffer (see Fig.
1.17b), Noting that the r** buffer at the i** station sees the same traffic as the a-buffer, the sub-
model can finally be redrawn as Fig. 1.17c. The submodel can be recognized as a single M/G/1
model with non-preemptive priorities. Depending on the priority scheme used, the delay can be
readily written. Noting that the delay d, (i) of a frame at the a-queue until its service begins at B

is equal to the queuing delay of a frame in the r-queue, 4, (i) at the receive buffer can be written

as follows.

For ring priority,

0. 00+ 0,007
4, = —, (123
201-p, (T,

and for station priority,

[P, )+ p, T,
2(1 - p, ()P, (1= p, (IT;

where p,(i) = &, ()T, p, () = A, ()T, and T, and T are the first and second moments of the

d“) = (1.24)

frame transmission time respectively.

The mean delay of the a-queue is given as

0, (T
w, (i) = ——————. (1.25)
2[1~-p, (),
Hence for the insertion buffer the delay is given as
w6 = dV6) - w, ()
ny 4
p, ()T,
=t (1.26)
2[1-p, 7,
Similarly for station priority,
wEi) = a¥%0) -w, )
@149, (X1 =p, () —p, (T
_ P P Py P 127

2[1-p, () -p, I - p, I[P, ¢)]
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The mean delay for the transmit buffer can be similarly derived for both ring and station priori-

ties.

[p, ) + p, (T,

w i) = (1.28)

[1+p,6)(1 = p, (1) —p,GNIT,,

[P, G) + p, (T
w i) = —r, (1.29)

2[1-p, (T,

By calculating the mean delay of each individual component, the mean transfer delay can

be obtained by summing the average waiting times of the transmit and insertion buffers with the

average frame transmission time. Hence, the mean transfer time can be written as

X0, () +p,())-Qp, (1))

b = = . : (1.30)
> A +A )
i=1
where
p'T;
Q) = (1.31)

21 - p)T)"

Equation (1.30) is valid regardless of which priority schemes is applied (see Fig. 1.18). This is
expected as the system is work conserving and the selection of a customer by the queuing dis-
cipline is independent of its service time [104, p.113). A comparison of the mean transfer delay
obtained by Schiatter and Bux [101] with first order approximations such as in [99] and [100]

are shown in Fig, 1.18.

The shortcoming in the analysis of [101] is that it ignores the departures of the messages
which reach their destination. Thus their results deviate from the ones obtained through simula-
tion as soon as they exceed 10% of the original traffic. This was pointed out by Hilal ez al in
[103] where they tried to correct this shortcoming by performing separate analysis for traffic

exceeding p = 0.5.
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Fig. 1.18. Mean transfer characteristics of station and ring
priorities and comparison with first order aproximation [101).

1.6 Performance comparison of the different rings.

There has been numerous attempts to compare the performance of different rings
(18,37,74,108]. The reason is obvious. It provides the ability to choose the most appropriate type
of ring given some traffic characteristics and performance requirements. The inherent difficulty
in such comparisons is to find common parameters such that the different rings are fairly
represented for the comparison to be valid. Nevertheless, the various comparisons lead to similar

conclusions. Thus in this section, the comparison in [74] will be discussed.



#
5
§
i

L]

-41-

The single-token ring (ST), the slotted ring with no gaps (ES) and the register insertion
ring (RI) with symmetric, balanced traffic characteristics will be compared. The slotted ring can
be considered as having no gaps as the gaps can be included in the slots and considered part of
the header. The following assumptions are made for all three rings.

1. There are identical Poisson arrivals to each station,

2. Consecutive stations are equally spaced, and

3. The packet lengths are exponentially distributed.

The performance of the three different rings with a normalized ring latency of @ =1 is
shown in Fig. 1.19a and that for a = 0.1, in Fig. 1.19b. From these figures, it can be observed
that for a ring latency of 1 and a 10 station ring, the register insertion ring gives the best perfor-
mance while for a 100 station ring, it yields the worst performance. At low loads, the token ring
is Letter while at high loads the slotted ring prevails, provided its overhead is low (h << 1). For
low ring latency (a =0.1) and a 10 station ring, the token ring is best at low loads while the
register insertion ring is still better at high loads. However for a 100 station ring, the token ring

is still the best.

Generally, it can be said that the register insertion ring is the best when the number of sta-
tions is small or when the load is very low for a given number of users. This is due to the almost
immediate access to the ring due to the register insertion medium access protocol and at low
loads, the ring is not excessively extended to introduce prohibitive packet delays. On the other
hand, the token ring is good under almost all conditions. It only requires that the station laten-
cies are short so that the maximum throughput can be achieved with minimum delay. The slot-
ted ring is good only when there is a large number of stations and where the propagation delay is
large. However the choice of the size of the minipacket should minimize the overhead as only a

low overhead factor will yield adequate performance.
Lastly, one possible shortcoming of the comparison in [74] is that the same normalized
ring latency has been used for all the rings during the analysis. This is not necessarily true as for

example the register insertion ring needs a 7 bit station latency to allow address recognition,
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whereas the token ring requires only a single bit station latency. Nevertheless, the conclusions

obtained seem to be reasonable and agree with the other comparisons in [73,103].

100

ES.n s
M= 10: 1007

feaeES. h * O,
M« 10:100

ST, RI.LV = 10

M = 10:100

-,

Average nosmabisud transtus delay, T
-
o
———

Exponentiailv destnbuted
pacret lengins:
* Emptv siot IES)
- no gops
- gvernead factorh = Q, 1;
® Reqrster myartion 1R
- syrmneene balanced traflic; ana
¢ Token nasung
- snygie toxen (ST}
| g ' - 2 2 2

[} 02 0.4 0.6 [ X:] 10 1.2 14
Throughput. S

(@

100

AL M = 100

w
[¥]
L]

EShal —
M = 10; 100

ST M = 10,100

10

* Exponentially distnbuted
DachEt lengtns:
* Emoty siot (£5)
- No gaos
~ overnesa factorn = 0, 1
o Register ingernon AN
- Symmetnc balancea tratfic. ang
o Toxan geamng
- wngie token ST,

Avesago noanehzud transter delay, T

3 Kl
'0 0.2 0.4 0.8 0.8 1.0 1.2 14
Theoughout, $
®)

Fig. 1.19. .Ccmparative performance of the single token ring (ST), the
§lotted ring (ES) and the register insertion ring (RI) for 10 and 100
stations with a normalized latency in (a) ofa = 1, and in (b)ofa =0.1[74).




PRy SRR

L i S

Chapter Two

Design of a bandwidth reducing adapter.

2.1 Introduction.

Apart from performance considerations, another important factor has to be considered dur-
ing the design of a LAN. It is the cost to link various stations in a network. For example, the cost
of transceivers in a planned optical network can be too prohibitive to command an entirely fiber
optics connectivity. Thus for office networks, the use of cheap unshielded twisted pair (tele-
phone wires) is a common practice, even for integrated services while keeping a fiber optic
backbone. In fact, twisted pair is considered as the transmission medium by the IEEE 802.9
work group which is drafting the Integrated Voice and Data Networks Standard to connect desk-

top devices to 802 LAN's and Integrated Service Digital Networks (ISDN’s) [1, pp. 47-48).

Two factors hinder the use of unshielded twisted pair for inter-station connections. First,
unshielded twisted pair is very prone to Electro-Magnetic Interference (EMI) and impulse noise,
and secondly, the proliferation of digital systems operating at 1 to 4 Mbps has led to an increas-
ing competition for bandwidth around the 1 MHz region. Thus to minimize these factors and
reduce inter-system crosstalks, a 16 Mbps bit rate has been proposed [109]. It has the advantage
of avoiding the congested bandwidth region and also of accommodating the increasing needs
and new services evolving in office technology. On the other hand, the use of a 16 Mbps rate on

twisted pair greatly reduces the reach of the links as more bandwidth is required.

A 16 Mbps token ring using a Manchester or a differential Manchester line code requirs a

16 MHz bandwidth. Thus since only the 1 MHz region has to be avoided, the use of any
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signaling scheme that would require less bandwidth is acceptable or even welcomed as it will
extend the reach of the links. Hence this chapter presents the design of an adapter that will
reduce by two the required bandwidth for a 16 Mbps token ring. This reduction is possible
through the use of a modified duobinary signaling scheme that would need only half of the
required bandwidth. Its general theory is given in the next section, followed by a detailed

description of its implementation in the adapter.

2.2 Modified duobinary (MD) signaling.

Modified duobinary (MD) signaling is a partial response signal of class 4 (PR4) and uses
controlled intersymbol interference (ISI) to be able to transmit at the Nyquist rate of 2W sym-
bols per second, given a bandwidth of W hertz. The Nyquist rate is the maximum achievable
rate for a fixed given bandwidth without any ISI [110]. For ordinary pulse amplitude modulation
(PAM) bandlimited signaling, the Nyquist rate of 2W symbols/s can only be achieved by using

an ideal rectangular filter having the following frequency response

T Ifl<2w,

GHr= 1o If 1> 2w,

@.1)

Hence normally, physically realizable filters need an excess bandwidth ranging from 15 to
100 percent to achieve Nyquist rate, depending on the shape of the signal used [111]. In 1963,
A. Lender pointed out that Nyquist rate can be achieved without requiring any excess bandwidth
if some correlation between consecutive signals was allowed instead of considering totally
independent signals as before [112]. This correlation introduced some controlled 1S1 which can
be accounted for at the receiving end. Thus was bom a new set of bandwidth efficient signaling
schemes called partial response or correlative signaling schemes and embraced both the duo-

binary and modified duobinary signaling. These schemes were generalized by Kretzmer through

the use of a transversal linear filter and proper coefficients forits taps [113].

MD signaling can be easily be achieved by combining two binary pulses, one of which

having been deiayed by 2T seconds, where T is the period of the transmission rate R [114).
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Yn EXyg =Xy (2.2)

where x, and x,_, are the binary pulses at t = nT and at t = (n-2)T respectively, and ‘n’ is an
integer. Asx, can assume two values % 1, three signaling levels are obtained, namely 0 and £ 2,
corresponding to the bits ‘0’ and ‘1’ respectively. The decoding of the MD signal can thus be
achieved by using the following decoding rule:

0 Iyl<l,
B 2 @3
The shape of the signal is shown in Fig. 2.1. The correlation spans over three bits and
yields a signal having zeros at any nT interval except at ¢t = £ T, Its frequency response can be

written as

G(f)=T( | = i yeT (e+j2ﬂf7' _ T ) 2T

= j2T ¢ sinonsT, 2.4)
Hence,
IG(f)! = 2Tsin2nfT
1, =f 1
= —sin—, where W =—. @.5)
vV w 2T
an X
] - i" =sin g—
~_/ N\ N~ )
ST ST\ AT T 0 T [ar sTNTaT W 0 Y
-1}
1b)

Fig. 2.1. Modified duobinary signal in frequency and time domain [114).

Hence the Nyquist rate can be achieved and no d.c. companents exist. This contrasts with

the duobinary signaling scheme where Nyquist rate is achieved by delaying one of the binary
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pulse by only T seconds, but a large d.c. component exists. D.C. components are not very much

desirable especially if the circuit is transformer coupled.

2.3 Design guidelines and general operation.

The design of the adapter assumes that the token ring operates at 16 Mbps using a Man-
chester or differential Manchester code. This assumption is justified as the IEEE 802.5 standard

for token rings stipulates a 1 or 4 Mbps bit rate using differential Manchester encoding [13].

Because of the nature of the application of the adapter, its unit cost is very important.
Hence the design has been implemented in 'I'I'L technology, using the IC's of the Advanced
Schottky (AS) family. Not only do they provide the proper performance (an acceptable propa-
gation delay of approximately 5-10 ns.), they also have a reasonable power supply demand (+5
V), and are cheap and readily available. Moreover delays in the design are implemented using
IC's from another family, for example, the LS series which have a longer propagation delay.
Basic precautions used in high frequency design such as the use of a ground plane, short wire
connections, and high tolerance components have been observed during the wire-wrapping of

the prototype.

The adapter consists of two parts namely the transmitter and the receiver. The transmitter
fits at the output of the transmitting station while the receiver fits at the input of the receiving
station as shown in Fig. 2.2. The transmitter converts the outgoing differential Manchester code
into a modified duobinary signal, thus achieving a bandwidth reduction by a factor of two. At

the receiving station, the receiver converts the modified duobinary signal back to the original

differential Manchester signal.
TRANS{\'IITTER RECEIVER
FROM r-1 { -
PREVIOUS ——i_ | (- / { b NEXT
STATION L.d RING CONNECTION L.d  STATION
TRANSMITTING STATION RECEIVING STATION

Fig. 2.2. Location of adapter on the ring.
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Hence the whole process is transparent to both the transmitting and receiving station, and does
not affect the operation of other stations which may be present on the ring. The following sec-

tions will discuss the design of the transmitter and receiver in greater details.

2.4 The Transmitter.

The block diagram of the transmitter is shown in Fig. 2.3. The transmitter performs the

following functions as identified by each block.

1. It converts the differential Manchester signal into a TTL Manchester signal (com-
parator). The TTL Manchester signal is a version of the original differential Man-
chester signal where the negative part has been truncated.

2. It recovers the imbedded clock from the TTL Manchester signal (zero crossing
detector and clock recoverer).

3. Itinterprets the data sent in the differential Manchester signal from the TTL Man-
chester signal (data recoverer).

4. It converts the recovered data into a modified duobinary signal (precoder, duo-
binary generator, and low-pass filter).

5. It sends the modified duobinary signal to the line Qine driver).

The design of each block will be covered in the following sections.

Differential I'TL
ke Thnenter Bltiions B0 Regatred

ZERO X-ING CLOCK /
=== -@——‘comp.m.\'ron ) paTA B

DETECTOR RECOVERE “COVER
TRANSMITTING RER RECOVERER
STATION
DELAY DELAY
TO LINE LOW PASS DUOBINARY
DRIVER PRECODER
/ FILTER GENERATOR

Modified duobinery signal

Fig.23. Block diagram of the transmitter.
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2.4.1 Comparator.

The comparator rectifies the incoming differential Manchester signal into a TTL signal by
truncating all the negative portion of the incoming signal. A high speed comparator, the
AD9686 from Analog Devices Ltd., is used to perform this operation as shown in Fig. 2.4. A

zero volt reference is used for the comparison threshold.

Differential Manchester
(-A. +A)

* TTL Manchester
AD 9686 (0, +A)

r

Fig.2.4. Comparator.

2.4.2 Zero crossing detector and clock recoverer.

The design of the zero-crossing detector and clock recoverer is shown in Fig. 2.5. As both
the Manchester and the differential Manchester signals have compulsory zero-crossings at each
mid-bit, the adapter does not discriminate between them and treats both as a Manchester signal.
Hence from this point onwards no distinction will be made between either signal. The clock
recoverer retrieves the clock imbedded in the TTL Manchester signal by observing the compul-
sory zero-crossings at each mid-bit of the Manchester signal. This can be easily done vy the
exclusive-OR of the TTL stream with its slightly delayed version (zero crossing detector), and
feeding the output to a monostable. Fig. 2.6 shows the various traces of a sample binary stream
to illustrate the clock recovery process as well as the data recovery. The delay used in the zero-
crossing generator is less than T/2 while the delay in the monostable is slightly greater than T2
but less than T, where T is the duration of a clock period. Because of the regularity of the zero-
crossings at each mid-bit of the Manchester bit, the monostable will quickly latch on the good
clock even if it started with the wrong sequence as during the initial phase of the clock recovery

trace.




I
I 1 _1
Recovered clock

TTL Manchester | p PR Q
| cL Q
DELAY I l DELAY
ZERO-CROSSING DETECTOR | CLOCK RECOVERER

Fig. 2.5. Zero-crossing detector and clock recoverer.

_J_i J—_-l J . R l l BINARY DATA

LT TUUT UUUL UL LI wr swaseresten

INVERTED CLOCK

'm " " " " " ” " || " " " " " " " " " " ” RECOVERED CLOCK

LU UU UL UL LY osaverre wasciesten
,_l l I J LJ L_I l_ RECOVERED DATA

1 » 1 ]

Fig. 2.6. Clock and data recovery traces.

2.4.3 Data recoverer.

The data recoverer uses the recovered clock to retrieve the data from the TTL Manchester
signal, as shown in Fig. 2.6. Using a D flip-flop, the data can be easily recovered by latching on
the corresponding half bit of the appropriately delayed incoming TTL Manchester signal. If the
incoming signal has not been delayed properly, the inverted version of the data is recovered as

the flip-flop would latch on the wrong half bit. The design of the data recoverer is shown in Fig.

2.7.
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+5V

|

TTL Manchester ———4p PR Ql——— Recovered data

Recovered clock = | CLK
CL

l.

+5V

Fig. 2.7. Data recoverer.

2.4.4 Precoder.

The precoder combines the current stream of data with its delayed version such that error
propagation is avoided when decoding the MD signal at the receiver. The precoding performed

can be described by the following equation:
P, =x,+P, (2.6)

where P, and P,_, are the ™ and the (n-2)" precoded bit respectively, and x, is the current

n" recovered data bit from the previous stage. The design of the precoder is shown in Fig. 2.8.

Recovered data Precoded data
X, | ’ ’ > P
n

Pn-z P

]

CLK CLK

Recovered clock

Fig. 2.8. Precoder.

2.4.5 Modified duobinary generator.

The modified duobinary generator implements the following equation as seen in section

2.3

Ya=P, =P @7

a-2’
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Three signal levels are obtained, that is 0, & 2. The equation has been implemented in a slightly
different way by using a multiplexer to select the appropriate output level for a given set of
inputs. The implementation can be justified by Table 2.1 below while the design of the genera-

tor is shown in Fig. 2.9,

Table 2.1. Truth table of the modified duobinary generator.

Bipolar levels Logic levels
P. P.-z J, ] Pl P-z b/ [
-1 -1 0 0 0 0
-1 1 2 0 +5V SV
1 -1 +2 +5V 0 +5V
1 1 0 +5V +5V 0
. '.._J c |
P. .— )
P ennmenand A
=2 olpunud IN)]
X MUX 4051
X6
Xs
X4
0V e
+5V ::
SV oV n X Modified duobinary signal

Fig. 2.9. Modified duobinary generator.

2.4.6 Low-pass filter.

A 4" order passive Butterworth filter has been designed to remove the higher frequency
components in the three level signal before sending it to the line. A LC ladder filter has been
realized using the standard design for a 4™ order Butterworth iow-pass filter as given in [116],
and scaling it properly to fit a cut-off frequency of 6 MHz (see Fig. 2.10). Hence using the
respective frequency and magnitude scaling factors of Kf =6x 10° x 21 and K, =1305, the

following values for the various components were obtained.

, = 1.305KQ
R, =0.130KQ

L =136pH C,=225pF
Ly=S.6UH  C,=320pF
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R, =01 L, =0.0392 L, =01616
. ey Naaaal _
C, =1L0942 T — C,=15621_ R, =10
e = . ]

Fig. 2.10. Standard low-pass filter.

2.4.7 Line driver.

The signal is sent to the line by using coupling transformers as shown in Fig. 2.11, A tum
ratio of 1:1.5 is used to boost the signal slightly at the transmitter. The signal can be easily
recovered at the the receiver by using decoupling transformers. A center-tapped transformer is
also used to provide both the non-inverted and the inverted version of the signal. The tum ratio

at the receiver has been chosen such that the signal levels received are compatible to those of

the TTL logic used thereafter.
T1 T2 T3 Received signal
T 15 4 1 1 Inverted
Modified ——— I
Duobinary
TWISTED PAIR Non-inverted
TRANSMITTER RECEIVER

Fig. 2.11. Line driver.

2.5 The Receiver.
The block diagram of the receiver is shown in Fig. 2.12. The receiver performs the follow-
ing functions as identified by each block.

1. It converts the three level MD signal into a TTL signal (TTL converter).
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2. It recovers the data from the TTL signal by using an adaptive sampler (sampler and data
decoder).

3. It converts the recovered data back into its differential Manchester signal (Manchester
encoder).

4, It sends the differential Manchester signal to the receiving station (line driver).

The different blocks will be considered in greater details in the following sections.

D I Y
~——— FLTER |—— EQUALIZER|}— TTL DELAY
L— — - L __ _ [CONVERTER]  —TTT]
MUX |-
CLOCK
SAMPLER
RECEIVING T
STATION
@ DRIVER MANCHESTER DATA |
ENCODER DECODER

Fig. 2.12. Block diagram of the receiver.

2.5.1 TTL converter.

The TTL converter fully rectifies the MD signal such that a corresponding TTL signal is
obtained. The non-inverted and inverted signal received are buffered from the following stage by
using transistor followers (JFET) biased at 0 volts, as shown in'Fig. 2.13. The signals are fed to
exclusive-OR gates that act as threshold detectors and can be combined thereafter by using
another exclusive-OR gate. The output signal is a binary signal that closely resembles the origi-
nal data, except for some uneven bit widths as the 1's tend to shrink slightly during the conver-
sion process. The data decoder will try to correct this discrepancy as it will be seen in the next

sections.
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Received — |
signal I 7 Rectified
ke modified
- 1_) duobinary
Received ‘ signal
non-inverted et BUFFER ‘D_\
signal /

Fig. 2.13. TTL converter.

2.5.2 Adaptive sampler.

The adaptive sampler consists of a series of AND gates that will each delay the incoming
TTL signal by a fraction of the bit period T as shown in Fig. 2.14. A multiplexer chooses by
how much should the incoming TTL signal be delayed such that all the samples taken by the
adaptive sampler all come from within the same bit period. A local clock is available but it does
not have any synchronization with the transmitting station. The multiplexer is controlled by the
signals from the data decoder such that no data is lost during any delay adjustment. Hence two
signals from the data decoder block is available. One is the Enable signal (ENB) to enable the
multiplexer and the other is the U/D signal which will tell the multiplexer increment or decre-
ment the delay by a fraction of a bit period. The delays used are G, 15, 30, and 45 ns, which
roughly corresponds to a delay of 0, T/4, T/2 and 3T/4 bits for a rate of 16 Mbps.

The delayed signal from the multiplexer is sampled five times within a bit period. These
samples are used to identify the bit transmitted and also to decide if any adjustment in the delay
chosen is required. Delay adjustment is required if the samples taken indicate that they were
from two adjacent bit periods rather than within the same bit period. A series of D flip-flops
with their latching clocks each delayed by roughly rT/S bits, is used to perform the sampling as
shown in Fig. 2.15. The actual delays used are 0, 15, 30, 42, and 54 ns. Another set of D flip-
flops is used to stabilize the samples taken (S, S, * , S,) such that they can all be latched at

the same time to the data decoder to avoid any unstability.



Received signal

Clock
Clock
= DELAY So S S, S S
Fig. 2.14. Adaptive sampler.
SAMPLING INSTANTS
S, S, S, S, S,
| |
-
Binary signal |
|
0 15 30 2 S4ns

T = 62.5 ns weeme———{

Fig. 2.15. Bit sampling by adaptive sampler.

2.5.3 Data decoder.

The data decoder is basically a combinational logic circuit with a feedback to the adaptive
sampler. The combinational circuit implements a slightly biased truth table to decide which data
bit has been received and whether any delay adjustments has to be made. The bias is in the
decoding of the bit, for a *1° is slightly favored rather than a ‘0", This bias can be justified as the
conversion to a MD signal tends to shrink the bits slightly and hence during the recovery pro-
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cess, the bit period for a *1' is slightly smaller than the *0". The truth table for the combinational
circuit is given by Table 2.2. It is minimized using Kamaugh maps and the following minimized
expression of the data, the enable signal for the multiplexer (ENB) and that for up/down counter
(U1D)) have been obtained. Their implementation is shown in Fig. 2.16.

DATA =54 + 5oty + 843, + 5,5, (2.8)
E-N_B.=rJ‘33$‘+SlSJ3§‘ (2.9)
UID =545, + 5,5, 2.10)

N

s, 55
s; s; sx sl §0 sl s! §°l S" sl §:
w +5V +5

'
!

DATA ENB ub

$;

Fig. 2.16. Data decoder.

It can be observed that adjustment in the delay is only performed when it is certain that the
incoming signal is not properly synchronized with the sampler. However no bits are lost as a
suitable decision is still made even if any adjustment is needed. The delay of the incoming sig-
nal is verified for every two bits decoded. It allows more stability in the data decoder and avoids
any races due to the feedback. Fig. 2.17 clarifies the timing' sequences in the data decoder.
First, the clock enables the D flip-flops to fetrh a new set of samples S;,S;, - -- ,S,. After
about 18 ns to allow for propagation through the combination circuit, the DATA , ENB and U/D
signals are ready. The data is read every 30 ns after the sample fetch. The ENB and U/D sig-
nals on the other hand, are only read every second cycles at the dclay check. They are valid
after about 30 ns to allow for propagation through the multiplexer and Up/Down counter, until

the next delay check signal.
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Table 2.2. Truth table of combinational circuit in data decoder.

ENB | DATA

00001
00010
00011
00100
00101
00110
00111
01000
01001
01010
01011
01100
01101
01110
o1
10000
10001
10010
10011
10100
10101
10110
10111
11000
11001
11010
11011
11100
11101
11110
1111

MM X e 3 M M O M M M M M M M M M N M MMM MMM MM e MM
=t bt et et e OO et e e b O Rt OO e et b bt b e e el b et bt D e DD

x - don’t care bit
U/D -increase or decrease counter
ENB -enable counter

2.5.4 Manchester encoder.

The Manchester encoder converts the recovered data into the Manchester code before

sending it to the receiving station. A D flip-flop is used to provide a stable output so that the

exclusive-OR of the recovered data with a 16 Mhz clock and the recovered data yields the Man-




READSAMPLES

DATA, ENB, UD READY r

& READ DATA n ﬂ rL
CHECK DELAY USED —n ﬂ

CHOSEN DELAY VALID

Fig. 2.17. Timing schematic of the data decoder operations.

chester signal as shown in Fig. 2.18. The signa! is then level shifted so that thenormal£ A lev-

els are obtained.

Recovered data D Q D TTL Manchester

CLK

Clock (16 MHz)

Fig. 2.18. Manchester encoder.

2.6 Overall design and results.

The overall design of the transmitter and receiver is shown in Fig. 2.19 and Fig. 2.20
respectively.

Fig. 2.22 to0 2.24 show the various waveforms obtained with the prototype transmitter. Fig.
2.22 shows the trace of the Manchester signal received by the transmitter from the transmitting
station and its zero-crossing pulses obtained after the zero-crossing detector but before being fed
1o the monostable of the clock recoverer. The output of the monostable (Q and 0 ) are shown in

Fig. 2.23. Either one can be used as the recovered clock to recover the data from the incoming
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TTL Manchester signal. Fig. 2.24 compares a given input binary sequence with its recovered
version. A delay of about half a bit can be seen and justified by the various delays used as well
as the propagation delay in the recovery circuit. After precoding, the three level MD signal
obtained can be seen in Fig. 2.25 as compared to the original input data. It can be noted that by
now a delay of about 2 bits has been experienced. This MD signal is filtered as shown in Fig.
2.26 to attenuate most of its higher frequency components.

To be able to see the eye diagrams of the MD signal and the frequency response of the
transmitter, a pseudo-random bit generator was built to provide a long pseudo-random sequence
of data. The design of the generator is shown in Fig. 2.21. and generates a maximal sequence of
2'_1 bits. In Fig, 2.27, the eye diagrams of the MD signal and its filtered version can be seen.

The eye opening can be seen clearly and corresponds to their ideal sampling instants.

1|2 34—-@—5 6| oo |12| 13 {4+ 1415-—@-—16

Fig. 2.21. Design of pseudo-random generator used.

The frequency spectrum of the input binary data can be seen in Fig. 2.28. It can seen that
it occupies a bandwidth of 16 MHz with a lot of higher harmonics. Fig. 2.29 shows the fre-
quency spectrum of the unfiltered MD signal and a bandwidth of 8 MHz can be easily iecog-
nized in the main lobe with other higher harmonics. Moreover, no D.C. component can be
observed. Hence the binary data experiences a bandwidth reduction by a factor of two. The
spectrum of the filtered MD signal is shown in Fig. 2.30. Most of the higher harmonics of the

signal has been suppressed while most of the information has been retained by the main lobe.

At the receiver, the received MD signal and its inverted version can be seen in Fig. 2.31

The recovered data is compared to the original input test sequence in Fig. 2.34. It can be seen
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that the bits are recovered correctly and hence the process of bandwidth reduction is transparent

10 either transmitting or receiving station except for an additional delay of about two bits.

2.7 Remarks.

The adapter built is by no means the best circuit that can be designed 1o achieve bandwidth
reduction. However it demonstrated that the process is easily viable using readily available
components. Many improvements can be made to increase the adapter’s performance but at the
price of increased complexity and unit cost. For example, the whole design could be easily
implemented using ECL (Emitter-coupled Logic) technology. It would provide a faster response
and hence sharper pulses. However ECL chips are more expensive and require higher non-
symmetric driving voltage supplies.

At the transmitter, improvement to the MD signal can be made by using a sharper low-pass
filter. However the order of the improved filter is quite high before any improvement in the sig-

nal is noticed and hence is considered unfeasible as a higher filter order implies a much more

complex circuit. Ordinary duobinary signaling can also be used to achieve bandwidth reduction.
The presence of a large D.C. component is sometimes not welcomed in some implementations

and has to be taken into account.

At the receiver, increasing the number of delays in the adaptive sampler increases the reso-
lution of the data decoder and hence can provide greater accuracy for bit synchronization by the
sampler. However the ideal number of delays cannot be computed easily except through exhaus-
tive search and testing. Furthermore, increasing the number of samples taken for decoding deci-
sion can also improve the accuracy of the data decoder. However, it implies an increase in the
number of delay levels and complexity in the decoding combinational logic. Moreover, the
decoding truth table can be optimized to provide the best response. However, even with the
present five samples used, its optimization has proved to be quite difficult as each solution
represents a new combinational circuit to be tested. Any improvement to the data decoder

should be done with the stability of the circuit inmind. The nature of the feedback from the data
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decoder to the adaptive sampler is quite susceptible to clock change and hence any instability
may lead to data lost or perpetual clock search.

Lastly, it has to be mentioned that the adapter has not been tested for its maximum reach.
Hence although a 200m twisted pair wirc was used during the tests and provided excellent

results, its maximum reach using MD signaling has not been measured.

. . ’:‘ " .
"l""".r. PRV . - . . . . . - . - - - e
T R A R T e R S AT Joy o L. S Ly o Ny

Fig.222. TTL Manchester signal (top: 2V/div) and its zero-crossings
(bottom: 1V/div). (time base: 0.1 ps/div)
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Fig. 224. Comparison of input (top) and recovered data (bottom)
at the transmitter. (2V/div, 0.2 us/div)
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Fig. 2.25. Input data (top) and its corresponding unfiltered
modified duobinary signal (bottom), ($V/div, 0.2 pus/div)
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Fig. 2.26. Unfiltered modified duobinary signal (top: 5V/div)
and its filtered version (bottom: 2V/div). (0.5 ps/div)
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Chapter Three

Performance analysis of adapter for a mixed
voice/data load in a token ring.

3.1 Introduction.

The performance analysis of a token ring using the adapter to reduce the bandwidth
required for transmission is presented in this chapter. It is assumed that the token ring can
accommodate two types of packets namely voice and data, taking into considerations the effects
of data retransmissions and modulation. The assumption is justified by the trends towards the
integration of services especially with the higher bit rate of 16 Mbps. The analysis compares the
performance of modified duobinary signaling with ordinary PAM and higher M-ary signaling.
The possibility of using a higher M-ary partial response signaling scheme is also considered.

3.2 Traffic model and accessing method.

The token ring considered can host two types of stations, that is N, data-only stations and
N, data/voice stations. All stations have equal access to the ring as long as they hold an empty
token. The priority scheme is only limited to the data/voice stations, where the voice packets are
transmitted before any buffered data packets. However there is no preemption if a data packet is
being transmitted when there is a voice arrival. Two types of token management schemes will
be considered, namely the single token (ST) and the multi-token (MT) token release schemes.
In the ST token release scheme, the token holder keeps the token after its packet is transmitted

until it receives the header. The packet is then removed from the ring and the token is released.
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In the MT token release scheme, the token holder releases the token immediately after the
transmission of its packet. Acknowledgement of the packet is either piggybacked on returning
packets whenever possible or a separate acknowledgement packet is sent. As speech consists of
talkspurts and long silence periods, speech activity detecting devices are present at each
data/voice station to reduce the wasted bandwidth. The speech are digitized by ADPCMs
(Analog/Digital Pulse Code Modulators) at a rate 7, into packets of fixed lengths /,. Hence each
packet represents T, seconds of speech where T, =/, /r,. To guarantee the quality of the voice,
the access time to the ring for the data/voice stations should be less than T, and thus the max-
imum delay for a voice packet is bounded by 2T, . Note that voice packets can tolerate a delay of
about 100 ms and still remain intelligible. Assuming that R is the transmission rate of the ring
and /, is the length of the data packet, the following bound on T, should be observed.
N, [Id+od] N, [zv +o,]

+ <
R R

where o, and o, denotes the data and voice packet overheads respectively. Obviously by

T, 3.1)

choosing a number of data/voice stations N,, the number of data-only stations are limited for
fixed voice and data packet sizes. Conversely, by choosing a voice packet length /,, the data

packet length is also limited for a known number of stations on the ring.

The voice is modeled as a Poisson arrival of batches consisting of a geometrically distri-
buted number of packets. The interarrival time of the batches is thus exponentially distributed
and is available for data transmission at any station. Data packets are considered as a batch of

packets and also have a Poisson arrival distribution.

3.3 Analysis of model.

The analysis of the token ring is divided into two parts. The first part follows the analysis
performed by Karvelas and Garcia [117] of token rings for voice and data using the conditional

cycle times introduced by Kuehn [118]. The second part dzals with the modulation of the signal
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and the token management policy.

Assuming that 7 is the average cycle time and &, is the average cycle time when there is

no packets transmitted, the average cycle time is given as

N, N,
r=1,+3 [\e]h+ T [7.;])2,. 3.2)

ixl i=l
where A, (i) and A, (i) are the voice and data arrival rate at the i™ station, /, and h, are their
respective average transmission time. Hence the products A, & and A, are the average number

of voice and data packets arrived at a station and are less than one for the ring to be stable. They

can also be regarded as the probability of voice and data arrival in a particular cycle.

Nv N‘

Solving for ¢ and denoting T A, i)k, as p, and X A, @)k, asp,,

1=1 i=1

i,

= —. (3.3)
l-pv_pd
For stability, it is obvious that p, + p,<1. Focusing on a specific station j, we recognize 3 types

of cycles in which it can be, namely (i) a voice cycle where it has transmitted a voice packet, (i)
a data cycle where it has transmitted a data packet and lastly (iii) an idle cycle where it has not

transmitted at all.

Rewriting equation (3.2) to represent each of these conditional cycles, for voice cycles

N, N,
5, =7,+ 3 [p,0F, |+ X [pa @R ) +F,. (3.42)
izl il
For data cycles,
v N‘
g, =0+ [p,d(i)E,] + T [pust AR (3.4b)
izl irl
And for idle cycles,
N, N,
T, =0,+Y [pw(i)i?,] +3 [p,,a(i)ﬁd] (3.4¢)

izl ie]
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where p,, =A, T;, the probability of a voice packet arrival in a & cycle, and p,, =4, , the proba-
bility of a data packet arrival in a k cycle and & can be voice or data.

Solving for¢,,c, and T,

@, +h,
z, = : (3.52)
I-p,—p, +p,0) +pa ()
i +h
g = — : (3.5b)
1-p,—p, +p,0) +ps()
170
C (3.5¢)

* 1p,py +2,() + 040D

Equations 3.4(a)-3.4(c) can also be written in terms of their Laplace-Stieltjes transforms as

follows:
C,5)=U®I] 'pw(i)H,(s )+ pg, H(5) + p,, G) | H, (5), (3.62)
i :
Cy)Y=UEII |PgH, (8) + pyg(OH (s) + p, () |Hy(s), (3.6b)
iz :
C,)=UGI rP.,,,(l' JH (s) + p,, ()H, (s) +p,, (i) (3.6¢0)

iz

By differentiating 3.6(a)-3.6(c), the various moments of the conditional cycle times can be
found (see Appendix). Equations 3.5(a)-3.5(c) can be duplicated by differentiating 3.6(a)-3.6(c)
once and substituting for s = 0. Similarly, differentiating twice and evaluating at s = 0, their

second moments can be obtained. Hence denoting p, + p, as p,,

¢F=ul+hl+20 k2T, [pa—pv(i)—pd(i)]

+2Evz‘-v [pa—pv(l)_pd(')] + Ev [zAv(k)h—f-"Ad(k)};-f]
k#j

v [5) Jpapria0] [pa=u G320, (10, 0)] @a.72)

cZ=ul+h}+20,k, +20,C, [pa—pv(i)-pd(i)]

+ 20T, [pa-pv(i)-pd(i)] + e, [EA,(k)}Tf+ Ad(k)i:;’]
k#j

2
+ (2] [papirpa®)] [po=u 0100, (10, 0)] @3.7b)
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=u, +2-oa.o [Pa_pv(i)-pd(i)] + E-41 [zAv(k)';f"'Ad(k)’;z]
k¥j

i+ [2) [pupu@u0)] [oupuGs00, 12,0 @10

The second moment of the average cycle time can be found from

2 -
T =p,cl+pch+ [l-p,-pd ]c, \ (3.8)

where p, = A,(j)C and is the probabilities of arrivals of the different packets.

To evaluate the average delay of either type of packets the average delay of the first packet
of a given batch is found and then averaged over the size of the batch. Let the average delay of
the first voice packet in a batch be denoted by w, (1). This delay consists of a residual time of a
previous packet being served upon its arrival, and the total waiting time of the packets that have

arrived before itself. Hence w, (1) can be written as follows :

w(l)=c¢, + [Av(j)(?v ]Wv. (3.9
where ¢, = ¢%2¢ is the residual cycle of the previous packet upon its arrival [119], and A, ()T,
is the number of voice batches that have arrived before this present batch. For an arbitrary

packet m in the batch, its delay is given as

w,(m) =w, (1) + (m-1)C,, (3.10)
where the second term on the right represents the service time of the packets ahead of itself.

Averaging over a geometric batch distribution, the average waiting time of voice packets is

given by
W, =E w,(m)]
=E|w,(D+ (m—l)E,]

B,-B,

=w, (1) + ,. (3.11)

2B

v

where B, is the mean batch size of the voice message.
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Substituting (3.9) in (3.11),

B,-B,
w, =c, + [A,(i)i", ]W, + — |&,- (3.122)
ZBV
Hence w, is given as
BB,
c, + — |5
ZBV

w, = . (3.12b)

1-A,()T,

The delay for the data packets can be similarly evaluated. However, the effect of the local prior-
ity of the voice packets has to be considered. Similarly as in equation (3.9), the delay for the first

data packet in a given batch can be written as

w,(=c¢c, + [Av(j)b‘v ]v‘v‘, + [Ad(i):?d ]W‘d + [Av(f)i:'v ]wd(l). (3.13)
where the second and third term on the right represents the respective voice and data batches to
be served before its tum, and the last term represents the voice batches that have arrived during
its waiting time. Thus,

c, + [A,(i)E‘v ]Wv + [Ad(j)b‘d ]Wd
w,(1)= . (3.19)

1-A,()c,
Forthe m"™ packet, the waiting time is given as

wy(m) = w,(1) + (m-1)c,, (3.15)
where c; is the average cycle time for a data cycle taking into account the possibility of a voice

arrival and is given by

*

C =G+ [Av(j)E', ]c;

€4
= (3.16)

l_Av )
Averaging over the batch distribution,
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W, =E [wd(m)]
=E|w,(1)+ (m-l)c;]

-_—
Bd -Bd ®

chr G.17)

=wy(l)+ =
28,
where B, is tne data batch size. Hence substituting (3.17) in (3.13),

BB,

Ca

c, + [AVU)E,]WV + [Ad(i)Ed]

d
wy(1) = . (3.18)

-[4,05, |- 4.0 |
Otherwise, substituting (3.14) in (3.17), the average data delay is given by

Bj-5,

c, + [A,U)Ev]wv + [1-Av(j)a,] 2, ¢
W, = : (3.19)

1- [A,(j)Ev ]- [Ad(i)é'd }

3.4 Impact of demodulation on performance.

The choice of any particular modulation technique determines the probability of correct
transmission on the channel. To provide reliable service, retransmission of the wrong messages
may be required, and hence an increase in traffic is observed. In the case considered, only data
packets are retransmitted. Incorrect voice packets are considered as lost as the maximum packet-
ization time can be exceeded. Hence for a PAM M-ary modulation scheme, the probability of

symbol error is given by [114]

Ppayle) = ["‘1—}erfc[ 2 SNR] (3.20)
1-M,, \JM},,-l

For an M-ary duobinary signal, the corresponding probability of error is given by [114]
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I .
Ppyo(e) = [ 2 ]C’fc [‘Z" 23 SNR ] (3.21)
1-M2 4N M2

where log, M,,, is the alphabet size. Hence for a packet of size psize the probability of a

correct packet is given as

psize
et
p= [l-p (e)] . (3.22)
This probability of correctness is reflected on the traffic as follows
l—pM +1
A= 2 [— (3.23)
p

where A.f is the first offered traffic, p is the probability of of correct packet and m is the max-
imum number of retransmissions allowed. Hence increase in the data traffic will increase the

delay of the data packets and also that of voice packets from the other stations.

The token management scheme is reflected on the cycle time of both data and voice.

Hence for MT token release, the service time for a station is given as

hy = (3.24)

I, +0, ]
R ’
where J, is the packet length, o, is the packet overhead and & = v, d ( voice or data). Similarly,

for ST token release, the service time is given as

I, + 0, + N,

h, = : (3.25)

R
where N is the total number of stations on the ring and /,,, is the latency of each station.

3.5 Results.

The token ring considered has a transmission rate R of 16 Mbps. As the maximum delay
tolerable for voice reconstruction between packets is about 100 ms, the maximum packetization

time 7, allowed is bounded by 50 ms as T, is required for packetization and another T, at most,
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can be allowed for propagation delay and station latency. Hence for a 32 Kbps ADPCM
encoder, the maximum voice packet length /, is 1600 bits. In this case, the packets are assumed
to be of fixed length, namely /, =1, =976 bits for both voice and data packets, that is
T, =30.5ms. An overhead of o, =48 bits is assumed for each packet. Recalling the relation
given by equation (3.1), the following bound can be derived for the ring.

N, + N, <476. (3.26)
Hence the total number of stations on the ring cannot exceed 476 to guaranice a reasonable
voice quality and the maximum voice load it can carry is p, =0.33 . It is well known that
speech consists of talkspurts and silence periods. An average talkspurt period of 350 ms and an
average silence period of 650 ms was assumed [120]. Thus, for a 32 Kbps ADPCM, the average
number of bits processed in a talkspurt is 11,200, For an average batch size of 11.4754, a max-
imum of 285 data/voice stations can be accommodated, for a total voice load of p, = 0.2. Hence

the number of data stations assumed to be connected has been chosen to be 190.

Fig. 3.1a-3.1d show the performance of the ring for voice and data packets. To reflect the
bandwidth compression when a higher alphabet size is used, the horizontal scale has been
expanded by the bandwidth efficiency Ny of the signaling scheme, that is log,M for PAM sig-
nals and 2log,M for duobinary signals, where M is the alphabet size. Hence for a fixed allo-
cated bandwidth, the ring can carry a higher load for larger alphabet size as illustrated by Fig.
3.2a-3.2d. It can be observed that the delay for voice is still acceptable at low loads. Higher
alphabet size seems to be more efficient as a higher throughput per Hertz is achieved. However,
as it will be seen later in Fig. 3.4a-3.4d, the higher is the alphabet size, the larger is the probabil-
ity of incorrect reception. Hence the quality of the voice is severely degraded. Increasing thc
number of retransmissions can solve the problem for data packets, but for voice packets,
retransmission will extend the packet delay over the limit tolerable for intelligible voice repro-

duction at the receiver.

Fig. 3.3a-3.3d illustrates the advantage of MT token release scheme over the ST token

release scheme for both PAM and duobinary signaling. The net improvement on the delay is
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due to the more efficient use of the ring’s cycle time &s no time is wasted by the transmitting sta-
tion to release the token after its packet transmission. Although the difference between MT
token release and ST token release shrinks at high load, the effective first arrival rate tolerated
by the MT token release scheme is much higher than by the ST token scheme (see Fig. 3.7a-3.7d
and Fig. 3.8a-3.8d). This is because of the inherently better efficiency of MT token release as

compared to the ST token release.

Fig. 3.4a-3.4d illustrates the effect of retransmissions on the probability of error for both
voice and data packets. The graphs are vaid for both ring's accessing modes. It can be
observed that the packet error in duobinary signaling is much larger than that of the PAM signal-
ing for the same SNR. This is because the duobinary signals are harder to decode as more sig-
naling levels have to be discriminated. The graphs also show the effect of increasing alphabet
size with the probability of packet error. For an 8-ary PAM signal, a probability of error of 0.46
can be achieved with a SNR of 100 (20 dB). For & 4-ary PAM signal, the SNR required is 25,
while for a binary signaling scheme, a SNR of 5.3 only is sufficient to achieve the same proba-
bility of error. Hence it can be seen that the higher the alphabet size, a more powerful signal is
required, or for the same power budget, a smaller reliability figure can be achieved. However, it
can also be seen on the same figure that the probability of error can be reduced to almost zero if
retransmission of the wrong message is allowed. In our case, the number of retransmission m =8
would be a reasonable choice. However. the maximum delay can not be guaranteed and thus

voice packets are not retransmitted.

Fig. 3.5a-3.5d and Fig. 3.6a-3.6d show the effect of retransmission on packet delay and as
well as on the data traffic. Note that p, has been normalized per bandwidth unit to account for
the bandwidth efficiency of the different signaling schemes., and also all the external parameters
such as the first arrival rate A, SNR and the voice load p,, are constant for easier comparison.
Comparing Fig. 3.5a and 3.5c, it can be seen that indeed the MT token release scheme is much
more efficient than the ST token release scheme. The delay for the ST token releasc scheme

increases dramatically for higher alphabet size as the probability of error is large and hence



-84.-

extra traffic due to retransmissions overload the network. This can be readily observed in the
corresponding graphs, Fig. 3.5b and 3.5d. The same phenomenon or even worst can be observed
for duobinary signaling as its probability of error is even larger than the one for PAM (see Fig.
(3.6a-3.6d). It can also be observed that voice packets are equally affected by the retransmission
of the data packets even though they are no retransmitted. This is due to the fact that voice
packets have only a local priority and hence have to wait for the data-only stations to be served

before their tum. However their traffic load remains constant.

Lastly, the effect of different latency times of the stations on the ring are shown in Fig.
3.7a-3.7d for ST token release and in Fig. 3.8a-3.8d for MT token release. As expected, larger
latency at each station increases the delay of both voice and data packets. Moreover, larger
latency times increase the load on the ring as the probability of an arrival in an extended period
is larger and hence more stations will require service. The latency time has been assumed to be
small as compared to the length of a packet. Otherwise the bound on the number of stations on
the ring, equation 3.1, has to be rewritten to take into account the time wasted at each station.
The PAM and duobinary signaling schemes show similar delay characteristics except for the
better bandwidth efficiency of the latter scheme. However, comparing their accessing modes, the
advantage of the MT token release is quite obvious. Looking at Fig. 3.7a, it can be observed
that increasing the latency of the stations increases tremendously the load on the network as the
probability of any station requiring service is larger for they have a longer time to receive an
arrival. However looking at Fig. 3.8a no such characteristics can be observed as the ring can

handle the extra load easily, thus proving its superiority.

3.5 Conclusion.

The analysis showed that voice can be accommodated easily on the ring as packets. The
end-to-end delay for a reliable voice quality can be respected. However the use of higher signal-

ing schemes can be profitable only if a high SNR is available or else retransmission of the
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incorrect packets should be considered. Retransmission of the voice packeis is not possible as
the end-to-end delay will not be respected. The MT token release scheme was shown to be much
more efficient than the ST token release scheme. Not only did it yield a smaller delay, it showed

that it can handle the extra load due to retransmissions and/or a higher station latency readily.
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Fig. 3.3a. Performance comparison of Multiple Token and Single Token release
schemes for data packets using PAM signaling (SNR = 100, p, = 0.2, m = 0).
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Chapter Four

Summary and Conclusions.

4.1 Summary and Conclusions.

Exchange of data between different computers or between computers and other interfacing
devices and peripherals, has become an integral part of any computer network. This need for
communication has led to the creation of local area networks and they now play a strategic role
in their daily functioning. Of the different LAN configurations, the ring network is emerging as
the choice configuration for network designers. It has the ability to provide high bandwidth
point-to-point connections, especially when using optical fiber technology, while yielding a
predictable and bounded performance figures. Various techniqués to enhance its reliability, as
all traffic has to transit through every station, have been developed and include the double ring

configuration with its self-healing recovery procedures.

Three of the most representative medium accessing techniques developed for ring net-
works have been covered. They are namely the token ring, the slotted ring and the register
insertion ring. The token ring is by far the most popular and mainly uses the IEEE 802.5 stan-
dards. It provides the best overall performance with respect to delay and throughput under vari-
ous loads, but works best at low loads and with small station latencies. An upgraded version of
the IEEE 802.5 ring capable of handling a much higher rate (100 Mbps as compared to 4 Mbps)
is being developed and is known as FDDI standards. The FDDI optimizes the token-passing

technique to provide increased performance to maximize the bit rate by using a set of timers.
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The slotted ring, typified by the Cambridge ring, is very popular in rings where the propa-
gation delay is long and where the number of stations is large. An intelligent choice of the size

of the minipacket to minimize its overhead, will provide the best performance.

Lastly the register insertion ring, as exemplified by the DLCN loop, provides almost
immediate access to the ring. It works best when the number of stations is small or when the
load is very low for a fixed number of stations. An excessive number of users or a high load will

tend to extend the logical ring prohibitively, thus yielding untolerable delays in packet delivery.

The proliferation of ring networks has led to its exposure to different environment. In an
office environment, token rings have to compete for bandwidth about the 1 MHz region as their
rate is limited to 4 Mbps, as specified by the IEEE 802.5 standards. Thus a higher bit rate of 16
Mbps is welcomed as it avoids the congested region and also satisfy future projected needs and
applications. However bandwidth reduction is necessary as it would improve the efficient use of
bandwidth as well as increase the reach of the transmission medium. Hence the need for an

adapter to compress the bandwidth is required.

The adapter converts the Manchester signal into a modified duobinary signal, thus reduc-
ing the required bandwidth by two. As the adapter consists of a transmitter and a receiver, its
use is not confined to token rings only but can be extended to any point-to-point links which is
carrying a 16 Mbps Manchester signal. The adapter has been implemented with the cost of the
final product in mind. Clearly such a design does not represent the sole way to perform the pro-
posed bandwidth reduction, nor is the best way to do it. It merely confirms the feasibility of

such an operation with minimum cost ( < 100 dollars).

Several improvement can be made to both the transmitter and the receiver. For example, in
the transmitter, the initial comparator can be replaced by a TTL gate or a clipping transistor. An
analog summer could have been used instead of the multiplexer to generate the modified duo-
binary (MD) signal. A sharper filter could have been used to remove more residual harmonics.

However all these possibilities have their own advantages and drawbacks too. The final choice
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was more often dictated by the availability of the components at the time of the design.

Similarly in the receiver, smaller delays, meaning finer tuning of the sampling instant,
could have been used without any major change as the multiplexer used can choose one out
eight delays instead of the presently used four. However more delays imply shorter response
time, and may result to instability due to the sensitive nature of the feedback in the adaptive
sampler. Hence good synchronization of the operations cannot be guaranteed. Moreover, more
samples can be taken from the signal to provide a more accurate decision on the nature of the
bit. Unfortunately, increasing the number of samples will increase the number of combinations
dramatically (2°), as well as the complexity of the decoding combinational circuit. Moreover,
even with the present circuit, the truth table used to interpret the samples, has been chosen by
educated guess and experience. Thus the decoder may not be the optimum decoding circuit.
The number of permutations with the 2 possible output from the DATA and the ENB signals with
the 5 samples taken, is prohibitively too large (4"‘) to test as each will generate a combinational
circuit. Only a computer simulation could resolve this problem, with a lot of CPU time and
some luck. Thus because of the logic behind the choice of the output in the present table, it is
reasonable to say ..:at it is not too far from the optimum one. A search for a better combination

in the number of delays used and the number of samples taken may be more fruitful.

The addition of an equalizer and a filter at the input of the receiver can improve the signal
and hence reduce the probability of bad decoding. However both will add complexity and cost
to the circuit. Moreover, because of the nature of the channel used, the gain by fixed equalizer is
minimal. Adaptive equalizers are too expensive for this low cost adapter. Thus, for these rea-

sons and due to the distance used (~ 200 m), the equalizer and filter were deemed unnecessars .

The performance analysis of the token ring using such an adapter investigates the possibil-
ity of using higher M, signaling to further increase the bandwidth efficiency and also compares
the performance of the M,,, PAM signaling with the modified duobinary signaling. Two
schemes of token release, namely the Single Token (ST) and the Multiple Token (MT) release
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schemes, are considered. The effect of retransmissions on performance is also investigated as

well as the effect of station latency.

The analysis shows that the higher M, signaling is feasible only if a very high SNR is
available to outweigh the probability of incomrect reception and decoding. Hence, it can be
safely concluded that higher order partial response signaling is not a very viable option as the
probability of error is high, and thus leads to a lot of retransmissions, causing an increase in the
traffic offered. On the other hand, the performance of modified duobinary signaling can be
rightly compared to 4-ary PAM signaling as they both exhibit similar characteristics because of
their bandwidth gain. Throughout the analysis, the superiority of the MT release scheme is
obvious. It is due to the more efficient handling of the token at each station as the token is
released immediately after the transmission of the packet instead of waiting for the header as in
the case of the ST scheme. Retransmission due to error can be performed using either signaling
schemes. Although the modified duobinary signaling has a higher probability of error, it does
not show a marked performance difference as its bandwidth efficiency partly compensates for the
increase in traffic due retransmissions. However, voice packets cannot be retransmitted in either
case due to the time limitation imposed on the delay experienced. Lastly, it can be seen that
increasing the station latency deteriorates the performance of the ring. This is expected as the
token ring is very susceptible to station latencies. However, modified duobinary signaling is
slightly L:ss affected as it can cope with the increased traffic due to longer waiting time for the

server because of its more efficient bandwidth use.
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Appendix

The first and second moments of the conditional cycle times of the ring can be found by
the differentiation of the Laplace-Stieltjes transforms and evaluating them at s = 0. Hence for
the conditional cycle time of the idle period, the following equation can be written :

Co8) = UpT [Puo I, 5) + Py (MH(5) + Do) | @An

ivj
or

C,(5)=U,(5)]e, (s40) (A2)
izf .
where o, (s,)=p, ()H,(5) +py, ()H,(s) + p,,(i). The probability of arrivals for voice or

data packets in the idle cycle is given as p, (i) = A, (), and p (i) = A;(i)T,, respectively.

Differentiating (A2),
aC,(s) AU, (s) da, (s k)
= ITe,Gd)+ U, ()X IT o, Gs.i) (A3)
ds os i keji 9 g
ats =0,
C,0=C,0)=C,(0)=1; U,0) =H,©0)=H,0) =1 (Ada)
aC ,0) aC 20) aC .0
= =7 = -0, = =C Adb
ds ¢ ds a os b (A4
oH,(0) - dH,(0) _ au, )
= -hy = ~h,; = -1, (Adc)
os ds ds
ITe, i) = JT o, i) =1 (Add)

i ivjek
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Differentiating o, (s k) with respect to s,

oo, (s k) oH (s) oH,(s)
z =2 .,,(k)——' +Pa(k) (AS)
kej kej J
a0, (s k) _ _
= -3 [Pk, +p, 0, ]
k) ds kej
= -y [A,(k)ajv +Ad(k)b'al?d]
kef
= -3 [p07, +pu05, )
kej
- ~[p-er-0.0]s =
Hence
da,(s.i)
=-q, [p. -pv(i)—pd(i)] (A7)
isf ds

where p, =p, + p,. Evaluating equation A3 at s = 0, the mean conditional cycle time when no

transmission is made at station j is obtained.

-2, = =T, =7, [ps =p,0) -4 0)]

i,

g, = (A8)
-pa + pv(j) + pd(j)

Differentiating A3 again to find its second moment,

’C,(s) U, () U, (s)  30,(s.k)
= IIc,Gs.d) + p! IT o, (5.0)

2
os 05" ixj S kej O igjm

,(s) B, (k)

+ p I1 o, (s40)
ds kej ds inkej
X o, (s k)
+ U, )y I1,G.0)

k#j as izjrk
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aa, (s k) da, (5.)

‘U > I o, .)

Now

3o, (s k)

I =2 P ®) 5 +Pu k)

rej 05 lekej B ivjun

3°H,(s) I Hy(s)

2
kwj as kvj os as

ats =0,let

3*H,(0)

as®
U, (0)

as?

by

&

e, ©i)= [Te,0i)= [T o,Oi)=1

izf ivjsk
Therefore

o, (0.k)

ivjekel

T = 5 [p G0+ py 077
ki O kej

Hence at s =0,

T_ "7 .-
C,=u, +2i,y

kej

+ 3 [Pk,

kwj

z [a,@i7lz, + [awifls,
kej
3 [4,0087 + 4,077 |

127

[P ®OF, +pu R, | + £ [ @+, 0377

kzj

+Pao IR, | E [puu @, + 24 @R,
kej

The second moment of the idle cycle is given by

7 =i + 28, [0, =0, 1)) + &, X [A, 00087 + 4,005

+ [E,]z[p. =2, (=04 [Pa =0, D=0 - P, )P, 0)]

Assuming symmetric load to all stations on the ring, A12 can be simplified to

kej

(A9)

(A10a)

(A10b)

(A10c)

(Al1)

(A12)
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Z i + 287, [pu =0, )= + 5 [A00RT + 4,087

kz2j

v [5) -0, 02-0a0] oo -20,0-20,60] (A1

Similarly, the conditional time for the data cycle can be found. The equilibrium equation

for the data cycle is given as
Ca(s)=U, ()T [pw,(i)H,(s) +Pag()H () +P,d(i)]Hd(S) (Al4)
or w
C,(5) = U, (s)H ()] Tory(s48) (A15)

(£ 7]
Differentiating A14 with respect to s,

aC,(s) dU,(s) oH (s)
= H (s)[Toy(s4i) + U, (s) IToyGs4d)
0s os iej L
a0, (s k)
+U,(S)H, ()X IT a,65.0) (A16)

keji 9 igjek
At s =0, and with A4,

H,0)=1; [Jo,0i)=1 (Al7a)
i%j
aC,(0) au, (0)
= =T, = -0, (A17b)
os os
o, (0K) . _
DA EXORN0) (A1)
os

k#j

Hence evaluating A16 at s = 0, the mean of the conditional data cycle s given by
-5, = =8, -F; =5, [pa -, ()= P40)]

i, +hy
z, = (A18)
1-p, =p,()=pa(i)
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Differentiating A16 again to find its second moment,

3’C,5)  3U,®) U, (s) H,(s)
—— = ———H,()[To, ) + [Toy ()
os os i ds os ij

au,(s) do, (s k)
H,(5)Y IT a,05.4)

vei B ieia

+
s

U, (s) 3H,(s) OH (s)
+ Ioy(sd) + U, (s) 5 I, (s40)
a d 05" iy

oH,(s) dao,(s k)
+ U, (s) z IT oy(s4)
os as iwjok

kej

U, (s) da, (s k)
H, )Y IT oy(s4)

kej s injek

+
S

oH,(s) do,(s k)

+U,(s) Y ITo,6.0)
S kej S iwjwk
oy (s k)

+ Uy MgV T @,s.0)

ki 05" igjes

ooy (s k) do,(s k) day,(s,l)
+ U, (s)H, (5)Y, Y p IT o,Gsm)

ki O kg 05 ul 05
Ats =0,let
fc,0 YU,
S = Cas = U
ds os
IH,© _ IH,O
2 = hat 2 M
os os
3°0,(0,i) 3°H,(0) 3°H ,(0)

T = L P +Pu )
k*j as k‘j as as

(A19)

(A20a)

(A20b)
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= 3% [A,(k)h_f +A,(k)}ff] (A20c)
kxj
Substituting in A19,
‘:rz: '-‘:I"' by +1,E, [Pa 'PVU)-PJU)]
- 1. T = .
+ uohd + hd + hdcd [pa -va)"pd(’)]

+ 7,5 [P. -PVU)-Pa(f)] +hyt, [P. 'Pv(i)"PdU)]

+5% {Av(k)f?f + AORZ)

kej

2 .
+ (&) o2 0-0.00] [pu 0. - pu)-p,()-pu)] (A2
Assuming symmetric loads to all stations on the ring, A21 becomes

c';7= ';02.+ '.':;I"'za-o’?d +20,4 [pn -pv(i)-pd(j)]

+ 2,2, [0, =0,0) 0] + T [, R + 4,008
kej

+ [Ea ]2 [Pa -PVU)-Pd(i)] [Pa "2P.(J')-2Pd(i)] (A22)

The conditional cycle time for voice can be similarly found. The same derivation as for the data
cycle time applies as their Laplace-Stieltjes transform equations are similar. Recall for voice the
equation is given as

C,(s) = U, )1 [pw(kw, () + Py (k) + p,v(k)]H,m (A23)

i)

Comparing A23 to A14, it can easily be verified that the first and second moments of the voice

conditional cycle time are given by

i, +h,
c, = (A24)
l-p‘ -pv(i)_pd(j)




and

-
c

+2h.7

vy

+[z]

2
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Tp. —p,(N-p,()]

P, =2,0)=p,0)]

= u-f-c- l;:‘r+ 2@,h, +20,T, + [p, -P,(J')"Pa(f)]

+Z,3 [A,(k)i{f +Ad(k)i{f]
k¥j

[pa - 20,00-20,0)]

(A25)



