\
\

'* - National Library Bibliothéque nationale
) of Canada du Canada
« Canadian Theses Service  Services des thésgs canadiennes )
.Ottawa, Canada e
"K1A ON4
. . ,

-~

GCANADIAN THESES

'  NOTICE

The quality of this microfiche is heavily dependent upon the
quality of thesoriginal thesis submitted for microfilming. Every
effort has been made to enSure the highest quality of reproduc-
tion possible."
. »

If pages-are missing, contact the university which granted-the
degree. ,
Some pages may have indistinct print espetially if the original
pages were typed with a poor typewriter ribbon or if the univer-
sity sent us an inferior photocopy.

Previously copyvig‘\ted materials (R)u"Ra! articles, published
tests, etc.) are not filmed. Y N

Reproduction in full or in part of this film is governed by the,
_Canadian Copyright Act, R.S.C. 1970, ¢. C-30.

THIS DISSERTATION
HAS BEEN MICROFILMED

EXACTLYAS RECEIVED
- .

NL-333(1.06/08)

-

I .
\

\

\ ‘ -

[

THESES CANADIENNES

»

- AVIS

La qualité de cette microfiche dépend grandement de la quatlité
de la thase soumise au microfiimage. Nous avons tout fait pour
assurer une gqualité supérieure de reproduction

~ . \
s mandue des pages, veuillez communiquer avec l'univer-
sité qui a conféré le jade

(a qualité d'impressfon de certaines pages peut laisser &

désirer, surtout si les pages originales ont é1é dactylographiées

a I'aide d'un ruban usé ou si I'université nous a fait parvenir
e photocopie de qualité inférieure.

Les documents qui font déja 'objet d'un droit d'auteur (articles
de revue, examens publids, etc.) ne sont pas microfilmés

La reproduction, méme partielle, de ce microfilm ast soumise
A la Loi canadienne sur ie droit d'auteur, SRC 1970, c. C-30.

’.

&

LA THESE A ETE
MICROFILMEE TELLE QUE
NOUS L'AVONS REGUE

Canad¥



, * 'Computér Simulation of the Effect of Building Thermal Mass
D \ on the Thermal Loads .

- i

. A‘Thesis
in

/ ‘ o The Centre for Building Studies

o 1

&

Xy .
" Prgsented in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy at
Congprdia University
Montreal, Québec, Canada

X s "' R
e ' ' January 1987

© Radu G. Zmeuréanu. 1987 .

V€
Ay ™

T LI




.extensive extracts

Permission has been granted,

to the National'Library of
Canada
thesis and to lend or sell
copies of the film.

~

The author (copyright owner)
has neserved other
publication
neither the thesis nor
from it
may be prlnted or otherwise
reproduced ' ithout his/her
written permission.-

——

. ’ °

ISBN

to microfilm ¢thisg-

rights, _and.

-y

0-315-35550-¢ °
A .

«

L'autorisation a été accordée
a la Bibliothéque. nationale
du Canada de microfilmer .

cette thése et de préter ou .
de vendre des exemplaires du : .

film. . "

L' auteur (tltulalre du droxt
d'auteur) - se réserve les .
autres droits de publication; )

ni 1la thése ni de 1longs’
extraits yde cellé-ci ne
doivent etre imprimés -ou.

autrement reproduits sans son )
autorLSatlon ecrlte. e '

e



ABSTRACT -

Computer Simulation of the Effect of Building Thermal Mass
on the Thermal Loads

- N ,' <.

-

Radu G. Zmeureanu, Ph.D.
Concord‘la University, 1987,

The better use of~ the thermal storage effect of the buﬂding mass

1s one of the possible ways to reduce the heating/cooling energy
reqmrements in buﬂdmgs. _ ‘

In this research the thermal behavior of the’ hollow core slab
ystem 1n ‘sufmer and of the- attached unheated solarwm in w1nter are

analyzed for an ofﬁce space in Montreal

.

Smce ‘the mod1f1cation of the existing software or the 1mp1ementa-‘

-

tion of . new" algor1thms, as required by the present research 1s very

d1fficu'lt if not impossible task, due’ to\the 1nterna1 structure of -

these prograﬂﬁ\_pd to the” access to the code, a research oriented

software was deve1oped, as a simulation too1 The program computes the .

hourly variation of the sensib1e heating/c’ooHng Toads, - the room air

temperature and" therma] comfort 1ndex for a given configuration of the

©oQ

space and for a des,ign day.

ot * i

The computer simu]ation of the therma’f behavior of the hoHow core

s]ab design. on a particular ‘warm day 1n July- in Hontreal ghows the °

£ 4

thermal comfort ‘can be reaHzed dur'ing occupation when the ventﬂation -

{ .
. rate 1s increased only three times at night. to cool down the struc-

'ture eff-icieotly. The enerdy savings for coolzng are between 20 and 50
Lo W/m? with' respect to an HVAC system. The maximum temperature diffe-
rence between the air entering and the air leaving the hollow core ‘slab

0,

. \ .
2 4
'



- iy -,

is between 3 and 7°C, during the occupation.
-~ - The computer simu]it'lon of the therma] behavior of . the unheated

‘solar'lum attacheﬁ to an office space 1nd1cates that oh a particular

cold day in \vrln.ter in Hont'rea.l,k, the heat‘lng loads of the space are
reduced by 60 tuoloo percent.
A grobabil‘lstic app‘roach is used 1n the researth to- analyze the

results _from the "computer simu1at1on of the therma] behavior of

,buﬂdings, tak'lng into consideration the uncerta'lnt1es dn predicting

the climate. Dec’(sion models under uncertainty are used to def‘lne

¥

alternatiVes implying attached solar'la and hoH"ow core slabs wh*ich

-

@

perform weH under all possible weather condit’lons.
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. CHAPTER 1

INTRODUCTION

1.1 ENERGY CONSUMPTION IN BUILDINGS

The Internat‘lonaTEnergy Agency [1] warned in a report made public

in June 17, 1985.that Canada 1s one of the most: 'lneff'lcient users of

energy resources in the West. About one third of the totel energy
corﬁumedl in Canada is used in buildings for heating, cooHng, 1ighting -
and veritilation [2]. VYellot:[3] and Faucher [4] indicated that the
heating and codoling sys_temsﬁ in office buildings require about 30-45

percent of the total energy consumption.
7

In the early eighties, about 12 percent of the~jtotal energy

consumed 1in Canada was used. for commercial and public administration

Qbuﬂd'lngs [sl. Annual energy consumption for office buﬂdings in

Canada and the United States var‘led between 1000 and 4000 MJ/(m yr)
Between 1950 and 1973, the average energy consumption for office
buildings in the United States rose to 5400 MJ/(m2yr), due to the

follbwing reasons:

Iod

/ o )

i) great popu’larity of g1ass facades (mainly single glazing),
'H) very 1ntens1ve area 1ighting (up to 65 W/m?), and
111) use of, oversiaed and inefficient HVAC s_ystems.

—

A survey of seven low-energy-office bdi]dings larger than 10,000

. m floor area. 1n various regions of Canada [5] shows. relatively high

energy consumption, between 800 to 1000 MJ/(myr).

/Nilson (6] found that the energy consumption for offices is about
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1700~MJ/ (m2yr), independent of floor area. The floorspace of office
bufldings ‘in Canada is estimated to be 30,000,000 m?, then the annual

"energy consumption' is about 51 GJ/yr. ‘large office buﬂdings; with

floor area greater than 2000 m?, consume about 63 percent of the total

energy consumption,.that is, 32 GJ/yr.
' 2

Piette, Wall and Gardiner [7] analyzed the actual energy consump-
tion of 88 office Buildings in United States and Canada. The ;na,jor‘lty

of office buildings (over 60 perce;it) use betwgeﬁ 450 to 800" M)/

3

(®yr). The median intensity is 670 MJ/(m2yr). for large office, an‘?“‘\

540 MJ/ (mzyr)'for‘ sm(aH ot"filce. For comparison, the récc?mended ASHRAE
standard yalues for large office bdi]dings is 490 to\650 MJ/(m2yr). On
average, (Kye 'iarge buildings use about as much energy per square meter
as the average for the overall \Samp'le. °;l’here appears to be a lérger

range of energ_yﬁintensitieg_;for small. bu'i]din‘gs than for larger ‘ones.

This .may be partially attributable to the greater wea,tfner depend -
ency of small buildings, while the internal gains tend to dominate the

(Y

conditioning requirements of,largé buildings,

o

@

\ Bouras;sa et ;1. [2] used the computer simulation to analyze theé
energy consumption ‘of office bt;:ndings in Canada and found that 'the.
application of .no cost measures produce sav!ngs c;f 44 to ‘50 percent.
The “dpplication of m:inor cost ..gngasures produces savings of about 60 '
percent. They indicated that a consumption of 1200 HJ/(m’yr),c-c;Md
reasonably be attaineq by office buildings of sizelgnd shape similar t;.o

thoSe studied. . . A . : -

.



.cooling features which he'lp to avoid air conditioning.

7’

An. obvious conclusion is that the bztter design and operation of -
office buildings will redyce the energy ‘consumption, by making use of
renewable energies. Th‘ls will avoid the energy bills to follow the

fluctuations of the gas/oﬂ price on the international market.

A\ " .

" The better use of the therm\al storage éffect of the building mass
is one of the possible ways to reduce the heat'l-ng/cooHrpg energy
requirements 1in butldings. Relatively 1little 1s known about the
application of the effect of thermal ;nass“ to the off‘ice‘bu'l,]d'ings,

which differ from houses in sizes, form, internal /10745, control,

o;écupanc’} profiles and schedules. b )/

'\

The preHnﬁnary Solar Energy Program (SEP) Passive Solar Plan [8]

o

has {dentified the 1ntegrated passive solar design for non-residential

bui‘ld‘lngs as a pfﬁr\hy area, where the strategies for heating, cool -

i

ing, lighting and ventilation should .be'comb'lned.

N

+

o

The International Energy Agency [9] has started to examine the use

of passive solar concepts 'ln commercial buﬂding (retail, office,

‘pubHc and educational), and wﬂl prov'l;e a dactica‘l handbook with

~gu1de11nes for incorporating passive solar designs such as atria,

daythting, vertical louvers. special . shading devices and passive

.

. Tb'ls: research aims to study the effect of the therm;1 storagde in
the building mass, in order to reduce| the heating/cooling energy
requirements 1n of.f"lce bu’ﬂdings, w/f{"Je the thermal® comfort 1is
mafntained within acceptable limits, : T -

Y i

¢
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This chapter ‘presents a literature suryey, the objectives of the
. | .
research, and the outline of the thesis, ‘

I

-

1.2 LITERATURE ‘SURVEY J

o -

Some studies have used a “static approach", by"analyzing the’

Ny .
variation of the building mass when the indoor conditions were kept

constant by the HVAC sysi;ems.

Catani [10] used the m-factor to alter the effective U-value of

heavy weight walls. The West German Standard DIN - 4702 [11] uses the

m-factor to take “into' consideration the thermal inertia of the buil-
v

ding, in calculating the heating design load. ?«ard (12] 1nd.1cated

that the mass of walls and roofs can save fro

’ 2 .b
heating and cooling 1in _commercig] buildings with intérnal loads,

economizer cycles and daylighting systems. ~ Romanko andTI:Ruddy'[l3]
ana]yzed the effect of the thermal mass on the annual heating and
cooling energy'-for g‘partn!ent buildings in Chicago and Phdenix, using
the NBSLD program. ‘They obtained heating savings of abqut 30 to 50
percent for. south facing apariments, when the total thermal mass varied
between 200 and 650 KJ/(m3°C), corresponding fo thjt and heavyweight

structures./‘ When the{thermal mas§ of the 1internal structure was

modified, the peak cooling load showed a change of about 16 percent for

east orientation. The same change in peak ,load occurs whether the

exterior wall is l"lght or heavy.. The authors concluded that additional

b4

\

5 to 25 percent ‘of

PRI
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studies are required to analyze the thermal storage effect particularly

for south faﬁng apartments, including temperature set-point schedules,

comfort indices, location and distribution of thermal mass, free

cooling. .. B o\ .-
¥

Mitalas [14] utﬂ'lzed a computer program based on ASHRAE pro-
cedures to simuIate the annual heating requirements of ‘Iarge office
Quﬂdings in Ottawa, Winnipeg and Vancouver, when the 'lnterior mass
varied between 150 and 700 kg/m?. The mss, of é(t or walls was
included in the interfor mass,’ if the 1nsulat1ng(\£:" was on the

‘exterior side of the walllL Several thermostat set-point schedules for

occupied and unoccupied per1oos were consideréd, with throttling range
of 1.7°C. The results indicated that the increase of the building mass
reduces the annual energy consumpt‘lon for heat1ng by 10 to 20 percent
(North and Hest) and by 60 to 95 percent (South) The author concluded
that the effect of .the building mass 1is usually of° much less
significance than the other factors, such as .g:he night, set back

temperature. However, for a particular case the impact could be

’sivgnifj’cant and he mcomnded\\ghe use of éLAST or DOE programs, for

more advance studies. Mackie (153 1nvest19ated the effect of the
storage “of energy in building mass on the cooHng energy consumption,
using a computer program based on the transfer function method. tThe
results indicated a variation of 12 to 14 percent 1n load, design
capacity and energy use of buildings, when the interior mass was varied '

from 50 to 800 kg/m? of ﬂoor area.
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- bercent.

\ftorage mass, on the energy requirements of a wood-frame rowhou5e. ,He .

i

Other }esearchers analyzed the dynamic thermal behavior of the

_building when the convective cooling 3& nocturnal venti]atioh was
-4

a

utilized.

Givoni [16] analyzed the thermal behavior of a bu11diag ventilated
at night. During the dayf?me, the cooled mass can serve'as a heat sink

to absorb the heat.‘& He concluded that the ngcturﬁﬁl ventilation can
Tower the daytime room temperature by about 15 percenf,‘as compared
with buildings which are not ventilated at night. Hoffman et al. [17]

simulated the heat storage effect in a concrete bui]dihg, using the
‘ 4

total, thermal time constant (TTTC) method and the results. indicated

A

- ’ N @
that the nocturnal ventilation provides an annual, electricity §§v1ngs

of more than 98 kWh/m2, compared with the ‘conventional design.
. ‘ |
Other, works analyzed the effect of a better coupling between the

building mass and the forced air, in _order to increase the efficienqy

i ]

14 -

‘of the thermal mass. . ' ’ . '

Monette [18] ana]yzed.fﬁe thermal effect of a composite‘concrete‘
and steel floor system, as a'comb1nation of return air plenum and heat
\
utilized the TRANSHEAT and HOTCAN programs, and abtained annual energy ¢
savings of about 6 to 25 percent. Allen et al. [19] utilized ENERPASS
program to simulate thg eéfect of a hollow core slab in a low energy

passive solar house in Ottawa and obtained energy savings ofeabout 13

w———’



- ‘ Thermo-Deck System (Sweden) or Ekono-System (Finland) [20, ‘21“]
. ) ' J
)\ ;utilized a concrete hollow core slab as air duct and heat storage

mass. In sumer, the outdoor afr {is circulated thr:ough this slab
before it is introduced to the room. Thus, at ‘nlight the concrete slab
is cooled, and by day it will act as a heat ‘sink, reducing the room
cooHng“loa‘cii. The system achieved. a cooling effect of about 50 W/m?2
- using an afr flow .of *504100 m3/h for an area of 6 m2, The

refrigeration load was reduced by about 70 percent.

o - \

Barnaby et al. [22] used a modified versign of the NBSLD'progrém
to simulate the thermal behavior of the hollow core slab in a building

of 90,000 m2 in Sacramento. 'Thg results indicated that' this system

provides energy savings of about 13 percerft and a reduction of the peak
cooli;ig load of about 31 percent, with respect to the conventional
design..y Svenbérg [23] indfcated that the thermal st':orage capacity of
the hollow core concrete slab 1s about 1200 'KJ/mz. Block et al. [24]
.designed a restc}enée in Jowa using a concrete cored slab as a thermal
storage mass. Based ?m the assu;nption that .t‘hemindoor air temperature
is 26°C and the slab temperature is 20'(2/.\ he estimated the thermal

"~ storage capacity as being 2000-3000 KJ/m2.

i ' ¥ ,
Tamblyn [2§] estimated that a hollow core slab is more useful Yn a

24 hour cycle than a flat slab. His studies indicated that a reduction

. " of chiller ‘demand by up to’ 25 percent. could be obtained with tempera- -

ture sv;ing of 3°C during occupied ﬁo;rs. ' -




"~ the energy consumption in winter by about 7 percent.

Birrer [26] designed a six storey office building in Johannesburg

- USinq h011ow concrete columns and s1abs.\\The measurements indicate the ‘

floor temperature 1s between 22 and 23° C. The coo11ng load was reduced ,

‘by 50 /.

Another possible way to reduce the heating enerqy consumption in
offiee buildings 1s to tse the heat storage effect Uf the common wjﬂa /.
between the "attached solarium and ‘the office space. - /

In 1980 Publ{c Works Canada and Energy, Mines and Resources Canada
have oré%nized a competition on low energy Building design [27]. Most

projects have included sunspaces and atria. ' However, among the

‘weaknesses of these projects was the 1nab11¥ty to estimate the thermal

Three years later, a study was

carried out by Jones [28] for NRC, to analyze severa1 passive solar

performance of these solar spaces.

strategies for office buildian. He used the avai]able .version of the
DGE program which had no capability to simulate this prob1em. for
analyzing the effect of an atrium. The resul ts 1nd1cate that the addi-
tion of a heated atrium to the South face of\the building will {increase

o ‘§odha et al. [29] developed a computer program to analyze the
thermal performance of a so1ar1um, based on the- harmonic methods,
congrzering the incident solar radiation and the ambient temperature as
periodic functions. The results of the simulation for Boulder,
Co1orado»on January 13 {ndicate that 0.35 m concrete wall between the

solariun and the 1living room will create an appropriate time lag of

T
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about 12 hours, that is the heat stored during the peak hours of
fnsolation will be released in the 1iving space at n‘fght.

a '

Al

1.3 CONCLUSIONS FROM LITERATURE SURVEY

e - . -

The following cor)cl usfpns were drawn from the 1iterature review:

1)
1)

111)

iv)

v)

‘v1)

vii)

Some works have analyzed the eff:c{ of the building enc]osure,
neg1ect1ng the interior mass. o : \
Usually, the effect of “the var‘lation of the buﬂdinq mass was
ana'lyzed for constant room afr temperature V .
Computer programs with 1imited capabﬂiﬂes. to lana1yze this
ef'fect were utYlized, and consequently no '1mporfcant\reductions
of the energy consumption were observed. - |
Very few papers have analyzed the effect of the "free coo‘Hng
or the special operation of HVAC system in.order to make befter

-

use of the b{ﬂding storage mass.
There are no) papers analyzing the thermal comfort 're‘!ated with

different energy saving solutions. e \ .
The building mass can be used for storing energy and account for,
significant .energy savings, 1f appropriate desfgn alternatives
are used, which allow the room air{temperature to fluctuate
within the comfort 1imits. |

Although some buildings use the hollow core slabs or col t/:mns to
reduce a1:he energy consumption for cooling, there is no detailed

analysis of the capabilities of this system. The available

1nfomat19n contain .general 1indices, such as the percentage of
the energy savings or the average cooling effect, based on
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metered or simulated energy consumption for a particular
building and weather data.
viii) fhe use of solarium or greenspaces for)housing was analyzed in
" detail, while their application to the office buildings was

neg1ected. However, in the Iast years the architectural design

has included the use .of solaria and atria.’

Ty

1.4 OBJECTIVE OF RESEARCH . : ¢

'The objective of tth' research is to analyze design solytﬁons
which use heat storaée in. the building mass, for reauéing the energy

consumption in office buildings in Montred . These design solutions

will use the hollow core slabs for reducing the cooling load in summer

and the attached solaria for reducing the heating load in winter. 'The
>

performances of these degjgn solutions yi]l be studied.

" “In order to achieve this objective, the following tasks will be

'performed:

1)~ Development of a tesearch oriented computer program as an exper -

L3

mental tool,

i1} Validation of the computer program.

L

iif) Evaluation of the design alternatives using the computer prograh,

for estimating the building thermal loads and the thermal comfort
£«
\ Tndex.

¥ ’

1v) Analysis of the design alternatives taking into consideration the

uncertainties jn predicting the climate.



3

-1 -

+ R ) ’!
1.5 OUTLINE OF THE THESIS ‘

In Chapter 2, a sur'vey‘of existing building energy analysis

progr;ams with comments on‘their peculiarities is presented.

Al

In Chapter 3, the research oriented software called CBS - MASS,
developed during this researdh is presented. This computer program has
a modularized structure to facilitate the implementation of new algor-

{thms or the use of different algﬁr"ithms for a given ——p—roblefm. The

‘program is based on the heat balance method, and uses finite difference

techniques to calculate the transient heat transfer through opaque

- walls. The actual weather data for Montreal, as provjded by meteorolo-.

. ) 2
gical services or other particular weather data can be used. The main
results are the hourly and daily values of space thermal loads, thermal

comfort index, room air temperature and temperature distribution within

3

walls.,
_ . %

’ ) ‘
In Chapters 4, the ngdation of CBS-MASS computer program fis

presented.

In Chapters 5 and 6, theﬂ thermal analysis of the design altern-
atives using hollow core slabs and solaria is performed for office

buildings in Montreal, using the computer simulation.

-

_In Chapter 7, the effect of the uncertainties in predicting the

. climate on the performance of these design alternatives is analyzed.

§ ¢

In Chapter 8, the original contributions of ’this research are'

emphas{zed. .

i
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In Chapter 9, the recommendations ‘for%FurtheF research are
o
presented. ® .
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CHAPTER 2

SURVEY OF THE BUILDING ENERGY ANALYSIS PROGRAMS

-

EXISTING. ENERGY ANALYSIS PROGRAMS '
‘ R P . ""
The development of the building energy analysis software can be

divided into two main -periods- in terms of interest and orientation(of

" activities:

L]

i) ﬁetween 1964 aqd'1980. and mainly after 1973, when a large number

i1)

\)Bf computer programs were develoﬁed in response to the building

owners search for more cost effective design and operét1on of

" buildings.

Since 1980, the activities have been concentrated on the
improvement and development of new algorithms, and the validaiion

of the existing codes. - .

-

6Ly13§ the past few years, several building energy analysis

programs for microcomputers have been.released. These can be clasified

as follows:

1)

i)

. 111)

Detailed ,programs, which use algorithm§ from the detailed main-

frame programs (e.g., CALPAS-3, ADM-2, PC-DOE which are based on
. n v

DOE program). .

Simplified programs; which can use simplified algorith@s and‘;re
faster than the previous ones (e.g., BESA and TRACKLOAD which use
Modjfied Bin Method, HOTCAN for residéﬁtiél buildings).
COrFelations programs, which use correlations betuegn the

building parameters and thermal loads (e.g; SOLPAS). These

Y, -

yoaon
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correlations were developed by performing a large number of runs

of main«frame programs.

The building energy agalysis methods can be classified as:
< Single Measure Methods, which use only one measure such as annual
. ‘ _ degree&days.
o < Simplified Multiple-Measure Methods | |
T Detafled Stmulatfon Methods, ‘which are.the most elaborate methods
currehtly in use 3nd“perform energy calcuﬁ ations at each hour over

the perfod of anh]ysis.

\, The building energy ana1y§15 programs, which can be usﬁ’ in the
research activity, are mainly based on the detailéd simulation methods
and perform energy calculatfons. every hour over the period of the
analysfs. _A11 these programs have similar steps, which correspond to
<7 thefr mor blocks: . -

i) Spacé Load Simulation,.where the instantaneous heat gains/losses
and the space heating/cooling loads are calculated. ”

‘ 11) Secondat:y' System or Fan Sysg.,em\ Simulation, where the air
parameters in the {mportant points of the secondary system and
the energy demands are calculated.

§ i 1) Primary System or Central’ maﬁé\fimu'l.ation, where the "energy

consumption of the buﬂd\ing is calculated.

Some programs perform the economic analysfs based on the life

~

/ - ' .cycle cost or the payback period. » -
H
&
(&

. - v N
. oy st . P et at ) - . I N
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‘ :ture and. the system variables if the capacity of the central plant Jis

Thése programs use the Step-by-Step strategy. wﬁere the Space
Loads Block is executed for ever_y—- sBace and f-or every hour of the
simulatiofperiod. This is folldwed by the execution of the Secondary
System Block for every hour of the ;;ulati:r:‘ Then the Plant Block is
executed. In this sequence, all the 1nfonﬁation flux has only thi.s
dfrectigp. The output of the Space lLoads Block becomes the 1nputafor
the Secondary System Block and so on, but the output never becomes the

input for the previous block. A version of this strategy 1sfised by

"the ESP-11 program, It gives the possibility to recalcu’late the space

loads (not the instantaneous- heat gamsllosses). the space mr tempera-

4
smaller than the eneffgy requi rements.

—

Most programs \previde the option to choose the simulation period,
*from one day to one year. When the 'DESI(EN DAY option is selected by
the user, the buﬂdihg loads and the energy use are celcqlated under
specific weﬁ‘;\er conditions,” to establish the peak load or the equip-

ment size. It may be run first and 'the results analyzed before doing

the full-year simulations.

2.2 SIMULATION OF THE THERMAL LOADS

The following discussion on the detai'led programs {s Hm\ted to

the techniques used to calculate ‘the space loads, since this part 1s of

interest tg the present research. These techniques can be classified

into the following categories: . ' . i

it
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- Condu&i‘lon Trahsfer. Function .
- Weighting Factors '

- Thermal Network ‘

] ' - o -
Among the existing software for building ‘enef'gy analy;is. BLAST,
DOE and ESP-11 programs play a distinct’ role by their degree of

- sophisticarion in simulation, their large use\. their good Support and

their continuous 1rnprovemnt. Although these programs havs been .

4
developed as design tools, especially for commercial buﬂdings, they
have become very attractive for people involved in building research

B J
due to t\hefr capabilities and their continuous improvement.

However, ' the trainingfperiod for these program's is extremely time -
A .
consuming.\ For instance the useﬁyuiist spend about 32 man/hours

Yearning the BLAST inpui/output data [30].

The BLAST (Building Load ’Anal}sis and System -~Thermodynamics)
program [31,-32, 33, 34] uses the Conduction Transfer Function method
" to calculate the heat @ransfer through walls (Eq. 2.1). .
’ Ni .N,‘

It "L URRLIRTE j§0'1.3 T05{,¢-5 + Ry 94,41

;
.
e N

s o ’
hcv (TR - 1’151 t) + 3 Gi.k '(TlSk't - TIS,"t) + Ri,t (2.1)

kel
: »
w‘"‘) ) v '-

q; - heat flow (¥/m?) )

X{»¥;~ Coiduction Transfer Function coefficients (W/m?°C)




§

Ry - common ratio of the Conduction Transfer Function coefficients

T181 4:;1de surfaceltemperature (°C)

TOS1 - outside surface temperature (°C)

TR - room air temperature (°C)
o \
. hcv - convective inside surface coefficient (W/m2*C)
i
G, , = 4e, FA, . (TR +460)% 0.1714 1078 (2.2)
i,k i 71,k t * *
@
e, - emmissfvity factor /(
FA; ¢ - radiation view factor between the surfaces 1and k
Ry o= Ipy o+ (1Te) Qg + (1-rp) Qg + (1-ry) Q (2.3)
» ] Ns‘ “
S
iy
L 4 -
IP; - solar incident radiation on inside surfa-e i (Wm2) - T}

) 2

‘re~ro‘r1 - fraétioq_pf internal heat gain from equipment, occupants
» and 1ighting that are assumed to be convective

-

L]

S - area of surface i (m?) .

-t

QE’QO’QL - internal heat gains generated by equipment,
occupants and lighting (W)

A heat balance equation fs. written for the room air (Eq.- 2.4) to
include a1l the convective heat flows which occur within the space:

N
S : .
1{151 (Tlsi,t - TRt) hcv1 +mc (TDBt - TRt) +
= , ®

gy € (TS = TRe) + Qg rg + Qo ry + 0 1y =0 L)
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where, - ’ R

~~

air flow rate due to infiltration (kg/s)

m'ln

specific heat of air (J/kg"C)

(o]
[

TDB

outdoor, dry-bulb temperature (°C)

supply air flow rate (kg/s) . \ T

The nm Conduction Transfer Function coefficients (x,‘,'

Y1) used in the calculations ‘depends upon the'typ'e of roof and wall.”

‘Heavy cbns_t:.ructions require a large value, usually less than 20. .
L

b The calculation of these cofficients involves Tengthy mathematical

— S solutions of the “transient heat diffusion equations [35, 36]. A
.\Egmputer program. was developed by Mitalas and Arseneault [37\](51: the

Pﬂaéiona] Research Council of .Canada to comp[:te these coefficients.

The: sy'stem of simult;aneous 1inear equati‘ons (2.1) and (2.4) are

solved each hour for the unknown yariables: T

- temperatures on the inside surfaces TIS,‘ (i=1,.,N),

- room air temperatur’, TR - ) . -
I' R ' )
Since the matrix of this set of equations contains many coeffic- '

fents which do not depend on -tim®, this matrix {s partially solved once

and then the solutfon 15 completed in the hourly loop.

-

Sowell and Walton [38] have shown that -through careful choice of
solution algorithms, the heat balance method can be greatly improved in
efficiency, sé that although still slightly more costly than using _

3

. -
:.' . ’ ! N
E “ .
f P . EJ
o Qe R L v e . /-/ .
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weighting factors, it may become the more attractive alternative on
accuracy and flexibi]itngroundsf\ Their results indicate that for the

cases considered, the savings achieved by the use of the weighting

‘factors method relative to the improved heat balance method range only

between 13 and 29 percent. N 'S

-

For the first hour of simulation, the system of‘eguations must use
the previously values for TISi, TOS1 and Q. Because the "history" of
wall and air tempgratures'are unknown, the program will use default

values. In order to eliminate the effect of these initial values and

‘to obtain a "stabilized" solution, the sysiém is solved four times for

the first day of‘simulation period. The last solution, only, will be
used as a‘ggpd solugion., - | N L

The ‘supply air flow rate and room air temperature are used to

calculate the heating or cooling loads, which must.be introduced or
\. y

evacuated by the HVAC system to keep the space temperature within the’

given.limits.

LY

An improved version of the space loads algorithms is included in

TARP (Thermal Apalysis Research Program) program, which was developed
/

.by Walton [39] as a research oriéntsd program for the thermal analysis

of buildings. TARP provides more detailed models for air movement and
miti-room thermal’ analysis.  The radiant interchange between the
interior surfaces is Based on the mean radiant temperature method of
Carroll [40]. The next extensions to the program will include:

- moisture and contamination migratipn in multiroom buildfngs.
- eanlh contact heat trgnsfer,

.
mmam’; . .
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<« comfort index,

-

= simultaneous simulation of the equipment perfcrmance with the

-—

building thermal response

The DOE and ESP-I1_programs [41, 42] use the weighting factor
method, where~ the space“loads and the space afr temperature arq
ca1chlgted by‘a mu1t1~s£ep procedure, whish eliminates the need for;the
simu1taqeods solution of a set of 1inear equations. In the first step,\
the space fnstaptgneous heat-gains/losses are calculated, assuming that
the space air temperathée is held fixed at some refence va1ue' TR,

usually an 1!33399/°f cooking and héating setvpoint ;emperatures.

Nb : = NC . Nd o
q = [ b_TSA % TR C.2" d.q; .. (2.5)
i,t peo " tsnp -t nz'o n - n-ll n {,t=l
where, ~ é@

TSA ~ sol-afr temperature (°C) R

by Cp - Conduction Transfer Function coefficients (W/m2°C)
»
N

dn - Conduction Transfer Function coefficient

In order to eliminate the effect of the assumed. thermal history of
the wall, the DOE program computes the heat gains/losses four times for
: Tyt

the first day of the simulation period. Hence,:the heat gains/losses
for the fourth day'aﬁe used in the further steps.

In the DOE program, the combined iRside film coefficient is
fncluded in the wall definition. This coefficient cannot be modified

’

during the simulation. , ‘ : o

-y
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Generally, the cooling/heating load differs from the instantaneous

[~

heat gain/loss because soéme of the ‘energy from the heat gain can be

absorbed by walls or furniture, and stored for later release to the

air. The heat storage effect of the building enclosure and the

furniture is taken 1nto account in the room weighting factors, one set

'for each type of heat gain considered in calculat{tns, such as solar,

lighting, people, ?quipment, conduction or 1nterna[ mass such as

furniture. . ,
¥ uya s du (
vi gy _ w, Q _ 2.6)
j2o -1 't i? jzp 1 b=l .
. SN
where

Qt « = cooling load for hour t, calculated for fixed space -
temperature (W/m?)

q,_q = heat gain at time (t-i) (W/m?) ‘ -

. Yifw, = heat gain weighting factors, which represent the transfer

functions relating the space cooling load to the instantan-
eous heat gain. '

The weiéhting factor' techniqud, developed by Mitalas _and

Stephenson [43, 44], represents a compromise between simpler methods

such as steady-state calculation that dignores™ the ability of the

building mass tB store energy, and more complex methods such as

complete energy-balance calculations. -

The -physical meaniﬁg of the weighting ;3ctors is how much, of the
energf entering a room 1s stored and how rapidly the stored energy is

released during later hours. "The user can select from the program

/

o"‘i
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" 1ibrary a set of standard materials which best describes the buiTding,

o an& then the standard weighting factors will be automatically used. If
the build;ng strucfurg"is dffferent from all those recorded in the
1ibrary, the user can give the structure description (layers, thickness
etc.) and the program will calculate the cusgonl weighting factors.
Th{s last procedure is more accurate than the Standard Weighting Factor
procedur;. since it fiis better the thermal prgperties of the walls
under analysis, but it is time éonsuming. Hence, the use of the Custom

. Heightiqg Factors is suggested in the following cases [45]:
'Q L »
- passive solar buildings '
. N .
- masonry buildings ’
- = heavy con;truction buildings:
- any building in which it is necessary to define the distribution

o

of the solar radiation on the interior surfaces
. . x

- buildings located 1n'sunny locations with large amount of solar

energy en;enihg the space

. S
“1) In the weighting fac?ors method two main assumptions are made:

o (:;/ - thermal proceSsz/are linear, hence the superposition of effects
-1s permitted

- system. properties . dfe not/fﬁnctions of time
4

For N, = 1, N, = Lffﬁuation 2.5 becomes:

O = voully * V9t &g ' ’ (2.7)



= +
» k}

y—

Thus, the goo]ing load: for a gfven hour t) 1s related to the
heat gaimdn that hour (qt)’ to the heat gain at previous hour (qtgl),
and the coofing load at previous hour (Q, ,). !

+At thg end of the first step, the heating/gooling load from -

varfous soukces are summed to provide total load of the space.

'IE’the second step, the,toté1 cooling/heating 1oaq 1s used to
c51cﬁ1ate the actual heat extraction rate and the room air temperature,
" using the air temperature weighting factors. The ; extraction }ate
differs from the cooling load because of the HVAC'é?étem cha}actera

istics (cotls capacity, p1ant'capac1ty, gontro1s etc.). . The actual

room air temperature {s obtained using the following equation: o
2
. wr
Np o Ng :
where

l-:Rt_..1 = heat extraction rate at time (t=1) required to satisfy the
thermostatic set point )

L

Qeoqy = cooling load at time (t+1)

TREF = fixed space air temperature at which loads were calculated

TRy 4 :,Agifa1 space air temperature at time (t:i).
‘ =,
Py» 94 = air temperature weighting fag;ors

For N =1, Ng = 1 Equation 2.8 becomes:
> (ERy @ Qg) + py (ERy ;¢ Quiy) = g (TRFF « TRy) +
+ g, (TREF « TRtﬁl) : (2.9)

. / , -
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The actual room air temperature is: ~ -

.. 1 g0 (em - | . .
TR, = TREF - ‘§°{p°.‘ERt Q) + py (ER¢-g - Qp-1)

-9y (TREF - TR )} © (2.10)

\

-~

In the second step the throttling range of the thermosta§~and the
Timitation of the heating/cooling capacities are taken into. account.
If the cooling capacity cannot meet the peak cooling load, the room air

y temperature cannot be maintained within the imposed range. The user
must check the {input data and modify them, in order to resofct the

desired values of the space afr température.

If the Standard Weighting Factors method is uged, the cohputing
time 1s 3-5 times less than that for the heat balance method [42]. If
the Custom We{ghting Factors are used, the computing time will be
s1ightly bigger, these factors being calculated only once for the whole

K}

simulation period. ‘

The experience with the BLAST and DQE programs has indicated that
there are no substantial differences between the results, provided that
_the weighting factors are determined for the specific building under
ana1y51§ (46, 47].. The convergence of the two methods increases with

the number of weighting factors, and th;\maximum difference in space

__air temperature which is calculated with these two methods is about 0.5

R
F.

-~ ‘

~

A comparison of BLAST and DOE programs has shown [48]:

1) Good agreement in the estimatfon of the annual heating load,
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except for the Standard Weighting Factors (DOE) which show
underestimates for mild heating climates., '
ii) The DOE annual ’{:ooling Toads (both Standard and Custom Weighting
Factors) are higher (25-‘-33%)‘€han the BLAST predicNons. The
reason for this difference may be the different method to perform
the shading calculations, or the absorption of solar radiation on
“interior surfaces, because 1in 'the case of "a building without

~

windows a good agreement was found.

A comparison of the estimated cooling loads against the measured
data [49] has indicated the results of DOE program are closer to' the
measuremer;ts thgn “the BLAST results. For t?ﬁ;\p ticular- case, the
DOE program yﬂ] not over/est'lmate the capacity of]the HVAC systém,
because the heat storage éffect 1in the buildigg mass 1is better

simulated. i : ' . : o

The PASOLE progratﬁ, déveloped by McFarland at Los Alamos Scienti-

f1crLaboratoryq [50] 1s‘based on the ther;nal netwprk method. PASOLE was
desfgned specifically for detailed analysis of passive solar “heated
structures and includes a]gorfthms for calculating solar sourées in a
general way. .This program allows the user to de\scribe*the thermal
network model by specifying nodes that represent fintte regions of
uniform temperature, connections between these nodes, and parameters
associated with the nodes and connections. Each node 1 may be
connegted ta any other node j by a thermal conductance K1J = Uk Sk'

where Uk is the overall heat transfer coef(f'lcient for connection k

between nodes 1 and J, and S; s the heat transfer area of connection
k. -

k]

3
,E
<
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s
e
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The rate of heat flow from.node 1 to node J fis:

Qy = Ky (Ty = Ty) ' (2.11)

o
a 4

Each node' may have a heat capacitance M = pcV ’ o

The heat balance at any given node 1 at time t is:

;xu(r-r)w()-si' Lo ()

Some nodes. such as_ outside air temperature node. have "fixed"™ or
known temperature at a given time, whereas other nodes have "“variable"
or unknown temperature that must be determiged.__ The system of linear

equatioh’s, obtained for the N nodes with N unknbwn temperature, 1s_ then

solved. - -

. the program for othe.r than the specific modets for which is developed, '

the user must have some knowledge of heat tran§fer principles and
FORTRAN prograaming. |

The DEROB program was developed by Arumi-Noe at the University of
Texas to integrate with PASOLE program, and tm a_void the limitations of
the previous one [51]. The DEROB program uses the finite difference
method and can hand'le‘ generalized architectural shapes a‘n:i radiative
interactions. The first version of DEROB/PASOLE program had the
capabﬂit)-' to use up to 39 nodes, which reduces\the\g\ccuracy of the
s1muiat10n results. An increase ‘up to ;200 nodes was ptlanned for the

mext version. .

v a .‘«n“‘ tmm}--\h -daf’iﬁ‘v P PSP Q TN

PASOLE is not a standard "user oriented"-program, that ts, to u.se'

T
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2.3 CONCLUSIONS ( (
. ¢
, From the survey of the building ‘energy analysis programs the
° A
following conclusions have been drawn: o N

-

~1) Initially, the energy analysis programs were developed, to analyze
‘different HVAC systems working in a given building. The conduc-
tion transfer function and the weighting factor téchniques were

. 3

q

dévelo‘ped as a solution to simplify the calculation of the space

Yoads. Hence, the computing time was reduced with respect to tfxe '

LI
numerical methods. The requirements change 1f the emphasis is on

\ the building design and analysis, instead of the HVAC systems..
9 . [

foferent design alternatives of -thg building envelope and
;lnterior elements (partitions, floors) must be analyzed, which
require the calculation of the Conduction Transfer Functions-each
time. Consequently, the advantage of reducing the computing time
is lost. Moreover, the weighting factors are precalculated anly
§ fog three types of construction (1ight, medium and heavy), which

does not cover all possible design alternatives. A

i1) The modification’ of the existing programs or the implementation
04 new algorithms, as requir;d by the presént research is very
diffi'cu\'t. if not an impossible task, due to the internal struc-
ture of these programs \and to the access to the code. Hence, the
development of a rese;rch orien‘t‘ed software 1s required, as a
simulation tool for analyzing those design alternatives which use

the therma\l sforage effect in the building structure such as



111)

hollow core slab design.

5

The development of a research orientad software in bu1ld1ng

energy analysis implies a modular structure and new or improved'

mathematical models. The modular, structure will allow the
researcher to build a code for a particular problem, using the

available modules from 1ibrary and by addlng new modules.

. . X .
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CBS-MASS ‘PROGRAM
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_T%e conclusions from the survey of the building energy analysis
programs, presented in Chapter 2, have 1nd1cated\ that the modification
. of the existing programs or the implementation of Q:ﬁ algorithms fis. a
diFficult task. due to the fnternal structure of these programs and to
the access to the xode. Also, the conduction transfer function tech-
nique, as used- by programs such as BLAST or TARP, cannot simulate
particular proﬂlems such as hollow core slab. Hence, a research

orfented software called CBS-MASS was develpped during this resd®rch.

L
-

. -~ In Chapter 3 the general strycture of this orogram and the algo-

rithms developed to simulate the heat transfer processes are presented.

U N\
3.1 PROGRAM STRUCTURE, .

A research oriented program called CBS-,-HA?S (Centre for jaui Ming

" Studfes - building MASS) was developed as a simulation tool to analyze

the thermal behavior of the buildings [52].

]

The program conpuies the hourly varistion of the'sensiblg hegttngl
cooling loads, the room air temperature and- the tﬁerha] comfort index,
for a gtven configuration of - the . space and for a design day. n\Ihe
design day was selected, 1nstead of one-year simlation, ,to allow the

reseacher to analyze several design alternatives in a short time. -

.

' .
° .
i
, ¢
.

o
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Detailed algor{thms are used to simulate the fé]lowing processes
which occur within the building and between the built environment and

the building:

-
»

1) Transient heat conduction through the bu11éfng gleménts (walls,
roofs, flogrs, partitions). '
{1) Sensible heat gains from people, lights and equiN; taking
.dnto accouni the Felative $plit of these gafns into radiative and
* convective )
1) Adr 1nfi1tratiPn
iv) Shortwave solar radiaﬁiqn on exterior and interior surfaces

v) Longwave radiation jexchange between internal surfaces

- vi) Shading of external opaque and transparent surfaces.

r
<

The program ,'can estimate the effect of design alternatives

cam— €

> {nvolving:

« buflding orfentation °
. kbumn!*lng geometry
- thermal properties of building materfals
~* occugancy
- shading
T nigb.t!t fnsulating shutters. . : ,

- control of room air temperature , N .

- supply afir flow
= . " .
N\

On the Perkin-Elmer miniacomputer, the CBS<MASS program requirese
230 K memory and the computing time varies between 30 s to 5§ minutes

S
o

-
.

[
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depending on the number of walls in space, the number of identical days -
and on the control of room air temperatures. . The: general structure of

CBS-MASS program is presented in Figure 3.1.

- 3.1.a Main Program

T;e main role 1s to create a frameworf, where the appropriat

rdutines)will be connécted. and to control the 1nformation'transfer
ﬁEEEQ%Eh them. The principal l\tasks of 'the matn program are the
following (Fig. 3.2). S o . )

61) Read input data fro$ the building file, which contains the
- ] . geometrigpl and the thermophysical properties of the space, and
. from the operation file, which contains the data about
occupation and control (Block; INPUT). 'These two“fifes "are

7

) created by the user ysing a pre-processor and can be stored for
) later use. o - &:\
. 11) Read weather data (block HEA}HER). ~The user can use either the
existing liprary.'which contains data for Montreal in Decemb;r,
January, Jﬁly and September provided by meteorological servicés
{53], or his particular climatic data.
i}il-'jlhtrol the solar calculations on’hpurlj basisTYblock SOLAR),
which provides: '
- solar radiation on exterior $urfaces
- solar radiation through windows
. ;olar radiation on interior surfaces
iv) Simulate ‘several identical .days to eliminate the effect of the
Anitial " conditions, which were introduced to describe the

] w>

. N Q
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A

therma] history of the building.

v) ,Assign values ‘to the coefficients of the matrix A and vector B,
based on the 1nput’data (block COEF). The simu!at;on model of
the thermal behavior of the bui]dfng has the form of a system of

’ « ‘simultaneous linear equations [A][T] = [B],) where ‘T is thél

vector of unknown temperatures. Some coefficients vary from
hour to hour, while others remain constant.

vi) Solve thgnsystem of equétions and obtain the unknown tempera-
tures of the room air and of the walls (block SOLUT). ‘

vii) ,Control the room ‘air temperature (bloq;:gghTROL). The room air
temperature as obtained in bhkock SOLUT (step 1) is compared with
the 1imits prescribed by the user, ahg if the conditions are ngt
fulfilled the coefficients in block COEF are modified (step 2).
Thé space-therma1 loads are calculated taking into considerapion
the restrictions (e.q. minimum_and/or maximum room air tempera-
ture). Usually, the calculations for each hour follow steps 1
and 2. For simulations with. no restrictions on th? room air
température, or with very high upper limit or very low lower
1imit, only the Etep 1 is Performed. . '

viii) Save the thermal history of the space (block HISTOR).

ix) Calculate the thermal comfort 1index, based on Fanger s model

[75] (block COHFORT)

To accomﬁlish these tasks, the main program calls the appropriate

modules from library.

P
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3.1.b Program Library

‘ the' modules 1ibrary:

« 1)

11)

‘ -35°-
“ .

iy

. 8
The Brogram 1ibrary 1s composed of the weather data 1library and

¢

The wer data library, contains aEtua1 data for Montreal -as-

provided by the.meteorological services [53] and ‘other particular
climatic conditions, as dgfined b'y,the.usera The weatt;er data
Hbrar); contains the 1"ol1ow.1ng hourly \)a]ues: .

- total radzat‘ion on horizontail.surfaces, .
tal cloud amount,

- &ry bulb témperature of outdoor air. <
However/ 1f the intensity of solar \rad*l?tion on "“the exterior
surfaces are available from different mathematical models or from

measurements, then the program can use these values to simulate

the thermal behavior of the building.

~

The modules iibrary, contains a set of routines for calculating

the tran:{ient heat transfer through cavity waﬁs. partitions

‘and hol]low core slab.

The modular structure creates a more flexible software [54, 55l

which allows the researcher to:

- select from the library those hlgorithms more appropriate for a
e

particular problem, h

‘- compare the effect of different algorithms within the S$ame

. general conditions (e.g., differences between the cooling loads

calculated with the Conduction Transfer Function method and

’
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,
those obtained using numerical methods, or variation of room afr
temperature for diffuse versus non-diffuse glazing).

- déve1op the 1ibrary, by \ncorporating modules based on new
developements 1in mathematical models or on the experimenial -
results.

. 3.1.c Presprocessor

LY

The pre-processor a§silsts .the user in creating a new building
and/or operation file, and 1n‘\ modify.ing an exist1n§ building and/or

" operation file. - -

" The ‘following data are required to create a building file:

{) General -building data

+

< number of elements such as exterfor and 9{nterfor walls, .

floors, partitions
« volume of space
- Pbsorptiwlty of outs{de surface -
- qu&]ue of glazi ng' | |
« ratio between U-value of glazing ai night and U-value by day
(when night fnsulating shutters are used).
- shading coefficient of window
. 2 glazing type (diffuse or nonudiffuse)
- afe infiltration rate, as air changes per hour
~« reflectance of ground ‘ {

< reflectance of built environment o .

et



- surface to sky view factor .
« surface t<; ground vidw factor
\ « surface to built environment view factor
. ~» #1) Data for each element
0 P type (exterior, interi or, roof, hollow Eore slab etc.)
~ a orientation with respect to Southb ¢
¢ tilt
¢« surface area ~
- absgrptivﬂy of inside sﬁrface | \

»n
= for each layer

- . s thickness . P
« therma] conductivity
.  « density

- specific heat |

o conductance of afr cavity (for afr cav'l‘ty wall )' _ o
"w {f there is a window . o °
« window to wall ratio
- type (single or double) /

S et - |
« hourly var;iatfon of the ‘sunlit rea'5on wall and window _
The following data are required to cre\ate aﬁ operation file:
1) Selection of weather data file
v actual data for Montreal 1979.
s particular weather data, pro'vided by user o
ii)i Hourly schedules ¢

s occupancy
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- internal gains (people, L%gpts)
iii) .Ifwthere> is supply air by an HVAC system, then hourly schedules
of: . ' .
- thermostat set point ' —
- throttling range
oo atr mass flow ragé
Also, thel61r sybp1y effit1ency';nd the operation of HVAC system-
during unoccupiea hours (sxstem'shutdown, né?ma] operation, fresh
air supply) have to. be specifie& by the researcher.
iv) Air temperature in adjac;nt rooms
" - equal w;th air temberature in room under analysis
- given hourly variation

v) Thermal resistance of clothing * .

3.1.d Post-Processor

At the end of each squlation the main results are displfyed on
the screen: / \K

- hourly variation of room air temperature, space therma‘(load and

. 3
.

thermal” comfort index
. - “ -
- average value of room air temperature and thermal confort fndex,

- -

over the occupation period

- daily total load

-, .

The user can decide to print and/or save the results, or to pass -- -
directly to another simulation and to change the design solution, if

the results are not accept£b1e (e.g., thermal discomfort or high

thermal loads). If the print option is selected, the user can choose



" -39 -

the information to be listed, among the following:

main results,

weather data, -

temperature distribution in walls,

radfation on exterior and/or interior surfac_es, ;.
yd'lative coefficients on internal surface. ’ - -

.8

If the save option is selected,(the main results are stored in

data base.- They can be presented in graphical form on MEGATEK unit,

- where the effect of different design alternatives can be better visual-

( | fzed, and then hardcopies can be [optained. Also, the information

‘stored in data base can be used for further analysis of the desjgn
alternatives, .

. ~\3:2 HEAT BALANCE FOR ROOM AIR

, The building energy analysis programs éalculate only the sensfb]é

loads, Qhﬂe the latent loads are usually a}wproxjmated by assuming a

constant {indoor relative humidity. This stmplification is due to the

'lack of -available data to be. used in the mathematical m&dels‘of the ‘
mo!sture migration across the walls, the'absorpt_ion of moisture from r
hygrosc;pic materials, the condensatfon and the evaporation within

buildings.
' \ b

In orqer' to analyze the complex thermal phenomena, o&'uring within
- a8 space, a heat balance equation for the room air is considere&,

fncluding all cqnvecfive heat flows which occur.’

Q +Q+ 03 +0Q, +0Q;+ Q=0 (3.1)

* . N )
LT YO N W A, &




Qhere
Y
Q =
1
o hty
Sj =
cv] =
TISj =
TR =
Qz =
Qz = E
SGk =
hg =
TGé' .
Q3 “u
“ =
TS =
TEV =
m -
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supply air flow rdte (kg/s)

Ve,
= heat flow between the inside surface of the walls and the
room air (W) .
I »
thcvj(Tlsj- TR) (3.2) .'
net surface area of wall j (m?) . -
convective heat transfer coefficjent on the inside surface
of wall (W/m2°C)° ) X
inside surface temperature of wall j (°C)
room air temperature (°C) g
‘heat flow between the inside surface of window and %the room .
air (W) '
SGkhg(TGk - TR) . - ‘ ¥ "'_—- . . (3.3)
glazing area of window k (m?) ;
convective heat transfer cobfficient on the inside surface '
of the window (W/m?°C) .
inside surface temperature of window k- (°C)
heat gain/loss due to the supply air of HVAC.systmn (W)
Q3 = n Mc(TS - TR) (3.4)
) dos
efficiency of air distribution system , B
o = TS TEV (3.5)
TS - R
supply air temperature (°C)
return air temperature (°C) ,oooe



—— e

#
-
ot
Fa

s

- 4]\-\

R »

-

¢ .= specific heat of air (J/kg°C)
04.' = convective heat gain due to lighting (W)

Q ="Q g,
Pyt fraction of heat gain generated bx!ﬁfghts assumed to be
convective (default r,= 0.5) o
' QL = power of lights (W)
Qé ] heat‘gain/ioss due to the air 1nfi1trat2f?/(w)
QS =My P (TDB - TR) (3.7)
mIR\ = air infiltration mass flow rate (kg/s)

TDB = outdoor dry bulb temperature (°C)

06 = heat gain/loss due to the internal sources (people, equipj

ment) . )
S

Equation 3.1 becomes:

: ] g Peyy (115 TR 4 3, 56 g (76, - ™) + .
\*,n"'n ¢ (TS - TR) + ryQ + My, c (T0B - TR) + ‘
. + Qs =0 ' - (3.8) -
4 \ > |

" An assumption generally accepted in “building ehergy ana1ysjs
programs and introduced in the present program is an uniform room air

temperature, that is, no Qorizonta] or vertical temperature gradients.

_For rooms with small or medium floar-to-cefling hefght, where the

[ .
temperature gradient is about 0.5 to 1.0 °C/m, this assumption provides
good results, s |

.
b N
’ oy . R .
M‘;& 1 u,.."&izé‘xh’am R TN TR,

Lo
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£

The computer programs for tye Sﬁa1ysis of the energy consumption

in buildings were developeh as a tool to.evaluate different design

alternatives T56], and\ not to provide exact information about the

thermal behavior of buildings.

I
A
t

r

# .
The ‘capabilities of these programs are obtained as a compromise

between the best simulation of the thermal pﬁzcgsses and the shortest

1

i
A
s

Sufficient accuracy. Such examples are:

N\

. comfuting time required by the analysis of all alternatives.
. 3

Although complex mathematical models . for simulating these

b 3 N ]
g processes are available, several input data cannot be assessed with

a

-’
A}

as built thermal parameters of the Suild%ng elements, including

- . o .
modification with age, construction and design defaults,

1ntensity and .direction of wind fqb_garticular location in urban
area, where the built environment modifies' the data measured by

meteorologica[dggzifons, usually near airports, L

variation of the iﬁ?ide and the outside air film coefficients as a

-~

fuhction of ‘ppsition and timk,

radfation exéhan%e bétween the built environment and the building,

b

pattern of air movement within the room, as a result of air convec-

- tion and HVAC system operatioﬁ.

¥

-

s
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N ‘'The CBS~-MASS program uses ong-dimﬁ;ional analysf"s of the trans-

fent ht transfatj{through walls, gs’ used by all bt;ﬂding energy analy-
, sis programs. However, the user cb’n taize 1nf.o consideration the two
“and three-dimensional heat transfer fog "a ba"r.tic‘ular analysis, using

. one of the following two wa);s: - _' - -

4

’ s

- D;veloping ”d 1ncorpor;tingf1n the modules libragy appropriate
routinss for the two and three-dimensional analysis. Sgg‘complete
fnput data have to be suppliedc by ~the /user. describfng( the -

N ;ariatioq of some thermal parameteks )jln terms of.position and tz\me. -

» - such as solar distribu.tion on each wall,\radiative and convective

-

<) .

" »

su,rfyie coefficients.

. . . +- Defining the tmerat)we or the hegt flow distribution within
~ \ v
walls, using computer programs dexeloped}for. two- Wree-
e diunsiohai'analysis (57]. Ap e&uivalent one-dimensibnal model can, -~

be obtained, and then be used for more complex analysis on the CBS-

( ¥ ' 'l,‘.ASS program. 3
- f e . ‘ ' - g

v .. The Qne-‘iunsional-heat transfer\fquat'f on ‘ . .

N . } [ - . . .
2 . . b
37 T . . (3.9) g‘ |

.
' . Sy B e
a it ¢ .
- o
v

Q\
has to.be solved every“hour, for each wall under variable boundary B

K

ok ' conditions. . : h ' - §
G ) . v
’ ( \ 1 & ' '
’ . :
il ‘\.) rd - /‘
e N X
Yo

.- ‘ ’ , . ‘ ' ¢
L ‘- ‘ . / | : o ]
) . \ o =3 ) , . A - ¥
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Lo
Exterior wall (Fig. 3.3) |
x=0 a = -kf:-{- ok N T (3.10)
gy = 1Ty N , (3.11)
o Gy g = Mo ~‘(TDB‘- Tos ) ) : (3.12)
x=85 ay RO - agg * Tev, s o (3.13)
CWEREL R LIEY +~nR’J (THRT; - ﬁsj) .
| + IREF ' (3.14)
Gy g * ey (TR - TS, ‘ (3.15)
Interior wall (Fig. 3.4) .
x=o aq = -k %{ L P + aR, j | . (3.16f
Tev,g # Pey,y (TRE - TOS;‘j) | (3.17)
G,y * hr,j (THRT - T0S,) | A (3.18)

~

‘where

}Ti,- total solar radiation on outside surface j (W/m?)

2
]

f1lm coefficient on exterfor surfaces (W/m?)
- /’ -

<]
]

k - thermal conductivity (W/m°C) :
QR " radiant heat flow (W/m2) N
|. 4'
q., ~ convective heat flow (W/m2 ),
2 = l‘rli t
LSy - sce111ng
LY
0y _ ’l ‘
' \ do , :
’ A . r L

’ absorptivity coefficient o@?fﬂﬁfexterior or 1nte§10r surfaces -
) Y .
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QL - fnternal heat gains ffom 1ighting (W)

IP - solar radiation received by the interior surfaces, before

the first absorption {W/m2) \

IREF - solar radiation uniformly distributed over the fntertior
surfaces,  after the first reflection (W/m?)

hp . - radiative heat transfer coefficient (W/m?°C)

TMRTJ - mean radfant temperature as seen-by s(:rface J(°C)
]hcv . = convective heat transfer coefficient (W/m2°C)

TRE - air temperature of adjacent room (°C)

The boundary conditions at x = § for interior walls are defined by

f
Equations 3.13-3.15.

Two options are available to assess the air temperature TRE in adjacent

: v
rooms: - .

"rp - Equal to air temperature TR of the room under analysis.  This
assumption is! valid .if the air t¥mperature is kept everywhere

within small 1imits such as 20 + 1°C. The air temperature TR and

< TRt are simultaneously computed every hour.

- Equal to a“given hourly variation of the air temperature for each
adjacent space, which has to be provided by the user. The effect
of\solar radiation on the interior surfaces of adjacent rooms 1s

introduced by using the sol-air temperature instead of the room air

' temperature.~ )

. "~

These options allow to analyze the effect of adjacent room and a

better simulation of the heat storage in interior walls or floors.

t >
Qumen

-
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The 1initial conditions which afe required for solving the
parabolic type of the partial different{al equation (Eq. 3.9) concern
the temperatures within walls and the room air tem'perature. Since t/he'
temperature history 1s unknown, the temperatures are assumed to be
equal to 20°C. Several identical days are simulate‘d to eliminate the
effect of these .initial conditions. ‘The CBS-MASS prdgram allows the
user to select hetween 1 and 10 1dent1caiﬂ days. Additionil comments on

the required number of the identical Qays are presented in Chapter 4.

g

“,;/ The solution of the transient heat”transfer equation fs obtained

using finite difference technique, which is more flexible than response
factor n)ethod. and can be applied to conventional problems or to ihose‘

which are not soluble, containing for examfe the non-linear effects.
The CRANK-NICOLSON's fmplicit formula has been selected, which

uses an Jverage qf approximations fn the J and j+l time steps, and is

unconditionally stable for all computational time and space increments

(ss8l.

. A pitl . J+1 2 i1 .
3 Tyt L) Ty 2 Tis1
I I Al "
Tt 0-0T s 2Ty (3.19)
where .
A\ A _K ¥ ¥ o
(8x)? oc " )

e we L e et ey ke ot e Ba e -



The corresporfding computational molecula, much easfer to be
visualized and used, fs given in Figure 3.5. '

: { . ’ ..
3.3.a Mathematical Model of the Afr gavit;%lnl. v

.

‘ e development of the set of equations for air cavity wall, using
the” CRANK-NICOLSON's formula d{s presented below. The standard
truéture, which {s presented in Figure 3.6, has three nodes for each

layer. Clark [59] found smal) difference in the temperature variation

at the inside surface of a homogeneous concrete layer, whed he used'

three and nine nodes for each layer. :

] B
The selection of the time step at used to analyze the varifation in

. time fs subjdted to the following constraints:

- Large time step for quick answer.
P

« Small time step for high accuracy. \

« Avaflable weather data are based on hourly measurements.
. - ) ' ‘ .
tmery et al. [60] obtained difference of less than 10 percent when
the time step was varied from one hour to two minutes {in calculating
the 1indoor air temperature. The present study (Figure 3.7) "shows
differences of less t'han 1°C for the room afr tempe‘rature. when time
steps of one hour and of 15 minqtes are used. . Hence, a time step of

4
one hour is used by the CBS<MASS program.

s
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‘ /
Node 1 >
2 LRSI A P | 1) T
A
1 .t

‘Thelunknown temperature TX 1is 0 ed from the relation of the -
heat flow at the outside surface of the wéll:

< 3T ™ -T

= t § 2
q . i k (ax)x:o _Ex—l— kl ' - (3.22)
where ax,, k; and A, refer to layer 1.
Then \
Axl ' i ’
TX = Ta +2— . q . ' . (3.23)
* l . .
A\ )

Equation 3.21 becomes:

(14278 -, Tt+1 o axy . ot s (1 -2 Tt et 4
1 1 S| kl 1 1°2

- , AX . '
’ ta— 1 qt (3.24) r

1 . \ .
Replacing the heat flow rate q by thg Equations 3.10.- 3.12 it obtains:

AX Ax
N 3 1 t+l t+1 . . 1 t
(1 + §l.+ S kl h )T o % T2 (1 - Ay - :1 h ) T
AX Ax
'nﬁhh—h(m+mWHnr—uﬁ/ﬁﬁ (3.25)
. " where o
Tl = T0S
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s BN

Node 2
-f.lr“ﬂ‘(lu)vt,“‘--x-lrt” th+(l-x)Tt
2 1 17 72 2 3 2
A
st
23
Node 3

A A
1 ct+l tel _A1ooenr Ao t,
-5 T2 "(1”1)7 il - +(1-xl)T

A
*lgyt

The unknown temperature TY is obtained from the relation of the

heat flow rate within the air cavity:

T, - T¥ T, 0 T

2 3 -4

= - k = k = =
q ( ) 1 2 ax] Q3.4

Rgc
then
AX . .
11 -
2 k1 Rac. (T3 = Ty)

where Ryc s the thermal resistance of atr cavity (m2°C/W)

" Equation 3.27 becomes:

. gt+l t+1 A% 1 te1 . 8% 1
=T + T 1+ + —_—) =T — e m
2 M | 3 ( Ayt Ay T k1 Rac s M K1 Rac

AX AX
t l 1 1 1
T +T 1- - amm— o— ———
2 M L T Sl w L B Rrel v

(3.26) .

(3.27)

(3.28)

(3.29)

(3.30)

-




4
Node 4
ey gyttt 22 g, gyt
> ARF I 5 27 2
%
2 .t :
+_2.T5 . - (3-31)

. In similar manner as for the nude 3 one obtains:

AX AX
272 1 Lt t+l 2. t+l _
- T T 1+) A+ ———) - T
‘25 "2 Rac 3 (19, Az k2 Rac) ‘2 7s
~AX ) Ax .
2 1 t t 2 t
L A T+ T (1-r, -2 +a. T . 3.32
"2y Rae 3t Ta (1 Zkzgac) 25 -, (3.32)
Node 5

In similar manner as for node 2 one obtains

2 1+l

t+l 2 t+l 2
st (1 +12) T T

e X3
6 "3 Tat (-2 Tg

p - (3.33)

* Node 6

[ . A S
A perfect contact at the interface between the layers 2 and 3 is
assumed, that 1s no temperaturé and heat flow discontinuity in the

vicinity of the contact (Fig. 3.8).

-k &) = -ky D) | (3.39)
.k Lk k k
*2_ qu . Tg*l (3.3 1'7:*1 Y (3.35)
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Node 7 . i - .
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3 e J\
'

In similar manner as for node -2 or 5 one obtauins:

Q

\_',f_;_Tm P sy T Mo Il o , \
2 6 3 2 8 26 3 e
k -
3 1t \
*"2‘T8 ‘ﬁ. (. 36)
. Y - . L4 -
Node 8 : N

A A A ‘
- 23 yttl tel” 73 t+] .34t t
=T+ (1423) Ty 2T‘d ZT +(1-24) Tg +

2 \ ,
x -
3ot L (3.
2 ' ~ % ’
where ) , ) : ~ .
3 AX3 . o ‘ "’"
™=T,+2—q . ", ‘ (3.38) " .
k3 . 6 7 . . :
) .
g ‘
Ty = TIS .
® \ . . - . o —, ’ . -
v . * & o r..\’ .
Replacing the heat flow rate q by Equations 3.13 - 3.15.one obtains: /V
f .
. pt4l o4l 8%3 AX3 o oLotel ..
-iy e TN (1 +x3+x3 (h ) - Ay b, TR '
| “ 3 -
< ,
Ax ' Y
T‘+Tt (1 -2,) +2 3 q +h THRT“1+a0"ﬂ
7 3 3 3 R :
s o ettt 339
S . " . ' . | -

7 A set of eight simultaneous linear equations ([AJ(T] » qta] ‘1s
obtgined. to describe the transient heat transfer through the afr-
cavity wall. These equations can be used with acceptable accuracy for

\ -
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extcrior massive walls, howogeneous or non-homgeneous. provided that
- the™ rcml resistance of afr cavity has 8 very low valve (e.g., 0.01
. » ya '
‘ whocy. TN R
e 330 g:::dqm Model of the Interior Elements (Floors and P "
' t ‘ ) 5 o" . | ] 7 -‘
Y ' ‘
A
: The st?‘ucture presented in Figure 3.9
“
nodcs for uch iayer. . B
* ‘ ] )
In unﬂar minner as for afr cavity wall, a set of sim\tameous
v e ' : -,
‘/ equations 1s obtajned.. / /
o ) KN
e SNy ' _
AR TR % N - Iqhmtial Ml Jthe Hollow Core STab . . | r .
v ; L
- A plane’ m f\ogySg bgmm;;\mrete platks s considered 2s 2
; \ph;xicn addeﬂof %éhonm £ore slab (N\ 3.10). )
n v& |' - - o ¢ \ ! * )

L tv?o-dinns}ml nod;f 1: Used to calculate the transient heat

M s

: trmsfelr through the concrete plaw. \‘,'aHng 1nto consider‘ation the
tmnturc varution in the dircctim of the air flow. 0 ' o
.Y ‘

lﬂ" <

- . SN o ' \
T. . .
CLAPp (’_.% ;) y (3.40)
3t , oc ax"  ayt ¢ 4 - )

. .
. -
- ’ ° . «* e
f N [
LAY -
- )

‘ “The caw-mcmsons s 1q1i.gt for‘p. which 1s always stable fqr ..
' rcctanwlar Held{ {58]. s used to solve Equation \ﬁ 40,

The corres-,

"

pondinq co-puutiona'i no]ccula is givcn in Fiqqn 3.01, whece ‘

row

‘xl

N

»
‘
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e TEDE e D Lt e s e T (P S

-

r T(+1) + r ™E o+ Tt e T 4 2(syrp) Tt (3.43)

.The unknown temperature TX is obtained by using the assumption of
\ .

no heat flow at the boundary x1 = Q.

q=-k (2 o i 12 = X ' (3.44)
- axl xl-o 2 FXI .
- Then TX = T(+1). o (3.45)

The unknown TY is obtained by considering the heat flow at the
' ‘ )

% . boundary yl = 0. * . Ki
g - k@L) A DT Ly e - T(1)  (3.48)
ayl 1 2 ayl cv : ‘
, y1=0
where hcvf is convective heat flow coefficient within the hollow core
s1db (W/m2°C) o\
' , aylh_ e
TY = T(+11) ¥ 2 ——E-ﬂi (ToB - T(1)) (3.47)

N
\

Equation 3,43 becomes: ]

A_Yl h X /
(5,414 + -Tfl'i) (! - e 1+1)*Y - ettt .
&

-

ayl h__.. ’
(sy-ry1 - —6) (Db + ¢ TEDE e TN

., k
F‘ - . »
. Ayl h “ d
4 + ._._:211.(rost*} + o8Y) ' S (3.48)

-
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Node +1
S (INALINI N (T ) IR (O TIAALI VAR TR S I (OO DAAL

' TN 4 ry T(+2)° + T(112)* wt o z(sl-r/() T(+1)* (3.49)

e

The unknown TY 1is obtained by considering the heat’ flow at the
. ’

boundary y1 = 0. , .
g=-k L) . DoT2) Ly C(re3n) - Ta) 3us0)

RN ayl y1=0 2 ayl*

Co°

then . - .
Ayl heye N .
TY = T(+412) +,2.__7:____ (T(+33) - T(+1)) A (3.51)
Equation 3.49 becomes:

-

r ‘ ' ’ Ayl h_. ‘
- Tt o ory el s —=) 1t

- &
r ' Ayl h -
N2 N [CINALINE [EST) LALRpeun-LLAgS Y% ) Ladl £
r. Ayl h r
1 t+l . cvf t 1 t
Ao t (s, -r -1 -— ;ant o L rep)t 4
LT e sy -y L RCILRET I )
ayl h_ o
s T(112) + ——k-S!i T(+33)" ) (3.52)

Equations for the nodes +2 to +9 are obtained in a similar way.
Node +10 .o

- ey T (s e ) (0008 - pp T L T2t -

ey T4 2(sger ) T310)E 4 r T390t ¢ T(e2D)t 4 VY (3063)

g
:
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Taking into consideration the boundary conditions at xlsL and yl=0, one
obtains: ) 3
TX = T(+9) | (3.54)

ayl hcvf |
TY = T(+21) + 2 T (T(+42) - T(+10)) (3.55)

Equation 3.53 becomes::

Ayl h

- ry TN 4 10T (5 ar 01+ =) - Tpe2n® -

L3

Ayl h ~
- — = 1a)t

»

g

Node +21

. Ayl h
ry 7(+9)* + T(+10)t (s,ry-1 - __k_c_v_t) + T(+21)° +

Ayl h :
+ ___;_EX; T(+42)t (3.56)

)

Node +11

-2r T(+12)t*1 + 2 (sp4r#1) TEHIET L 1B T(e22)t -
2, T(+12)% + 2 (s,-r 1) T(+11)t + T(I)t + T(+22)¢ (3.57) :
1 1M .

Node +12

- r T T et )™ 2 (s 4 ) T2t
P T(+13)5 £ T+ % TE20 s )% 2(sp-r-1) T(+12)t | (3.58)
Similar equations are obtained for the nodes +13 to +20.

Y

- 2ry T(#20)%*h 4+ 2(s 40 41) T(e21)P*) L v(e32)t*L < 1(e10)t) A
| B \

27 T(+20)* + 2(sy-ry-1) T(+21)® + T(+32)% + T(+10)¢ (3.59)

i
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Node +22 \

-

T(+11)* + T(+23)t fy Txt ¢ T4 2(syor 1) T(+22)8 (3.60)
’
Considering the boundary conditions at x1=0 and yl=d, one obtains:

TX = T(+23) (3.61)
ayl h ayl h
‘ wtl . T(+11)t*1 + 2 cY rttl _ 5 cv T(+22)t*1 +
’ k ~ k
A,Yl h, ¢
+._2£.'¥(.1. (aq +1Pa+ IREF)t+1 7R pprttl s
. Ayl h
-2 —R t2)tM : 4 . (3.62)
et e 2 -%Yl qt A o (3.53)

Equation 3.60 becomes:

ayl h ayl hy °
- '[(4-11)“'1 + (s1 1+1 + LA - R) T(+22)“1 - PI;T(+23)“1 -

“ e
- Aylkhc" LR SYCORS (R REF)E*T 4 wlkh" RTE*L
+ T+ + (s,-r 1) T(+22)t +_¥_1q ey T(+23)t (3.54)
,tiode +23 S L‘ _ | ‘ : : e

*

-y T(e22)t o r) T(+28)t*1 4 2(s 4 1) T(+23)t* . T(m)t+1

-mttl.

ry T0322) 4 vy T024)8 4 2 -1) Te23)t 4+ T(H2)" H TP (3u6s)

. | y 3
. 4
+ - .l .
. . ‘ - 3
i - * -~ ,ﬂ



The unknown TY {s obtained from the boundary condj;ions at yl=d,.

’ . : . ¢ : e~ 7
. . ayl h, ayl h_, ./
TY, = T(+12) + 2 r— R - 2-——-k—— T(+23) +
, syl K,
+2A (aq + 1o+ IRE) + 2— (TRT - T(s23))  (3.66)
fo. Equation 3.65 becomes:
‘ Ayl h yl h
R Uit L T(+22)"* + (gl 2 ) T(+23)“1 -
Fe . 4aq 8yl h '
S § T(+24)t+1 . cY pttl . & .
2 SN
)
ayl h
-L (a o +1Pa + IREF)‘” =R mar“l + T(+12)
| t | t . N t, ayl t
\ +7 T(+22)" + (sl-rl-l) T(+23)" + —ET(+24) + " q (3.67)

In similar way, the equations .for nodes +24 to +31 are obtained:

\

Node® +32 & ‘
| - | 7
\ . ayl h Ayl h
- T(+21)t+1 + T(+32)t+1 (s H +1 " + ) - N T(+31)t*'1
‘ Ayl h,
- Y rrttl . o
Ayl h

LV Q +IPa+ reF)t*

—= — R mnrt” + T(+21)t

+' (sl-yl-i) T(+32) + A gt 4 rp vean)t o

t

(3.68)
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-The~ average tempe’ratqre of the nodes +22 to +32 is used as the

temperature of the slab in the heat balance equation.

‘The temperature variation of the air circulating through the
hollow core slab {s determined using the heat balance for the control

space ABCD. (Fig. 3.12) ]

(Qp + Qpp - Q) dt =mc & : (3.69)
A= sz .§Tfl l « ‘ . (3.70)
- . ~F
S | .
0 = 2h, (-l‘l.—;—"-? - T,) axi ] (3.71)
> T Ton ¢
fl+ f2 A ‘
T, 2 Tty ‘ o (3.72) 5
~ ’ L
T, ., T : .
0 = 2 h_,¢ 8x1 (-!%J-g Ty s (3.73)
[
Qy =mcTe NS (3.74)
Oy =meTe ' | (3.75) &
where 1 1s the width of the hollow core slab (m). ’
“Equa;.ion 3.69 becomes: |
. 4 . ' ‘ . 1} .
- Tl + Tw2 A ;
(2 heye 811 (—-—-2--—.— - Te - -2-) -mcaA)dt =mcda (3.76)
then . N
. ' f/ . )
amT, 8+ Tw2 B-2Tys . N @am
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. , ol
) < .
where
z ' . - )
B — 1- X -z . 3t78
8 21[ exp(-2,)] Y, ( (3.78)
Zy=1+2 (3.79)
)
h_ . ¢axl 1
 JCLL (3.80)
me
The variation of the air temperature is givéﬁ by: . S -
sz = Tfl (1-28) + Twls + Twzs_ ’ (;.31)

The temperature of air entering the hollow core slab is equal to ﬂ\”

- the outdoor air temperature. The heat transfer cbefficient'h vf

between the concrete plate and the air flow is defined using the'

fol1ow1ng formula [61] for forced convection: . R '
Nu = 0.023 Re+8 pr &35 . (3.82)
where - '
h . d A o :
Nu .._C_!I_g_ R ) - ‘ . (3‘8
ut e o ey
: v.d . , :
Re = L ‘ ) T ! oo (3.84)
" v ' ' T
Pr & 0,72 o \ (3.88)

v = air velocity (m/s) ' \
v * kinematic viispsity of air (m? /s)
dg ® characteristic dimension (m), of a duct with width a and

height b

-
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For duct with the width much larger the height ofie obtains de a 2b.

One obtains: . -

VOQB ! '
= 3,71 . (3.86)

d 002 : : ,

e <.
A set of ferty-four simultaneous linear equations 1s obtained, to

h

cvf

. be .utﬂ'lzed in the calculation of~the heat tragsfer [process within the

hollow core slab. This set of equations must ‘ba_usled along with the
equations corresponding to the exterior and interior walls,~and to the

heat balance of the room air.
3.3.d Convective Coefficient on Interior Surfaces

The building energy analysis programs such as DOE, BLAST or NBSLD
use simplified models ¢f convection in rooms, with constant convective
coefficient for éach surface, usually taken from ASHRAE Handbook (46].

Also, no rtherma] stratification and “ho air movements are considered.

- Gadgil et al. [62] developed, a compute}-'lzed analysis technique to study

the natural and forced convective transfer problems, including stack
effects in multi-storey atrium spaces, siratificction in rooms, inlet
and outlet effects of vents in mass storage walls. However, ‘the
program is too complex to be 'lmplemntet? in energy analysig programs

and to be used in current practice. l x

The inlet and outlet location, the occupancy. the heat generating
sources (computers, typewriters, people, lighting) create atr ‘move-

mnts which increase the degree of complexity of the probtem.

CBS-HASS.program uses a constant value of the convective coeffi-
clent on inside surface of walls h. + 3.00 W/(m?°C), based on ASHRAE
data [46). '
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3.3.e Radiative Heat Exchange Between Interior Surfaces. .

The radiant heat flux\Yrom surface 1 to 2 ‘can be expressed by the

L

following relation:
g FAFE(T} =T T (3.87)

where
o = Stephan-Boltzman constant (5.67€-08). N ' .
,\ . . o
FA -(angle factor, accounting for the proportion of energy leaving

one surface which reaches directly the other surface)i?Voiwed
'
4 A"
' in exchange. ,

fE = emissivity factor. accounting for the departure from biackbody

i
& .

emissivi;ies ’
L | , e . :
AN FE = . (3.88)
TN -
A .1 p
ey 27 2
. , . ) ‘ 3 e .
Tys Tp = Surface temperatyre (°K) ' : oy

M ’
: : gg
. :'U.t -

. Since & large computation time s required to solxe the non-tinear

model, the energy analysis prograis use the lingar models. N\
_ i X )

1) Q- * hq (Tl - Tz) ' . | (3.89)

\nhere'hn is the radiative coefficient, constant for the whole simula-

tion period, for all surfaces or only~for e¢ach surface. |

.
4

L ). "z = 40 e FA TAVGS (T, - T,). o (3.90)
| ' . . ' : ' , ‘
¢ where T@VG ts the aversge absolute temperature of’surfccci‘l and 2.-

N g
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In order to facilitate the computations, the TAVG temperature 1 s
assumed either constant (BLAST) or equal with the room afr temperature
(NBSLD). Carroll [63] discovered errors in heat flux when these

sgmp1 1ficatioq arg made.

-

]

A second wbservation c‘once‘rns‘ the use of the emissivity coeffi-
K cient e “1ns§ead of the etn!ssivﬁfy factor FE. This simplification is
valid only when. ghe' su:face 2 is large compared to the surface 1. .In
this case, the surface 2 will act as .a .cavfty with 1ittle interference
from the small surfage and so it caﬁ be consideréd as a black bod; with

emissivity' e ='1, and f& = ey . »~

. o ~ . _
In .a real case, the surfaces within a space are comparable and

" mthen, the above assump'tion {s not valid. Moreover, whgn surfaces wit

13

different emissivities are used, a radiation imbalance {s obtained with
s

differences of about 100 percent [64]. \

. -~ \ -
The angle factor 1is only.exact {f fndividual surfaces are {sother-
mal, gray and uniformly irradiated by other surfaces [63]. “Prdinary
» N ) i . *
room surfaces can be as;umed- to be’ diffuse gray, but they are seldom

_ isothermal ‘or evenly {rradiated.

The’/ NBSLD program calculates the angle factof correctly, buf
requires/ rooms to be modeled as simple rectangular Boxes. The program
assumes 'that cop]anitf!r surfaces have the same angle factors of other
surfaces. As-a re';l'lt.;.NBSLD is 1nexact\?ﬁ fts predictions of the

~distribution of heat flux From a hot or cold surface and over-

&



 on heat balance occur. ‘ , 5

estimates slightly the overall flux, if other em%ttances are less than

one. But more seribusly, if ey and ej are different, then some errors

.

The BLAST program avotds the geometrical complexity of the angle
fac%or computations by approximating FA for surface Jj seen by surface i

as follows:

/ ‘
FA, -‘—ni—f . . (3.91)
) .Y OA ) ‘
D oﬁf J v o

If two surfaces { and j have different areas, then the denominator
will not be the same for them and A, F,. # A, F... This lack of
y . ) LI B AR
reciprocity causes heat balance errors for all rooms which are not

cube-shaped. o .
L 4 - .
\ -

ii1) Mean Radiant Temperature Model.

Walton [64] hgg'pzpposed that the radiant interchange in a room
can be adequately nbdeled by assuming a fictitious surface which has an
area, emissivity and temperature giving about thq‘samé transfer as in
the real case (Fig. 3.13). This concept simplifies the calculations,
éﬁpecfa]ly fork rooms with complex geometry -and several surfaces,

avoi&ing the use of the angle factor FA.
) C S

o o %

KTHe arai/gf the fictitious surface-is the sum of all other surfaces .in

.

the room: , ’ .

V4

%

) _
AP = T AL (3.92)
Y J - ' -

\“ | U
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.- The emissivity is an.area weighted average of all other surface emissi-.

+

vities: = '
n ..
Z .A,J ej I 4 ) ) ) .
i e o JA T : ’ (3.93)
- 1 n ' - £
) A . y
o
The Mean Radiant Tgmperaturé TMRT s anoarea and emissivity weigﬁted
temperéture: .
. 'n i . v
) Ay ey TIS,
TR, = J7L . - " (3.98)

1. -
o s M .

The emissivity factor is given,b};‘-' .

i « T . 1 B i . -
- .'FE; = | 3.95
‘ i l‘ei , A,I l‘ef ! (. : ‘)
L U —
& N e

. It was aqéumed, that "the - surface "f" completely -encloses, the

.« oo °

surface "{", and thena radtdtfon'1hterchan3e‘factor for two concentric

qyjjnderé or sbhéteQTNQS'consiqered. .
"The‘het'}éte of radiant flux is g1ve6 by :
.° N . ag, = g (TIS; - THRT) : _ (3.95)
where .- - \ ' .
g, 4q F£1(TﬂFT1)3 SR

¢ 1q*1984 [65], Walton proposed a new form of the emissivity'factor:

FE, = —1
A FE
i F& : :
1 -1 . (3.98)
T Ay FE
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Step 4. Adjust all hRiagain

~F

a

H

The radtative coefficient is.obtained:

4 TAVB?
Iy l-e
—_—t i

FEi' ey

ihRi -

The radiative couplings between sUrfaces vary by about one percent

for each 1°C variation in the Mean Rad1ant Temperature because of the

™

non-]inear effect.. The- radiant cqefficient can be left.as a constant .

\

room for the.total period of the efmu1at1qh.‘

— - - o
LI ® <

'Hélton [65] suggested: the fo]iowing four steps to estimate.the .

andlsp°c:

"Step 1. Initialize all hy for 27°C.

@ o ~ :
C £\ .
6!'13\” ' . .i'
1 M 1"81 '

—_— —

FE1 e1

Step 2.- At each 1teration adjust a11 hRi'

o

-3
T ngy Sy IS, -
I hp R 51

Step 3. Eyafuate°

. TMRTt

8

\

=, (O 865 + 0. 005 TISi) hRi

W

hgy = (o 865 + o. oos THRTi) hR1

ol |

s

-

(3.99)

s

' by using a value of TAVG near the mean radiant tehperature TMRT ¢f the.

* .radfants fluxes fohfn.l hercent for surfaee~temper&tﬁres betweém O'C.
(3.100)
" (3.101)

: (3.102)
[ -

-

¥(3)103)

L3
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" Some comparisons [64, 66] show good agreement with the-non-1inear
1 ',., . - ° . ) . ’-‘\ M
model. . - -
iv)' Modified Thermal Balance Model [66]
This technique s isomewhag. similar to "Walton's mean radiagt
- temperature concept: » The procedure is based on a surface-area average
temperature for each. surface within'a space. The net rate of radiant
heat gain/loss for surface i.is expressed as:
‘qg. = hg, (TMRT, - TIS,) : S - (3.104) -
i i~ .- B < . ..
: where — ) |
. S . '
he = radiatiye heat transfer coefficient qf”surfa’ce i (W/m2°C)
1 - . . 5. .
TMRTi = average temperature of the surfaces seen by surface T ( c) .
. o .. ) K
N ; A, TIS (tl)e ‘ : _
. TMRT, (1-.) = ' —_— = s (3,105)
‘ ) Am e, o ' T
: oo mAl . R )
. N - 4 N '
hy 4 a(MRT()° e (3.106).
"t'j The heat balance -is solved iteratively for surfaces in :the room

-and the individual mean radiant temperatures are updated after each

calculation. ' : R . e
\ \ , . N ": "

-

'4 . First observation. about this . method concerns .the. use of the -

"emissivity coefficient el instead of the emissivity factor FE as

‘

discussed abave. The second observation concerns the simplification of

L4 ‘ v '

‘procedure, using the surface temperatures ‘at previous time for

‘.
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" estimating the actual. temperature of fictitious surface TMRT..

L l * 3

«
' -
- - . " w R

. acceptable accuracy. : . o .
v) Proposed‘modei. . ,‘ T LT

-

n

In the CBS-MASS program a modified form of, the Modified -Thermal
' e e o ' . . " ’

Balance approach was used. e '. ) . A
R ) _qhi = hRi(/TMRTi‘- TISy) (3.'1’07)'

hy.= A o FEL(WRT)? (3.108) - - "
. ) ‘l ‘

~ It considers that the fictitious.sunface ."f"

and the real surface
"i" as two .conc‘entf'ilc: spheres, where' Wgh completely encloses "i". -

LAY

F} Y g "r “ ) ' ' R / ) e
FEP'?' n S T (3.109) / ..
cvﬂg‘, A .“_ . S
_]; + ._i ---1- ".. 1) ’ /
& Ar7 e s -
. ,? A -\ L]
: RV .
ef; = Ji"_ZT . " (:3,110)
' i j ' b .,.:‘_“‘
" ] A TIS (t- ) e".‘. B ‘:s‘. S ' "
. . ~J§1 J ] j( I .
e TMRT,' = . = " . :“ N (3.111)
. . ’ ’ ’ ! ‘ N . ‘ AT 1
v . Y X 1 B F3 ) . - .
. b ” J; g o ’ AN ‘
. . 1. ' ’ m -. B . ,\ . . d
‘The use of the mean ra ant@'temperz'lture' concept, flc” 1'mu1at-1ng '

fhe Eadiative heat exchané s within a room, \allo;ns' to analyze complex
room, configurations. The/input data ta'sk is simplified, since no exact

Tocation of each e]eme" 1s required as for the angle factor method.

- /
0 v . /

el

. : . : E .o - - // , N
- . ]
o . s / . . '
- ’ t
. LN . . L .
. .
.
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: 3.§.f Film Coefficient on Exterior Surfaces. ,

¢ .
Kusuda [31] indicated the following relation:

hy = AW+ BH "+ C - (3.a12)
where Hs.is t'hi%md speed (k}n/h)~and A, B,d C are coefficients depend-:
ing on the outside surface roughness. ‘Equation '(3.“1r12) gives for
concrete surface h = 38.9 H/(mi'C) (winter) and 24.5 W/(m2°C)
(summer), and for br1ck'su'rme h, - 41.0 N/(mz;C) (wjnte;') and 26:5
W/ (m2°C) (sLumer),‘, for wind speed of 24.2 km/h in wﬂ;ter. and .12.10 km/h

in summer,

The Dutch Standard NEN 1068 recommends an average value h°~= 25

W/(m2°C), which corresponds to a2 wind speed of 4 m/s.

ASHRAE Fundamentals [a6] 'rec?mihénds ﬁo = 34 W/(m2°C) for wini:'er
and 23 W/(m? °C) for summer. Thes“e,valﬁeswere selected to' be uséd in
CBS-MASS prograin. “ ‘

Al

3.3.9g Thermal Reststance of Air Cavity. -

[

)T_he heat transfer between 'surfaces separated by an.afrspace take

2

' place by convection and 'radiation. For calculations gif the heat

- transfer in cavity walls the airspace is generally regarded as sealed.

7. 1
~ {,“

_ *The IHVE Guide Bobk [102] recommends that the thermal resistance
of a 5 mm thick airspace, unventilated and with h'1gh emissivity
surfaces‘{@dependent of the direction of heat flux, should be taken

“0.11 m°c/ .. .,‘H‘hen one or both' surfaces have a low em_igsiwlty, a value -

of 0.18 m°C/W is recommended. f N

R
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) For a thicker airspace, ;&m or more, the corresponding values are

0.18 and 0.35 m *C/W except when ‘the heat flow is downwards for which

the suggested values are 0.21 and 1.06 mz'C/U,respect'lve'ly. .

The measurements of Griffiths and Dav‘ls presented in - reference
Y

. [67] indicate that for 2.5 cm a1r cav1ty and mean temperature between .

. 9.3°C and 37.6°C the thermal resistance is between 0.26 to 0.33 m?“C/W.

Tne‘ work of Rowley and Algren. pre'sented in ‘reference [67]. used hot.
plate "and not.box to measure the thermal resistance of a1rspaces

between materials commonly ﬁ'sed 1n wal] sections.‘ : For example, the

thermal resistance—of 2.5 cm a’ir cavity and mean temperature of 21°C isa _

. 0.14m2‘(.‘/w. In the case of 'mean temperature 0°C,. the corresponding

value 1s 0.16 m2 C/W. ASHRAE ‘Handbook of Fundamerita1s [46. gives the

va]ues of the thermal resistance for p1ane air spaces, based on the

guarded ‘hot plate method‘ (ASTM C-177), the heat flow method (ASTM

' C-518), the guarded hot box method (ASTM C- 236) and the calibrated hot

box methed (ASTM C- 976) Thermal: resistance of‘ air cavity between 1.9

to 4.0 cm width, for mean temperature of -10°C Is betwé!n 0.16 and 0. 18 -

1=

l

1

m *C/M.

”

KuSuda [31] used the following relation to-calculate ‘the thermal

| v .

resistance of the air :cauity 4n walls and roof.

R p— ' T < (3113
¢ ac 'h‘ + -’1 . h ,// . ( . )
cv 1 1 R
. —_—t—-1
_ e, e )
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Forj the case of 2.5 cm air cavity with 10°C tempecature differ-
ence, t1he thermal resistance of the: air cayity calculated by the above
relation 1s 0,11 m2°C/W. - Achterbosch et al. [68] used. in their

~
buﬂd‘lrjg thermal model a constant value R = 0.1} m2 °C/W.

L

. % When the airspace is ventilated, it fis necessary to define an
© Yeffective® cavity resistance. Th& air movgment within the air cavity

BRE 'lnfluenced.by th,e'wind intensity as shown in Figure 3.14 [67]. The

€

tpermal'erfect of ventilating a 75 mm airspace in a cavity roof struc- Q

" ture has been calculated assuming a ventilation rate of 50 air ch'anges'

per hour. The ventilation causes the resistance to fall from the value

of 0.176 M *C/W (sealed air cav:ity‘) to an "effective" value of 0.144

m2°C/W. Pratt [67] indicated that the ventilation of the cavity
increases the U-value of the cavity -roof deck by about 40 percent, and

. . 7
by 60 percent if the airspdce has Tow emissivity.

\

The models presented above gfve// he thermal resistance of ‘2.5 cm
sealed air cavity values between 0.14 and 0.18 m2°CA, except the
resutts of Griffiths and Davis. Hence, a default value of 0.17 m *C /W

was seleéted to be used in CBS-MASS program. However, the user . can

modify and use his own estimation ’paking into account the ventilation )

of ajr cavity or emissivity.

” ! . ' : . .
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Fig. 3.14 Ventilation rate of cavity. o~l('l) Metal
roof: 86 mm cavity. o (2) Metal roof-
lap joints open: 86 mg cavity. x (3} As- B

bestos cement roof: 140 mm cavity[67]
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3.3.h Solar Radiation on Exterfor Surfaces. - \
_ " The user hé;qtdb options: \
- to'caTculgte.the soiaq.rqﬁiatibp on exterfor surface, 6r
- to use the ava??aﬁ]e ‘data~lfrom other .solar models or from\:

« ~ experiments. ’

L3

The program computes the hourly variation of the solar altitude 8
" above the horizontal and solar azimuth @ measured from South [46], in

order to define the sun's position on sky (Fig. 3.15):

sin 8 = cos L cos §ycos H,e4 sin L sin & : _ (3.118)
. . . . |
cos 0 = (st i°:1: tq;/i*ﬁ'cl) _ . r‘ ' (3.115) L
* where
‘ L - Local latitude ,
S8y - Solar declination o ”
H, - Hour Angle (degrée) ?
- "M, =.0.25 AST ' ' (3118
; ' AST = Number of minutes-from Tocal solar noon )
AST = LST + ET + 4 (LSM - LON) : (3.117) ~
' LST - Local séanQard Time (min)
. ET - Equation of Time (min)
. LSM - Local ‘Standard Time Meridian (degree o% arc)
LON - Loca}‘longitude (degrees of arc) ’
The aﬁg]e of incidence o, petween the incoming solar rays and the
] pormaljyo surface {is given by: |
;;~.-' . ,coé'e = cos B cbé;; sinj +singcos | | (3.118)
éﬁ : _ where ] is the tilt anéle of the surface from the horizon;al. >
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" 4ng hourly climitic data are required: .

< ar LA
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To calculate the solar radiation on exterior surfaces the follow- )

-

- diregt normal radiation on clear day IDN [46].° , -
- total cloud amount CLDM [53]. {

- total radiation on horizontal sur%ce RF1 [53].

The direct normal radiatfon for cloudy conditions s [41]:
. s .

Tone = (1.- Sy ow © (3.119)
) - _ |
The diffuse radiation for cloudy conditions is [41].

Id = (RF1 - IDNC sin g) FSS (3.120)

[y

wherg FSS 1s the surface to sky view factor, i.e., the fraction of
,shori;wave rad1at10n\em1’tt5¢d by the sky that reaches the surface. The

. i
user can use.the standard n;elat‘lon [46]:

FSS = “Tc“l A (3.121)

o

which is valid only for 1isolated buildings or can provide an.

appropriate value, for the cases where obstacles' are close to the

-

building under analysis.’

? » -

The ground-reflected radtation is: - ‘

IRG = °q FSG RF1 . . ) -~ (3.122)

o9

The surface-to-ground view factor FSG can be calculated with the
following relation [46]: ~ -

FSG: = .l_.'_zc.il . L o ) o L ' ) (3.123)

. L} o~ ‘ . o ) .
or can ‘be' supplied by the user.: ’ . & ‘ N -
o * » N ‘/” N " v .
- N4

>



' " - The solar radiation reflected by other surfaces and incident on

‘the analyzed building 1%+ v
/

"? JRBLD = IDNC o5 FSB oY ' (3.128)
- where the §ﬁrface-to-build1ng view factorvFSB has‘to bé supplied by
' the user.‘ _ . .
For sunlit surfaces (8 < 90) the total incident solar\radiation

is: ‘ |

IT = IDNC cose SR + Id + IRG ‘ _ (3.i25)

- For' shaded surfaqes_(e )190) the total incident solar radiatfon
is: ' ' '
| IT = IRBLD + 1d .- N O (3.126)

lad L )

"3.3.4 Solar Radiation on Interior ‘Surfaces.

-~
Y
Usually, the energy analysis programs use the assumption of
: \

diffuse glazing, that 1is, the solar radiation penetrating through
windows is uniformly distributed over the interior surfaces. BLAST-3.0
"" and TARP programs use an add1tionaﬁ option, where the solar radiation

falls only on floors. 1 .

~In the CBS-MASS program two.optigqns .are available:

- Option A, where the solar radiation transmitted through glazing ITP

is uniformly distTibuted on the intarior surfacés:. "‘
‘ 1T
IP = — - 3.127)

- Option B, where the uSer provides the hourly distribution ‘of the
solar radfation of each interior surface, as a percentage of the

.
-
o)
e Vb e



t .
/ radiation transmitted through the glazing.3 :

The soTar radiation penetrating through,glazing Js absorbed by the
1nterior surfaces proportionﬂ with the absorpt'lvity coefficients, and"
then a succession of reflections and absorptions of the remaining
radiation occur..

- In the CBS-MASS program, it was constdered that after the first

dbsorpfion by the surface, the reflected radia;ion i{s uniformly

— distributed over the other‘interior surfaces. This distributed,

o o -cadiation, which 1is completely absorbed by the receiving interior
surfaces, is given by: o Y ‘

IREF = IP (1 - o R | (3.128)

3184 - S .
a T L4
.where_gris the absorptivity coefficient of surface j.__
Hence, the solar.radiation impinging on the interior surface k ”
B . obtained as- a summation of the solar radiation before the first
e absorption IP ahd the distributed solar radiation IREF.

- 86 -

~

Figure 3.16 presents. the‘variation' of -the room air temperature in
terms of the distribution of solar radiation on internal surfaces, as

estimated by CBS-MASS program. F:or this particular case (6 x 6 x 3.6m

" room, 50% glazing on Sout& wall, occupancy between 9:00 a.m. and 5:00

p.m.), the maximum difference is about ~2°C; but- the effect on the

thermal comfort _mdex is 1mportan.t.

.t

sy

N

@
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Fig. 3,16 Variation of the room air temperature TR'and the thermal
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3.4 HEAT TRANSFER THROUGH WINDOWS.

3.4.2 SoIartkadiation Through Glai1ng;

For the caselot'shaded §Hazingf

-~

When the diffuse ghazing is assumed " the comfort conditions are
not obtained in the room. whenlthe solar radiation 1s concentrated
only on 'the floor, the thermal comfort is expected to' be :obtained

)

betiween 12:00 and 6:00 pum. - . . coe -

» -

Gadg11 et al. [62] ana}yzed the effect of solar radiation distri-

bution*on the floor, using a detafled computer program which: simu1ates -
the conVeetive processes within rodms. The results 1hd1cate that the‘

. convective heat transfer from the floor to the air 1s’gpub1e for the

case where the solar, radiation is’ concbntrated over one-fourth of the

“floor, than for the case of uniform d15tr1but1on% e B }

et N LI . ’ . N [N
. N At . L B

e
Y o~ . . R e -
Ve . ¥ "
A "‘s N Lo, s ! ' .

»

. The heat is transfered through windgws as a result of two ﬁactors'
° ‘ N

- solar radiation’ “M - . - R
- temperatune,d{tference between outdoor and 1ndoor ) -
S Y . f . R B .E*"‘_, . PR .
. r ¢ . é'- \. .

F d

- ad & . N
The solar radiation penetratfng through a sunlit ylaziﬁb is-
expressed by the fo]]owing relation: . - . l oL R
JIP~- (IDNC cose T SR + Id 0.75) SC SG .ui oo ‘ ':'(3.129)

. -
1 - . F
. . “ o - *
“

K . .
. o ¢ . ’ , v @
. . . .

ITP = 0.75 (Id + IRBLD) SC S& , _ - S (3,130)

. .
- v
' .
. : R
L. o .
s . .
' *
- . . ~
. . . . .
N . - . -
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The user has;, also, the Option ‘to use the hourly vdriation of the
soiar radiation IT on'the exterior surfaces caicu]ated by other soiar a

. modeis-or obtained. from experiments. In this case, the solar radiation

hel N
4 . . | C

-

penetratinq through giazing is' _ - .Y

- hd N o

TP~ 0.75 IT SCSG- .. T T @aasny

N

. The CBS-MASS orogram contains defaoit values' of the glass trans-’

- missivity[in'terms'of~the incidence angle 8, for single and double.

‘ swu is‘the ratio’betneen the U vaiue of élaiihg atlhight‘and by day;

~

»~ L' ‘ . N N
LY - . v i
s, o~ o L. - o o - PR # {1

giazihg‘(Fig. 3.17) tGQ] If the userawishes to use»another tjpe of :
' window, he has to ‘provide the reqyired information about “the giass

~

transmissivity

~ §.4.b Heat Gainlfoss’nue to the Temperature Di fference. o

:‘eaﬁo Thenfoilowing heat haiance*equation is used'for-giazing: e
e s ' : ol

{z* (ms - TG) 4+ ITqs= (TG - TR) hey + (TG « TMET) heg - (3.132) -
. , Since thé absdrptivity coefficient a of the conventiona1 giazing L

.; has. a vaiue of about 0.05 [46] the increase _of, the gtass temperature

\-due tqythetsolar radiation is- negiected  The foiiowing reiation 1s )

~ obtdined: _ _ , |
TG (U8 theyg + hpg) = heyg TR = ¥ TOB + hyg THRT © . (3.133) &
‘{ where R r o e
- ‘ 1’: U*: .'a ) s 1 "' ) . .o ‘ : ’) .“‘ ' . (3'.134) ‘.
o L. Lg.2s S S
- . Uy RWN _ ‘ '

v -

and 0.125 is the inside film coefficient. U is the overa11 heat

transfer coefficient between inside and outside. ,'/ S a

.y
& ' .
- s " : .
B ' . . »
. . . -
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°/ 3.4.c Shading Calculatfons. - ' S .

VARS "The existing energy analysis programs incorporate the’ shadTﬁa_\ffi::b
' calculations, which®increase the computing time. , . ~—

In the CBS-MASS program another ap

/ 1s”uséd, Whefs the user
" has to provide the hpuriy varfation of the)sunlit area on-each window

Jor wall. To help him Yé do that, crocémputer program'ca11ed SoL
[70, 71] was developed on [BM%PC/AT’duridj this regearéh for calcula-

ting these data. - v
— \’ .. .

Manual or graph}c proceduré§ a1re$dy exist [46, 72], but their use
is reduced dﬁe to the great amohpt of required computation to calculate
the shadiné over seVera1'hour§ and seasohs. A code fo; a programmable

wca]cula.tor HP-41C was deveIOped'[73]. using an exﬁct méthod but 1t is
relatively slow and it has small’ storage ;pace which 1imits thé cases

for which it can be effectively used.

The detafled computer programs use two- types of algorithms for
calculating the shaded and sunlit areas of glazing produced by'éxterna1
shading devices. Tﬁe DOE and‘ESP'programs ﬁsé the so called Direct
Element Analysis, which divides fhe §1a;1ng surface into a matrix of
small elements. If the cenier of each element 1fes within the shade,
defined by the vertices of the shadows cast, then the whole é1ement is
considered shaded. This procedure can be used for any type of extgrnaT
shading surfaces, but, for an acceptab?e'1evel of accuracy, th¥ computa-
tion time 1s high and a 1afge core memory. 1s requi}ed. The dgcuraCy of

T

)
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JeﬂJ‘e depends ong number of elements 1into which the glazing
urface is divided he NBSLD BLAST and TARP programs calculate the
shaded area as a sum of plane polygons, us*lng the verticdes of the

—

shadows cast. ;

—

A mathematical ‘model was developed [70 71] (Appendix 1) during

' the present study, for most commonly used exterior shading devices such

"aszsingle or muH:jp]e overhangs, two or. multiple side fins, and

overhcang-éide fins combination (Fiwg. 3.185. They are assumed tq be

. centered over the symmetry axis of the window and having negligeable

thickness. The window. is rectangular and the ,shadin'g devices are

paral)e] to the window edges.

* The shape 8f the shaded area’ on the window can take one of the

. three shapes shown in Figure 3.19, depending on the location of point
—apeE—— g Vo ,
'Aj. Consequently, - the coordinates of point A are first defined . in’

,re‘spéct, to origin 0 on the everhang edge (Fig. 3.20).

A8 = ¢ (2081 o o1 4 sinal) 3.135)
CoSs y . ' .
\
BO = d tan y \ . (3.136)
. ‘ . ) ‘
where *

g1 = solar altitude angle m'inus inctination of the window o
al = 1nc11nation of overhang - : ' g

Y= abso]ute difference between the solar azimuth angle @ and’the

wall -wmuth angle ¢

P
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shading devices.,

Fig: 3.18 Exteriop
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Fig. 3.19 Shape of shaded area created by exterior shading
' . - " devices. . ’
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Coordinates of/point A which define the shape .of shade
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Secondly., the shaded area So is computed, using specific relations

devéloped for all possible locations of point A. Since thé gverhang .

and ghe side fins produce‘shades of similar forms, common relations are

used for both cases. For example, the following relation is used to

compute the window shaded area for cases presented in Figure 3.21.

. 2. | '
So= R+, -2 V1 X537 (3.137)

i

-— -

The correspondence between variables is ‘given in Table 3.1.7

@

Finally, the sunlit.ratio is computed:

-~

SR=1-30 . (3.138) .
Hw .

The graphical presentation on colour screen of the window

configuration 1is used instead of the question=-answer approach,uto
. b A

facilitate the input data task (Fig. 3.22 - 3.24).
c N

“"An e‘xample,“of the results displayed on screen is presented in

,,‘w‘

. Figure 3.25,' when overhang and side fins are used for South facing,'

. /
vertical window. ,
2
P &

S - i

o=
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"Fig. 3.21

" Similar gaﬁe'of shaded area created by overhang and

side-fing.
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’ TABLE 3.1

‘ L .
” Correspondance between variables used in common relation .
for overhang or side fin
CORRESPONDING DIMENSION
FOR .
VARIABLE !
' OVERHANG SIDE FIN .
¢
R W . H
T BO : AB
v AB BO
P tan allsin y ¢€0s al + sin gl 1/(tan gl/sin y ¢0s al + sin ad)
D

3.5 AIR INFILTRATION

The air infiltration accounts for about 30 pércent of ‘the buildiﬁg

- enerdy consumption anq,conéequently a good simulation of this .phenome-

2 non is required. However, the air movement through the building en-

- velope

1)

1s the most difficult - to be accurate]y modeled, for the

1

followfng reasons: ‘a

(N o

The sizes of the gaps tn the building envelope are subjected to

largq,yariations and uncertainties. Hence, they are not availa-

ble to/ihe user. Usually, equivalent values oStained by measure~

q/in similar building typés are used in computations.

The” &1r movement in building %s influenced by the pressurization
created by the HVAC system, the resistance to air flow between

spaces, the type of activity and the sources of convective heat.



=103 -

3

~ 11?) The wind speed as measured at the local weather station, usually

near “an airport, 1s modffied by the built environment. Hence,

. the rea] pressure on the exterior walls is unknown.

v
-~ L -

.

Thus, the air 1nf11trat10n is usua11y simulated in building energy

analysis programs by simple and approximate mode1s. Even for these

r

models, the input ‘data are not always availab]e, and other approxima-

4

tions are used. -

3

. BLAST program requires that the‘ infiltration peak value IMAX‘

(m3/s) and a schedu]e be- defined by the user. An additional option use
a set of’coefficients to estimate the actua1 infiltration from the peak
. valoe, taking into account the outdoor temperature and the windspeed.

Practica11y, the program uses only the infiltration value provided by

the user and does not simulate this*procéss. There are no explanations.

—

DOE program uses three models of air infiltration: air change, ‘crack

¢ * -~

method and re§1dent1a1. -

.
e AN

fhe\jmp1ementation of néh modules into the‘building energy ana1—
ysie programs, for simulating the a1r“movement around the bu11ding, as
effected by the built environment, and the air flow through bu11d1ng
envelope will _Create a huge program, difficult to be used in the

~
current practice.

sabout the wind speed and the way to define 'the necessary coefficients. ~

-
L]

el



Hence, the air change method is .incorporated in CBS-MASS program.

The user can provide the required information based on:

5

- published average values for similar buildings,

- experimental results,
.._\\

- simulation results using sophisticated programs for modeling the air
. bvd . & . R

" flow between environment and building. ' X
}

3.6 INTERNAL HEAT GAINS

. X ) .
$ The CRS-MASS program takes into consideration the schedules for
occupancy and lfbhtinq.’the user providing the hourly variation of the

total heat gaing. ) . \

~

/ . ' 5 o
The heat from people is considered as convective heat gain and is

used in the heat balance equation of the room. . &

a4 .
The hedt from lighting Q, is Eplit into'convective (50%) and
- - :
radiative /(50%) portions. The former acts in the heat balance of room,,

"while the later is uniformly distributed over the interior shrfaces

0.5
Q= : Qray (3.139) .
N TS Seetting -

and isfused to defind the boundary conditions of interior surfaces.

i
|

-
3.7 THERMAL COMFORT

]

-

Ideally, a building should satisfy all the functional requirements

of the hser at a minimum total cost (investment and operation).

bl
'+

T
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Consequently, the correlation between the buifding structure, the
indoor comfort, the weather conditions, the activity and the building
services must be taken into consideration in the early ,stage of the

design.

A comfortable interior “environmeént 1is one 1in which there is
freedom from annoyance and distraction, so that workiﬁg on pleasure
tasks can be carried out unhindered physically or mentally. Not only

_the thermal or air quality parameters play an 1mpor£ant role, but also

the psycho-sociological factors such as attitudes of people around us,

organization of: space or colours. Since the comfort sensation is
obtained as a result of the correlation between these factors, a

P
"deficiency in one of them can spoil the balance of the environment.

The interior epv1roﬁﬁent has a,stfqgghiﬁfluence on the grousal
level of people, and then it can 1ncreasg or decrea:; their productiv-
ity (Fig. 5.26).[74]. For example, poorly ventilated areas which are
stuffy can 1ndu;e lassitude, while the use of air conditioning systems
may increase the productivity between 2 to 54 percent. The ‘noisy
climates can nake}people feel tense ;nd anxious. _The heat, 1ight and
sound can distract—peop1e. The optimum arousal level could be differ-

_ent for different tasks.

Although human beings are Qery adaptab]é. adaptation in itself may

be more of philosophical acceptance of conditions rather than a purely

physiological acceptance to them. ‘Some researches have shown that only .

certain types of people express their complaints. \

L3 Al
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Each person has his own range of comfort in different situations.

' acceptable to ‘most peop]e 1iving inside the bujlding, and this 1s
difficult when large groups of different people are- 1nv01ved.

4
-

A dynamic comfort, where: changes are accepted within certain
»// ' ‘ ’
Timits to assure the brain that the body is working properly, is a

»

__better solution than a static comfort, with neutral and constant

conditions.

3.7.a Thermal Qomfort Factors

The following factors can be .controlled by the building design and

by the design and operatioﬁ of the mechanical systems. 6

i) Room air temperature. A room shoutd be as cool as is compatible
W with comfort. Some ;vorks esta’éﬁshed that a 2.5°C fall in

' temperature during summer,’ or 1.8°C 1in winter with respect to the

investigation in a school has “shown that the children perform-
ances were. significantly deteriorated at an. air temperature of
27° C, as opposed to 20°C. Investigations in Swiss offices served
by ceiling heatihg and by‘radiators,have shown that people found

the air ~temperature in the range 20 to 22°C pleasant.” An

investigation on thermal comfort 1in office buildings in France-.

has shown that most beople prefered the 'nebtral-warm' Zone. '

- -

The task “of the building designer is to create environmé@&s which are

desigﬁ)conditfcns, increased the freshness sensation [74]. An

’
&
Y

e
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:He‘an radiant temperature of suﬁi‘ound'lng surfaces.
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5 ] Coe ~

The actual design values of comfort parameters may be quite

different dependigg on the climate of the country, as it is -
*

- presented in Figure 3.27, where the comfort vote against the mean

globe temperature is represented for different coyntries. ‘Many
subjects voted in the band "neutral -comfortable warm" xather than

"neutral-comfortable cool”.

l

The average /temper;ature of the sui‘round"lng su’rf_aces should
preférably be.highér -than the air temperature in winter. Some
works suggested that the envi‘ronments wherey the wall temperature
is about' 1-2°C above the air temperature are more 'p1easant than

the converse case or when the temperatures are equal [74].

Temperature distribution in space.

%

/

Various parts of the body respond to the surrounding ;1r .

temperature differently (e.g., the forehead surface temperature
varies little with air temperature, whereas the foot 1is .very

sensative to temperature changes- Fig. 3.28).

¢

that near the floor. This éradient should not exceed  2-3°C. The
heads of occupants should not be exposed to excessive radiant
heat. Irradiation of the~ skin by long-wave infra-red, ‘wh'lch

requires a relatively low 1ntensity to rise the warmth sensation

.Tevel, can -cause difficulty in breathing and a sense of stuff-

T)'(e air at head Tevel should not be distinctly warmer thanv

]

ness. This helps to explain why some people find the:-heat from .

—_ N
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electric equip@nt oppressive, while that from coal fires is-

acceptable. kd

iv) Temperature swing.

' ) ' Researches have indicated [74] that the subjective tolerance
of temperature swings can‘ be m)n:h greater tha‘n has Been
supposed. ° The largest swings are tolerated when the rat;a of
temperature chafige is hjigh. In addition, wider changes in air‘
temperature were observed to be tolerated when subjects were

performing mental work than when resting.

v) Relative humidity

A relative humidity between 30-70% 1is recommerided f%

- comfort, but usually in winter lower values are recommended to |

reduce the energy consumption of thq HVAC‘systems.b

-4

éi ) Air velocity

? Too much air movements causes draughts, and too little

<5

contributes to producing a stuffy atmosphere. The back of the
neck and the ankles are very draught sensitive, \ihﬂe( air

currents across the forehead are  welcome. A range of air
. N

velocities recommended for thermal comfort 1s shown 1in Figure

*3.29 for people wearing average indoor clothing, sitting with air

——y v = —

movement incident on the front of the body.

-
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3.7.b Comfort Estimation

The physical and psychological effects cannot be dissociated when

the human comfort in buildings 1s analyzed. However, there-are no

-

procedures for estimating the general comfort and most developments .

"have concerned only.the estimation of the thermal comfort.

) \
.Sometimes the thearetical scales, fnvolving mixtures of s§Vera1

» o

L

factors such as dry-bulb and wet-bulb temperature, air velocity or mean
radiant temperature, are unrealistic because they permit many combin:-
'tions.' somé of which would be uncomfortable, to produce a 'ghermal

-

comfort value. . .
\ N

More adequate are, those methods which ag based on analytical-

~-developments related to experiments on people in the environmenta)l
chambers. Fanger [75] has established the Predicted Mean Vote Index as
a f{mction of activity /level, clothing type, air and mean radiant

temperature, air velocity and vapgur pressure.

<4

The internal temperature of the uhumaﬁ body, about 37°C, can be

kept constant only 1? there is a balance between the heat produced by
£ , — .
the body and the heat lost to the environment.

[}

—

M4 W -E -8RES = +K=+R+C (3.140)
: v » »
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heat exchange by evaporation

M = metabolism (Table 3.2) .
Hl = external work A
RES = heat‘exchange by respiration
R = heat exchange by radfation . AN
C =‘heat exchange by convection

Predicted Mean Vote Index (PMV):

K = heat conduction ‘through clothing

‘Based on heat balance' of the human body, .Fanger has obtained the

/s

N
-7 |
TABLE 3.2
Example of metabolic rate M foF various practical activities
ACTIVITY ‘ . . met | W/m?
Lying down..........l.Q.l'....'.l.l.‘l..l'.....l....l.obie. ‘7
SeatEd’ quiet]YI...‘.l...Il.....l...........'.00....'1.0 58
Sedentary activity ,
(office, home, laboratory, SCh00l)ececeeescccceeseale? 70
Staad1ng. re]axed........,l....IOQO‘.l.l.'!.'l..."..loz 70
N Light activity, standing
(stopping, laboratory, 1ight industry)eecesceccesecleb 93
- Medium activity, standing
’ (shop assistant, domestic work, machine work.......2.0 | 117
’ High activity
?heavy machine work, garage wWork)eeceeceeceosscesencesd.l 1{2

!
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PMY = (0.303¢~0-036M

+ 0.028) [ (M-H,)" | -
- 3.05 1073 {5733 - 6.99(M-W,) - pd} -0.42 {(M-H,) - 58.15}

~ 1.7 1073 M(5867 - pa) - 0.0014 M(34 -TR)

.
- . . -

-8 4
- 3.96 107 f 4y {(T 4 * SNTRT + 273)°} - f, he(Tey = TR)]
C X (3.141)
(\ where .
o -8 ‘ 4
Tcl = 35.7 - 0.028“(H-H1) - 0.155 Ic] [3.96 10 fc] {(Tcl + 273)
1 ]
4 .
v - (TMRT + 273)7} +- fe1 C](T - )] - (3.142)
38(T_,-TR)%25  for 2.38 (14-TR)%25 > 12,1 vv- v
cl c .
het ™ { . . (3.143)
12.1 v for 2.38.(T_;-TR)%2% < 12.1 v
fop = { 1.00 + 0.2 1 for Ic]f: 0.5 clo (3108
~ s ,
where
&" . N . J
PMV = Predicted Mean Vote _
Icl = thermal resistance of clothing (i clo = 0,155 m2°C/W)
. o
fcl' = ratio of the surface area of the clothed body to the

- surface area of the nude body.

TR = room air temperature (°C)

E

mean radiant temperature (°C)
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? _ $

air velocity (m/s)

-<
"

-~

<. pa ='water vapour pressure (Pa)

—-
]

-surface temperatdre of clothing (°C)

From experiments, using 1300’Danish an& North Amer{can subjects in

- a climatic room, Fanger has corﬁelated physical déta with subjective

thermal sensation votes, and developed a seven-point scale (Table 3;3).

Acceptable thermal comfort environment is expected for:,

-

-0.5 ¢ PMV ¢ 405

L

In order to consider the heating effect of the 1ncjdént solar

“radiation 1 on human body, the metabolism in Equation 3.141 is modified

in the CBS-MASS program as follows:
' v

' M= M +?.§Lf§ _(3.145)
\ y ‘

Most computer programs such as BLAST, DpE, ESP or TARP do not

provide estimations of fhe thermal comfort. The CBS-MASS program, uses

the Fanger's model to estimate the thermal comfort within a room,

{.

»




.

TABLE 3.3 ',

Fanger's seven-point scale of the thermal comfort

PMV. SENSATION

. 3 7] hot
2 warm
N 1 's1ightly warm
v 0 neutral \
. . -1 slightly cool
. -2 cool o, ¢
0=3 cold

~N - . '
The room air tempgggﬁg;e/TR'pnd thg mean radiant temperature of

surrounding surfaces TMRT ~ are hourly calculated by the CBS-MASS °
1:

- program, and then become input data for CONFORT module. The metabolism
M and the thermal resistance of clothing Ic1 (Table 3.4) are -supplied

4

by user in terms of activity,'sedson and room'air tembgkature control. <

It s assumed a godd qesign'of the HVAC system, and consequently the

ailr velocity is assessed at 0.15 m/s. o

-«

) The _water vapour pressure, pa is calculated as:
pa = ps ¢ \ T a - (3.146)
where,

ps = saturated water vapour pressire [46]: : ¢

§800.22 . 1 acic .
LR~ 1.3915 - 0.04864 (TR+273)

, .
+ 0.47765 107 (TR+273)2 - 0.148521 1077 (TR+273)3 + »
+ 6.54597 1n (TR+273) (3.147)

L

t

- ¢ relative humidity of the room air te

A/ )
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.Examples of values Ia for yarious practical combinations of clothing
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-~

Since the program calculates the space sens%b]e loads, a default

relative humidity of 50 percent in summer and of 30 percenf in winter

are used. v

< TABLE-3.4 \ S

L}

| . \
IcL \\
i CLOTHES - clo | mk/W |
. \
Shorts-.... .......... LR N K BN BN B BE BN AN ) O e @ 8¢ tO SO BN L RS 0.1 0.016 \

Typical tropical c1oth1ng outf1t ' |
Briefs (underpants), shorts, open-neck \
shirt with short sleeves, llght socks, . ‘ \
and sanda]s... ......... LI BN B B BB B BN BN N BN "6 OO OSSO ERILEESDN 003 0‘“7 ' 1

Light summer clothing
Briefs, long light-weight trousers,
open-neck shirt with short sleeves, ' -

- light socks, and shoes.....................u...... 0.5 { 0.078
Working clothes :
Underwear, cotton working shxrt with
Yong sleeves, working trousers, woollen
socks, and shoes.r ....... cecsvessssnsesssssnsseses| 0.8 | 0.124

Typical indoor winter clothing combination
Underwear, shirt with long sleeves,
trousers, sweater with long sleeves,
heavy socks, and shO@S...c.cevvveecnsvncenns eeenss] 1.0 | 0.155

Heavy traditional Turopean business suit o
Cotton underwear with long legs and
sleeves, shirt, suit comprising trousers,
jacket and.waistcoat (US vest), woollen

o socks, and heavy ShO@SN\ ..ieeeeveeeranas meceneeees 1.5 | 0:233

v
L)
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.3.8 SOLUTION OF THE SIMULTANEOUS EQUATIONS SYSTEM

a

When the equations developed for each element of the space

(exterior and interior walls, - glazing and room air), are connected

together a set of simultaneous linear equations is obtaiged.
[AI(T] = [B] . : (3.148)

- Figure 3.30 presents' the form of the matrix A, for a,room with two
exterior walls, one floor and one window, for calcu]atipns required by
STEP 1, 1i.e., the room air temperature Iis calculated with no
constraints 1mposed'§y useF. Figure 3.31 presents the form of matrix
A, éor the same roém, for the ca1cq]ations required by STEP 2, i.e.,

the rom gir temperature s Imposed. equal to the lower or upper limit

1] '. .
and the §pace loads are calculated. In this case, the inside surface

temperature of glazing 1s separately calculated, and the‘ number of

-

y
equations is reduced. -

In actual version’ of CBS-MASS program, there 1is a module

containin? the Gauss-Seide}\ iterative method to solve this set of"

s1multa?fjtf equations (block SOLUT).

\
|
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CHAPTER 4

13

~

. . - MMI.:YTICAL AND FUNCTIOMAL VALIDATION OF CBS-MASS PROGRAM
4.1 VALIDATION OF EXISTING PROGRAMS . - a

. The authors of the building emergy analysis programs usuanyr
emphasize the capabilities of their programs, but provide little
1n‘tformationiabout' their limitations and -no “information about their

accuracy.

L4 N b f \

Generaﬁy, tﬁe users assume that ééch program is validated by its
author before"i‘t is released. However, this 1is not. the case. More-
over, there is n;a standardized validation procedure for energy”ana]ysis
programs and eacir author has his own understanding of this procedure.

\Usually. '.some work 1is done by researchers, independent of authors,
after the programs are released to find out the limitations and the

o ¢
-— accuracy gf results. -

The aim of these computer programs was to provide quantitative
energy and co;t comp.arisons- among. design_alternatives, and nof accurate
ﬁrediction of utility bills, due to the large number of uncontrolled
and unknown factors [46]. However, the most utilized approach to
validate the building energy analysis programs is to compare the
estimations of the energy consumption, the indoor air temperature or
the cooling/heating loads agair:;.t the measured values. Another method
to test the 'perfo'?mances of energy analysis’ programs is to compare the

results from several programs with similar capabilities.

w:. T SN FT e T
A .
%7
1
3 f
ey
i |
v, .
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.
Yuil) [76] verified the performance of BLAST program in simulating

a singlesfamily house located in Edmonton, by comparing the meésﬁeu
ments against the progrém pﬁedicfions of -the space temperature and
power c9nsumpt'lon. The overall agreement hetween t;me measured data and
the BLAST predictions of energy consumption and temperature indicates
that the g;ogram predicts well the energy flows. The comp‘arisons on
hourly and daily basis indicate that the heat balance algorithms model
c\orreéﬂy the r;lajor energy flows. Some di ffere.nce.s between predictions
and measurements -are caused by t’he infiltration model, especially by

{ts lack of sensitivity to wind direction. Another source of error was

the modeling of the basement heat loss.

U

Bauman ét al. [77] compa;'ed the estimations o'f B,LAST pr'ogram with
the air temperature measurements of a solar«dominated test cell. The
ﬁaximm temperature difference is about 1.8°C -in September and more
than 2.0°C in December. The BLAST temperature predictions were sensi-
tive to the 1nf11tration_rate: shifting by up to 4.0°C in response to a
"50 percent change. The average tempgrature" difference between' the
predicttions and \the measured values rises from 0.4°C to 1.31°C in
September, and from 0.8°C to 2.8°C/in December. That {s caused by the
absence of detaﬂed. information on construction tightness and micro=
climatfc effects. When the BLAST predictions were compared against the
measurements of a thermaﬁy massive structure, the quality of agreement
was generqﬂy good, but with observa\ﬁ]e‘discrepancfes. The predictions
of interfor air temperature were hi\é_;her than the measured values by

about 2.0°C.



e

’

Yu;ﬂ a.nd Phillips [78] compared the predictiqns of the energy
consumption provided by BLAST program with the utf‘th bﬂ]s’ of( two
office buildings in Canada. For the first building the differences
were 13 percent (electricity), 8 percent (steam) and 15 percent
(chilled water), while for the second building the differences were
about 10 percent (electricity) and 20 pe'rcent (gas). However, thé
enerqy i:onsumpt'lon for July ‘and August were not considered in the
an;lysis, since the authors believed the bills for these months were
suspected high.

. ]

)

Colborne et al. [79] compared the predictions of DOE program with
measuréd energy ‘consugnpt{on from s1ngle-famﬂy' dwel]*[ngs. The
differences between annual values for a ‘sing'le-store_y house with base-
ment and for a single-storey house on a slab are between 1 and 5
percer'nbz. They compared, also, the hourly variation of energy consump-
tion and space temperature; for an unoccupied house with electric

heating and the results indicate 12 percent difference between predic-

LY

. tions and measurements.

T
L

Diamond and Hunn [80] conlpired the pred19£1ons of DOE program with
the monthly utility metered data of saven commercial buildings (res-
taurant, single-floor office building, retail store, hospital, nﬁ'lt'i-
floor office’ buildinz, school and solar-heated and cooled building).
For the set; of 'seyen Build{ng tesfed. there 1is a standard deviation 'of
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e

N
7.9 percent and a maximum difference of 12 percent between predicted
and measured data for annual total energy @:f The range of differ-
_ ences for annual gas/fuel, otl and electric energy use is bitween 1 and
19 percent.. The composite standard deviation for the set of seven
b:ﬁdings, on a mon’chly basis, is 16.7 percent for tota1 energy use,
26 3 percent. for gas/fue1 oi1 use, and 18.7 percent for electric energy
use. The range of differences is between 9 and 35 percent in terms of °

\

~ building _type.

e

- Arumi-Noe [Sl] found differences less than § percent or about
4°C, when compared the room temperature predictions of the DEROB/PASOLE
program with the,measurement"s 1n‘ seyeh passive test rooms. He also.
'found, the thermal - properties of the test ho;ses‘ were not accurately
modef:zd, which produces a phase difference between the meGuged and the

;o

predicted room air tempuerat'ure.

L]

Alereza and Hovander [81] compared the estimations of the energy
consumption provided by the ADM-2 micnocomputer'pcogram with ‘the util-
ity bills of three puﬂdfngs (office, restaurant, retail).. The an{mal
‘d'l-ffer'ence 1s° between 1.2 and 2 percent and tné“ maximum monthly diff-

erence is 26 percent (office ) and 42 percent (restaurant).

Kusu\da et al. [49] compared the measured serisible cooling loads
\vd:h the predictions of BLAST, NBSLD andl DOE programs for a test
house. They found paﬂy différences of 3.1 percent (N8SLD), 20.3
pErcent (DOE) and 12.3 percent (BLAST). |
N o ' .

~—

.
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NG :
Fazio and IZmeureanu [82] compared the DOE-2.18 predictions with
the utility bills of two buildings 1n Montreal, and ogtapned a
difference of abouf 6 percent for building #1 (Fig. 4.1). Ebr the
second buildihg the difference was 2.6 percent when the ut1lity bills
for 1980-1981 were used and 10.6 percent for 1979-1980 (Fig. 4.2).

.\\. N
Another method to test the performances of energy analysis

‘prografms is to compare the ‘results from several programs‘witp simlar

capabilities.

Carrol! [48] compared the annual heating and cooling requirements

for a residential model provided by NBSLDf DOE 2.1 (SWF and CWF) and

BLAST programs. For a summer design ‘day, the peak loads values are in
good agreement for NﬁSLD and DOE (SH;.and CWF), while BLAST s &
percent less. ?or intermediate loads,~ the DOE (CWF) predicg:khs agree
better with .NBSLD and BLAST résults than those of DOE (SWF). The DOE
(SWF) darly total is about 25 percent higher than BLQST'and NBSLD. , The
DOE (CWF) results agree better (7 percent higher). For a winter de;ign
day the peak heating loads‘ﬁredicted by BLAST, DOE (SWF) and DOE (CWF)

agree well, both in value and time of occufrence. The NBSLD peak load

is about 12 percent higher; For daily total loads, NBSLD ré;ultS'ace .

15°percent higher than BLAST predictions, while DOE (SWF) givés estima-

1
& L] .

tions 13 percent smaller. C

~

These validations provide usefull information about the level of
accuracy and the capaS{lities of thesekprogramé. Also, the conclusions

from validation increase the j;oqfidence of software's user; and

]
L4

.y

*
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consequently {ncrease the application of computer simulation 1n

i)

i)

" building energy analysis.

However, these approgches have a number of disadvantages:

Large number of different buﬂdirfgs and systems should be
evaluated to gengralize the results. “ ’
Since a complete monitoring is too expensive, the values of some
1r;put parameters L are not measured, but chosen. Hence, the
program provides an approximation for the energy consumption of
the buﬂdir)g as defined by the user, rather than that of a real
building. Colborne and al. .[79] mentioned some parameters with.
high uncertainty to be,@fined:

< ground temperatures, -

- sofl conductivity, h

snow cover and mofsture content of sofl,

occupant-related effects,

« seasonal efficiency of heating and cooling sysfems,

[ 4

afr infiltration.

[~

Fazio and Zmeureanu [54, 82] observed that the uncertainties

of specifying {input data which were ‘related to people habits
(thermostat settings, window and door openings, use of apps
1iances) or to as built thermal performance of bufldings have an
{mportant 4effect on the estimation of energy consumption. Since

the assignment of such factors involves subjective egtimations,
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it becomes relatively easy to fit the utility b%ﬂs by iteratjfve’ .

_ runms, without a high accuracy in simulation of other phenomena

¥ -h ~such -as air infiltration or heat storage in building mass.

Wagner £83] found variations 40:1 due to occupant effects, and he

concluded that the availabi]ity of accurate and sufficiently

» complete input data, especialf’le"on‘the “occupan‘t behavior, limits

the abi?y of the’ detailed models to accurately *predict*\the
e

energy use. Judkoff [84] }ound errors -of about. 60 percent' in

"

auxiliary load predicti'on, due to the difference between standard
\ %%

and as-built thermal properties of walls,

1ii) A good agreement between the estimated and measured energy
consumption “can cover weaknesses at algorithm level, which have

. not been discovered during thg validation. Judkoff et al. [85]
compared SUNCAT, DEROB, DOE and BLAST programs and dis;:overed
that DEROB, which was alir\éady validated [§1], is insensitive to
the buil®ng mass due to errors within the iterative process.
Fazio and Imeureanu:£543-Tound that the SHADOW subroutine of
NBSLD programypredicts a neg‘ative sunlit ratio on window with'
exterior shading devices involving overhang and side fins with
different widths (Fig. 4.3), while it can only take values

bgtween 0 and 1.

Comparisons between different computer programs can lead to,
useful information, provided that simi'l'ar conditions are ;used.

' This ' implies a detailed understanding of algorit!\ms. and
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Fig. 4.3 Errors in shading simulation in the
' NBSLD program.
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eventually . their moaificat'la} to become comparable to those’

utilized by other p‘;‘ograms. \

dnder the auspices of the International Energy Agency,

twen“ty-three computer programs were used for estimating the daily

* .energy consumption of an hypothetical 12 store§ building [86].

The degree of sophistication of the thermal analysis of buildings -
varied from simplified techniques to the finite difference and

the. response factor technique. The substantial differencese

" between programs are due to the way the programs handle dynamic

effect as internal radiation transfer and thermal storage.

Other différen es are due to the way the programs split the
convectiveﬂportior;s of the interndl heat #gatns and

. L
of the indoor surface coefficients. . e

radiative an

Less uti'lize& is the theoretical validation, where the
computer ﬁ?‘ogram pred'lctrions are compared with the analytical
so1ut‘iov's of the heat transfer processes occurring in buildings.
Although thg aria'lyticﬂ models ‘are‘avaﬂable onl‘y" for a small’
number of ‘cases, this comparison provides useful information

about the accuracy of the algorithms which are tested.

The British Research Estabiishment -BRE group analyzed the
accuracy of the building energy analysis programs using a wide .
range of input excitations, such as ﬁinusoidal variations with a

24 hour period or step-funbtion change [87].

LY
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Wortman et al. [88] compared the results from DOE, DEROB and

- SUNCAT 2.4 programs against analytical solutions. They found
that the response of a building to st'ep, changes in ambient .
o ‘ ‘temperature was very close to the analytical solution for high

mass building. For low mass buﬂdiﬁg, DEROB program provi&es

. higher estimations.

Little [89] compared the results from ESP, SUNCODE and SPIEL

programs with the analytical solutions, when the ambient tempera-

» ture suddenly rises fr:om J0°C to 10°C.  The results+indicate

maximum di‘f‘ference of about 1°C, and consequently the conclusion”

"y | ‘was these programs provide good estimation of the dynamic .heat‘
loss. ) | : L ) '

; L]

4.2 ANALYTICAL VALIDATION OF CBS-MASS PROGRAM

As stated by Beizer [90], it is. not possible to develop a testing
procedure which gives 100 percent confidence. However, the goal should
be to provide sufficient testing to assure that the probabilit} of

failure is sufficiently low to be dcceptable.

-

* [y

The monitoring of existing buiidings becomes prohibitively expan-
.sive, if a detailed thermal comparison is required. This implies at
least the hourly measurement of:
- room air temperature in different points,
- temperature distribution in walls,

- coefficient of inside and outside surfaces,



T

~
- solar radiation on interior surfaces,

- weather data (dry bulb temperat;ure, global radiation on horizontdl

L}
plane, total cloud amount, solar radiation on exterior surfaces, °

- \
wind speed and direction).
Other measurements will include the thermal properties of building.
elements, schedules of equipment and occupancy. .
The analytical validation fs applied for defining the accuracy of
C8S- rogram in simulating the thermal processes.mthin:a room.
ediate level room 6.0 x 6.0 x 3.6 m with four exterior
©
. walls‘is sidered, and the following parameters are compared:
A , ‘ P
1) Distribution of the wall temperature due to steady heat flow.
i1) variation of the inside surface temperature of a cavity wall due
\
to step-function change of outdoor air temperature.

111) variation of the room air temperature for step-function change of

3

outdoor air temperature,

iv) Radiant heat exchange between interior surfaces.

L

4

. 4.3 DISTRIBUTION OF THE ﬁALl. TEMPERATURE DUE TO ST.EADY‘ﬁEAT FLOW
" '
The distribution of wall temperature 1is calculated under steady

state heat flow, when the room air temperature is kept at 20°C and the,
outdoor temperature is 0°C. There are no afr infiltration, solar.

-

radiation, internal mass and internal heat gairis.

‘ ¥
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The steady state temperature distributiop in multilayers wall 35
obtained from Equation 4.1, where equiiibrium between “heat flow in"
and “heat flow sut” {s assumed for each layer, as well a§ for the whole -~

wall (Fig. 4.4).

q'-U(TR-TDB) 8..._1....(\1'1 - TDB) :___L__(T - TDB) =

, - I L
ho. h k1
r 1 L ‘o
= ] (T - TOB) = 1 — (TG -,ToB) =
1,9%1,1 1,81, 1 8
ho k1 :hac . &o k]' hac Ka
- 1 (Tg -ms)a_(m-r) (8.1)
1,4 ,1 82,83 1
. " where T, = TOS and Ty < TIS
One obtains:
_ u , ) |
- T, = TOB + = (TR - T0B) : (a.2) "
° > h '
B , 0 . AL
T, = TDB + ~t(m - ToB) . ’ (4.3)
© RT . o
R . .
. “ Ty = TOB ¥ 1% (TR - T0B) ~(4.9)
Ry X . -
T6 = TDB + ZT (TR - ‘TDB) ) . : . v :.’(4.5-) - ! .
. T . ) ) . ,“..“1' - v
: ‘ | - R S S 1 - ' ‘1‘5 -
- T8 TDB + Z-i--(TR -.708) T . S (4.6)
) T . PR : )
. o e T
AN e

Bav.
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or \

Tg = R - - (TR - T0B) , (4.7)
. h1

The comparison between theoretical model_and CBS-MASS predictions,

after a longltime run to reach the steady state, are presented in

Tables 4.1 - 4.3 for three wall types, and indicates good'agreement.°

o .

/,J/ The theoretical model assumes that the mean radiant temperature of
| interior surfaces: TMRT equals the room--air temperature TR, and
consequently: _ ' °

q =qp +9q., = hp (TMRT - TIS ) # hey (TR - TIS) = (3
= (hg + h ) (TR - TIS) = hy (TR < TIS) ‘ (4.8)

4

TABLE 4.1-

Comparison between the analytical solution for steady-state and !
the CBS-MASS program results for wall A

Denomination Thick k Rt Temperature (°C)
| (m) {‘W/m°C | mCM
Analytic | CBS-MASS
"1 | Outside air 0.0294 | T, | - 0.3 0.35
2 | Concrete | 0.05-"| 1.73 | 0.0289 | T, 0.70 0.70
3 | pir cavity 0.167 | T, 2,70 .| 2.712
*+] 4 | Insutation | 0.05 | 0.04 | 1.25 To | 15.67 15.73
5 { Gypsum 0.02 | 0.43 4 0.0865 | Ty | 18.28 18.36
q Inside air 0.125

Ry = 1.647 m2°CM

\

. .
a
o
3
5
S
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TABLE 4.2

Comparison between the analytical solution for steady-state and
the CBS-MASS program results for wall B

Denomination Thick k Rt Tgmpergture (°C)
(m) | W/m°C | m°C/W -
Analytic | CBS-MASS

1 | Outside air 0.0294 | T, 1.49 1.46

2 | Concrete 0.05 | 1.73 | 0.0289-| T, 2.95 2.89

3 | Air cavity . 0.167 T4 11.39 - 11.18

4 | Concrete 0.05 | 1.73 | 0.0289 | T, | 12.86 (i 12.55

5 | Concrete 0.02 | 1.73 | 0.0116 | T | 13.47 13.16
6 Inside\gir . 0.125 .

. Ry = 0.391 m °C/W

TABLE 4.3

. Comparison between the analytical solution for steady-state and
' Sg . the CBS-MASS program results for wall C

—

Demomination | T1¢K k Ry Temperature (°C)
(m) | W/mC | m°C/W

Analytic | CBS-MASS
| 1] Outside air 0.0294 | T, 0.83 0.81
2 | Brick 0.14 | 0.73 | 0.192 | T, 6.20 6.10
® 3 | Air cavity ‘ 0.167 | T, | 10.89 10.68 .
4 | Brick 0.07 | 0.73 | 0.096 | T, | 13.59 13.53
5 | Brick 0,07 0.73 | 0.096 Tg | 16.29 16,15
6 | Inside &ir 0.125

~ . Ry = 0,705 w2 *C/N .

5
R I O N .
e A el 4t Toma i R L al 4 s a o B I A - S o n Y



, = 38 -

)
When the predictions of the computer program, using hourly
calculations of the mean radiant temperature ,and the room air tempera-
ture, are compared with theranﬂytical solution, differences of about

o <

2°C on the inside surface temperature'are obtained for wall A (Tablé

4.4), and 4.3°C for wall ? (Taﬁle 4.5). ’ g .
TABLE 4.4

L

Effect of the assumption TMRT=TR on the comparisgn between the
analyticalt solution for steady-state and the CBS-MASS program
' results for wall A

N A
e ; Ti(°C) T3(°C) ' Tq(oc) T6(°C) Ta(.c)
TMRT #i{ CBS-MASS | 0.31 0.62 2.39 | 15.67 | 16.30
TR #%| Analytic | 0.35 | 0.70 | 2.70 | 17.73 | 18.28
TMRT = | CBS-MASS | 0.35 0.70 2.72 | 17.76 | 18.36
TR Analytic | 0.35 0.70 2.70 | 17,73 | 18,28
. : . - ' ’
P v /
} © TABLE 4.5 -~
?&-——/

1 -+

Effect of the assumption TMRT=TR on the comparison between the
analytical solution for steady-state and the CBS-MASS program
- ults for yall 8

)

T,(°C') T3(°6) | T40°) | Tl%e) | Tg(°C)

{ ¢
TMRT # | CBS-MASS | I.01 2.00 | \z1.72 8.68 9.15
R Analytic | 1.49 2,95 | 1139 | 12.86 | 13.47

TMRT = | CBS-MASS 1.46 | 2.89 11.18 12.55 13.16
TR Analytic 1.49 2.95 11.39 12.86 13.47
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_ The CBS-MASS program was then modified to ‘include the basic

assumption of the model (TMRT=TR), and under this ‘condition -good

B >
.-

/agreeaent was obtained betweed results.
o

4.4 mcn oF* [DEITICN. DAYS TO% IISED'FN omuun«; A STABILIZED
SOLUT 108

4

, i .
A stabilized solution is assumed to be obtained wen the diff-
erence from the final solution (te=) s less thyn O.KC.
a

N

# {) Imitially, the temperatures of walls and room \air are assumed

»
. 20°C. }gen, the room and outdoor air temperaturéd drop suddenly.
to a ‘given value (10°C, 0‘C/20°C) The variation of the wall
te-perature toward a stabilized solution is analyzed No solar
L'S
radution was. considered and glazing- to-wall ratio was eqmﬂ/w/
0.01. When the room air temperature™is kept within a narrow
’ range, and no internal heat gains occur in space, a stabilized
.so1 ut‘lon is obtained after 24 hours that 1s the results for the

-» second 1dentic;l day can be cons‘idered“as final solution (F1g.
(3 .| A

20'C. Then ‘the room a1r tenperature is kept at 20 ¢ 0. 2°C, and

- "' ) v, . . ‘-5’ - ‘07) . ‘e ' . :
/ " ﬂ . . . y ‘ . ‘ :
- ‘ 1) Initially, the temperatures’ of walls and room air are equal to

¢ the outdoor conditions correspond to Decenber 21, 1979, 1in
"« Montreal [53]. ° The results indicate that a stabﬂ'lzed solut‘ion
13( obuli‘t?éd after 2 identical &ys (Table 4.6) for gjaking-to-
| "wall ‘ratio between 0.01 and)o.s . .
.‘: . , ) / ‘ ‘
v (L < 7 | .
o, N LY - e

+
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iifi) When I'the ropubair temperature can fluctuate without limitations,
“the results of simulation for Decesber 21, and July 30, 1979, in

Hon\treal_ indicate that 4-5 days are required to obtain a
stabilized solution (Tables 4.7-4.8).

Hence, the number of identical days to be simulated depends on the
control of room air temperature, and varies for these particular cases
from one day (room air temperature within narrow limits) to five days

Y

(n:a:nt/ro\). The application of standard number of identical days, to
. w0
ob "2 stabilized solution as recommended by I.E.A. or used by BLAST/

NBSLD program, can be overestimated (c}antroned room air temperature)
.or can be underestimated. The user of building energy analysis

programs should have the option to define the number of identical \days

* to obtain a stabilized solution, to optimize the computing time.

( ,
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4.5 VARIATION OF THE INSIDE SURFACE TEMPERATURE OF A CAVITY MWALL DUE
TO STEP-FUNCTION CHANGE OF OUTDOOR AIR TEMPERATURE. ° .
Initially, the temperatures of wall and air are equal 'Eo 20°C.

Then, while the room air temperature is kept constant at 20°C, the

outdoor air temperature d?ops suddenly to 0°C (AT° = 20°C). Equation

4.9 presents. the analytical solution of the variation of inside surfafgr

temperature under these conditions, as developed by Pratt [67]: .
2
. Ry 5 . expl-= t] ,
TIS (t) = —=2=TR + 2 a ay at § ——— (4.9)
) RT Y 0 9 (=) ' .o
R
4

' CBS-MASS program was modified to use identical assumptions as the

a'halytica] model sugti as:

- mean radiant temperature of interior surface ‘eduals room air
temperature (TMRT=TR), .'

- constant inside surface coefficient hy = 8 ﬁ/(mz'C)

- no air infiltration,

- 'no internal mass.

- no solar radiatien.

*

The results of comparison between the analytical solution and the
predictions” of the CBS-MASS progran{ for two concrete cavity walls
(Fig. 4.8 - 4.9) ard one brick cavity wall (Fig. 4.10) indicate good

agreement, with differencesiless than 5 percent.
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When the assumption of room air temperature equal mean radiant
temperature (TR -.THRT) is used, the obtained inside surface tempera-
ture is greater than that when the mean radiant temperature is calcula- -
ted hourly (Fig. .4.11 - 4,12). The results émphasiZe the need for
using fdentical assumptions fotr the analytical mode} and for the

computer program. , -

-~

4.6 VARIATION OF THE ROOM AIR TEMPERATURE FOR STEP~-FUNCTION CHANGE OF
OUTDOOR AIR.

Initially, the temperatures of wall and air are equal to“20°C. '
The variation in time of the room air tempera'ture', subjected to a

sudden drop of outdoor air temperature to 0°C (ATo = 20°C) s analyzed.

Equation 4.10 presents .the analytical solution of the variation

of room air temperature, as deve&ged by Pratt [67].

e 2
“TR(0) vty o (BgCl=q D]
Y;

o . B (1A)([=21-L<3D)
—~
© o B ST Conle 8l Dy D)
| B, (B, 48, +V) (8-[=Z]) '
24yr 2
(BS-C['zl)["ll

X  exp (-f«f]t) +
. 21 r.2

VB, (B, ~Cle31) (cosl=,1+(8 /L=, )stnl«,])

y ' 1

X {1+
8o (B448,+V) (8-[+3])
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Fig.”4.11 Effect of assumption TMRT=TR on ‘;hé estimation of inside
surface temperature of 0.40. m concrete wall, subjected to
a step-function change in outdoor air temperature. ~)~’
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N
o
~ o .
) Q—-— ‘ \
. ' [
Z : Y
Kexp (-[aglt) » ———m2
¢ Ca(B +8 +V)
[} ’ '
> . ' o
2 . { . i?.1 (BS-CB )2.(§1+BS+V)}cos/a+(8°/Is )'sin/ek
K + * ! N
Cd
3 2 2
. BOBS(l"’vA)(l"ﬁ/['l])(l'B/['zl . 'Y
i ' \\X exp(-gt) (4.10)
. ¢ . R
" The CBS-MASS program was modiffed to use the same assumptions as
. 4 . » . !
ae"‘nna]yticdl model such: ‘/

- -
.~ mean radiant temperature equals room air temperature,

- cofistant insidergurface, coefficient h1 = ti/(‘lmz ‘C).

'A room with 0.28 m brick wall was analyzed' under the cond'i‘tions
presented in Table 4.9, to take into account the '\effect of internal

mass and air infiitration. S . ,

CASE 1. The difference between analytical solution and program predic-
 tions for the case with no internal mass and no air infiltra-
o tion are less than 3 percent, which indicates good agreement

. (Fig. &.13).

L)

CASE 2. The .analytical mode) £onsidgrs the temperature of internal

mass elther equal with the' 'room air temperature or constant.

° The/pnogram predictions. which takes’ into account the tempera-

? °ture gmdient in internal walls, are situated between the two
analytical solutions (Fig. 4.14). ; . (_
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CASE 4,

analytical' solutions for the case with no internal mass and

‘with air infiltration, except the /first hours where a

- 157 -

The/ results indicate good agreement between predictions and

perturbation of analytical solution occurs (Flg, 4.15).

internal mass are close to the analytical solutions which

.assumé the temperature of the interior gmass is not equal with

the room air temperature (Fig. 4.16).

a3

‘TABLE 4.9

The program predictions for the case with air infiltration and

' s ¢
List of cases used in the comparison between the cnalytical .
solution of room tesperature and the CBS-MASS results

Case Interior mass Air infiltration Figure
1 TN N 413 .
/

2 Brick, 645 kg/m? N 4.14
I .

3 N 1 ach ' 4.15

'
[4 R

4 Brick, 645 kg/m?2 1 ach. 4.16

/

v
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4.7 RADIANT HEAT EXCHANGE BETWEEN INTERIOR SURFACES

The proposed model for radiant heat exchange between interior
surfaces (Eq. 3.107-3.111) was compared with the non-linear model (Eq. '
3.57). for a cube-shaped space (3.0 x 3.0 x 3.0 m) with occupancy |
between 9:00 a.m. and 5:00 p.m. The weather data for June 21, 1979,»iﬁ

Montreal was used for the simulation with CBS-MASS program.

The results indicate good agreement with differences less than 10

percent for the following cases: . g

a. No gIaiing, internal gains and air infiltration. Five exterior
walls and one floor (Table 4.10). Figure 4.17 presents the
variation of room air temperature and the temperature of inside

. surfaces.

" b, No glazing, internal gains and air infiltration. One exterior

wall, three interior walls and two floors (Table 4.11).

i a
c. No glazing. Five exterior walls and one floor (Table 4.12).

ok, M
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TABLE 4.10
fadiant heat flow (W/m2). ‘
- No glazing, no internal loads, no infiltration
' Five exterior wlls and floor
TIME SOUTH WALL NORTH WALL ROOF FLOOR
Proposed| N-L [Proposed|. N-L |[Praoposed| N-L |Proposed| N-L
1 4.58 4.25 1.59 {"1.49{ - 7.83 |- 7.30}] 6.79 6.27
2 4-27 3095 1012 1-06 - 6045 - 6-00 5050 5008 ,
3 3.92 3.62 0.67 0.64 | - 5.43 |- 5.05] 4.87 4.50
4 3.57 3.31 0.25 0.25 | - 4.65 |- 4.33] 4.65 4.30
5 3.27 3.02 § -0.12 |-0.11} - 4.06 |- 3.78] 4.67 4.31
6 p 3.10 2.87 | -0.52 |-0.48 | - 3.58 |- 3.32}] 4.92 4.54
7 3.29 3.05 § -0.92 (-0.84 | - 3.25 {- 3.01] 5.57 5.14
8 3.98 3.68 4 -1.05 |-0.96} - 3.35 {- 3.11] 6.67 6.15
9 5.03 4.66 | -0.54 |-0.48 |} - 4.32 |- 4.00| 8.07 7.43
10 | 5.95 5.51 0.69 |'0.69 | - 6.39 - 5.921 9.60 8.84
11 6.25 5.81 2.34 2.22 1 - 9.44 |- 8.79] '11.20 {10.31
12 5071 5033 3097 3-74 ’1302 '12033 12079 llo76
13 4.50 4.24 5.35 §.02 § -17.23 |-16.18{ 14.17 {13.02
14 3.06 2.93 6.44 6.03 | -21.05 {-19.85} 15.17 |13.94
15 1.95 1.92 7.38 6.90 § -24.11 {-22.82]| 15.90 |14.60
16 1.57 1.58 8.18 7.64 | -26.05 {-24.70] 16.59 }15.22
17 2.05 2.03 8.74 8.15 | -26.66 |-25.30] 17.23 {15.80
18 3.17 3.06 8.7% 8.19 | -25.92 |-24.56] 17.68 }]16.20
19 4.49 | 4.27 8.06 7.53 | -23.88 |-22.57}- 17.65 |}16.17
20 5.47 5.15 6.68 6.26 | -20.88 {-19.67{ 16.9% {15.50
21 5.79 5.43 5.09 4.78 | -17.54 |-16.47] 15.43 {14.15
22 5.60 5.23 3.7% 3.52 | -14.44 |-13.52] 13.37 .|12.28
23 5.23 4.86 2.78 |-2.62 | -11.81 |-11.04] 11.04 |10.16
24 4.88 4‘53 2-1; 1098 -9-61 - 8097 8073 8005
. ‘L
N4
L] ’ . .. .
VR
. - -
\ & ‘%‘
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TABLE 4.11 .
J ' »

Radiant heat flow (W/m?)
No glazing, no intermal gains, mo infiltration
One exterior wmll nq five interior wmlls

&

- SOUTH WALL NORTH WALL CEILING = FLOOR
IME :
Proposed| N-L Proposed{ N-L |Proposed| N-L |Proposed| N-L
A1 -17.09. | -16.16 3.44 3.3 3.44 3.23 3.44 3.23
21 -16.28 | -15.37 3.28 3.07 ) 3.28 3.07 3.28 3.07
3| -15.87 } -14.98 3.19 3.00 3.19 3.00 | 3.19 3.00
: 4 | -15.71 | -14.82 3.16 2.96 | 3.16 2.96 | - 3.16 2.96
5 '15-65 -14-77 3-15 2-95 b : 3015 2095 3—'15 2-95
6 '15-65 "14077 - 3-15 ' 2095 ' 3015 2095 3015 2095
71 -15.69 | -14.80 3.16 2.96 3.16 2.96 3.16 2.96
8 .15-70 '14-82 3-16 2-96 3-16 2096 3016 2.96
. 9 | -15.75 | -14.86 3.17. | 2.9 3.17 2.97 3.17 } 2.97
oY 10 | -16.04 | -15.14 3.23 3.03 3.23 3.03 3.23 3.03
/ 11 | -16.89 | -15.96 | 3.40 | 3.20 | 3.40 | 3.20 | 3.40 | 3.20
-..7 12 .'18041 -170‘3 '3071 30‘9 3071 30‘9 ’ 3071 3-‘9
13 | -20.33 | -19.29 4.10 3.8 4.10 3.86 4.10 3.86
14 | -22.21 | -21.12 } 4.49 4.22 4.49 4.22 4.49 4.22
15 | -23.74 | -22.61 4.80 4,52 4.80 . |- 4.52 4.80 4.52
16 | -24.73 | -23.58 5.00 4.72 5.00 4.72 5.00 4.72
17 '25010 "23095 5008 4079 5-08 4.79 5008 4.79
18 | -24.85 | -23.70 5.03 4.74 5.03 4.74 5.03 4.74
19 | -24.1 -23.00 4.88 4.60 4.88 4.60 4.88 | 4.60
20 | -23.21 | -22.09 4.69 4.42 4.69 4.42 4.69 4.42
21 | -22.16 | -21.07 4.47 4.47 4.21 | 4.21 4.47 4.21
22 | -21.02 | -19.96 | 4.284 | 3.9 | 4.24 | 3.99| 4.24 | 3.99
23 | -19.74 | -18.711 3.98 3.4 3.98 3.74 3.98 3.74
24 | -18.37 | -17.38 3.70 3.48 3,70 3‘.48 3.70 3.48

1o, TS N N . . .
I o T S 1Y -~ % -0\ v, Y « . N -
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TABLE 4.12

-

Radiant heat flow (MW/m2)

Mo glazing
Five exterior wlls and floor
SOUTH WALL NORTH WALL “— ROOF FLOOR

TIME )
Proposed| N-L |Proposed{ N-L |Proposed (N-—L Proposed| N-L
1] 474 | 4.39) 1.65 | 1.55 | - 7.73 |-~7720] 6.33 | 5.85
2 4.40 | 4.07 |- 1.17 |.1.09 | - 6.37 |- 5.93] 5.12 | 4.74
. 3 4.03 3.73{ 0.71 0.67 | - 5.36 |- 4.98] 4.55_| 4.21
4 3.67 3.40 | 0.29 | 0.28 | - 4.60 |- 4.28} 4.38 | 4.05
5 3.35 { 3.10 | -0.1 {-0.09 | - 4.01 |- 3.73] 4.44 | 4.11
6 3.18 2.94 | -0.5 -0.46 | - 3.54 |- 3.28] 4.73 4.37
7 3.3 | 3.11{ -0.9 |-0,83 | - 3.28 |--2.98{, 5.41 4.99
8| 4.03. | 3.74 | -1.04 |-0.95 | - 3.33 {- 3.08 6.54 | 6.03
9 5.07 4.70 | -0.54 ({-0.48 | - 4.16 |- 3.85] 7!86 7.24
10} 6.03 | 5.59| 0.71 0.69 | - 6.23 |- 5.78] 9.38 | 8.64
11 6.38 | 5.92 | 2.4 2.27 | - 9.26 |- 8.61] 10.78 | 9.93
12 5.92 5.53 4.09 3.85 | -12.97 }-12.12{ 12.09 |1l1.12
13| 4.76 | 4.47 | 5.51 5.16 | -17.0 |-15.96] 13. 12.22
14 3.36 3.21 6.64 6.21 | -20.8 |-19.63} 14.1 12.98
15 2.29 2.23 7.61 7.1 -23.9 |-22.6 | 14.7 13.51
16 1.97 1.94 | 8:45 7.88 | -25.8 |-24.45| 15.23 -|14.0
17 2.49 | 2.43 | 9.03 | 8.40 | -26.5 |-25.1 | 15.85 |14.56
18 3.63 3.47 9.07 8.44 | -25.7 ‘-24.35 16.20 ]14.88
19 4.93 4.66 8.32 7.78 | -23.68 |-22.40| 16.29 }14.96
20 | 65.84 5.49 6.88 6.44 | -20.7 |-19.5 | 15.80 |14.51
21 6.12 5.72 5.26 | 4.93 | -17.4 |-16.32]| 14.48 |13.30
22 5.88 5.48 3.87 3.64 | -14.3 |-13.39] 12.57 |11.56
23 5.46 5.08 2.88 2.71 | -11.67 §-10.91¢ 10.36 9.54
24 5.08 4.71 2.19 2.05 | -9.50 |- 8.86{ 8.17 7.54
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4.8 COMPARISON BETWEEN CBS-MASS PROGRAM AND TNODE PROGRAM PREDICTIONS

-The'var'lation of the room air temperature for a s;(ep-function
change of outdoor air temperature was analyzed' using -CBS-MASS and
- TNODE-4.0 programs. The room and the thermal conditions are presented

" in Chapter 4.5, case 1. .

TNODE-4.0 program is a thémI network microcomputer program
developed by the'Energy Group at Georgia Technical Institute [91], and

uses up to 20 nodes.

Figure 4.18 presents theﬂcomparison between the predictions of
CBS-MASS and TNODE programs; and the analytical sélution. which
indicates good agreement between different models, with' differences

less than 10 percent. .. -

4.9 FUNCTIONAL VALIDATION OF CBS-MASS PROGRAM

The functional vaHdationkdea‘ls with comparisoq between the
N ‘ estimations of the space themai' loads provided by the CBS-MASS program
against the predictions of two well-known programs (BLAST and TAR'P)
"used in the thermal analysis of buildings. Thase two programs use
similar algorithms to calculate the transient heat transfer through
walls, based on the conduction transfer functions tecﬁnique. whi!e the
CBS-MASS program uses numerical procedures to solve the heat transfer

equation,

The comparison s pcrfom;;ci winter design day (December 21) for
an intermediate level office space 30 x 30 x 3.6m, wit'r{ four exterior




- 166 - |
— . \ ] »
\ 4 « \
. E" . . |
0 ” — | 4 T T :
; 0.2F B <
N
b =1 . T NoDE - 4.0
04 CBS-MASS -
[} [ .
R § .a ’
._.. o6 - ( -
“
; N
of-] y ' . - ]
* | No internal mass . .
No air infiltration | ‘ T
1.0 " % | L 1 L 2 i
0 4 8 12 [3 20 24 . 28 32 36 Vs
\ | e 1 (N <
~—— .o
! O
v , l C y
Fig. 4'.18 vVariation of the room air te'inperature dué't§""§‘?eplfun&tion
B . ' change in outdoor air temperature. Comparison bdtween the
1 _analytical solution and the predictions of the CBS-RASS ang .
TNODE programs.



walls (Teble 4.13). The air temperature of the adjacent rooms is

assumed to be either equal to:the ai? temperature of the ana1yzed room

(case 1) or equal to 19°C (case-2).

““The weather data (outdoor dry bulb temperature and horizontal

: solar radiation) for December 21 in Montreal, used by the CBS-MASS,

BLAST and TARP programs, are presented in Tab]e 4.14.

The comparison for the first case (TRE=TR) shows that the.:BLAST
and CBS-MASS programs provide close estimations of the peak heating

load, with a diiference of 1.65kW (2.8%), while the estimations of the

_TARP program are sma1ler:than those provided.by the BLAST program by .

4,69kW (7.9%). (Fig. 4.19). The difference between the BLAST and CBS-
ﬁASS programs in estimat1ng the daily total heating load is 5.6%,while
the difference between the BLAST and TARP programs is 4.6%.

The comparison for the second case (TRE=19°C) shows differences in
estimating the peak heating lead of 0.5% between thquEKST and CBS-MASS
_programs, and of 7 8% between the BLAST and TARP programs (Fig. 3. 20).
The difference between the BLAST agnd CBS-MASS programs in estimating
.the dajly total heating load is 1 9%, while the difference between the
BLAST.and TARP programs- is 6.3%. ; i

It 1s interesting to note that the differences between the estima-
tions of the peak hen}ing load provided by the'BLAST and TARP programs,
which use srnilqr algorithms, are higher ‘than the differences between

- the €BS-MASS and BLASTprograms.

ey
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TABLE 4.13
Main Characteristics of the Intermediate Level Space
. * ‘ LY
Exterior wall 0.10 m concrete
. \ 0.025 m air cavity
0.10 m insulation
0.02 m gypsum board X
d glazing-to-wall ratio = 0.5
- ) ~ . double glazing U = 2.8 W/m2°C
_ "Interior wall 0.01 m gypsum board
L ‘ 0.02 m insulation
, 0.01 m gypsum board
Air infiltration ‘ 1 ach
»
Occupancy 9:00 a.m. to 5:00 p.m.
>, : \
T Internal heat gains people = 10 W/m?
) AJlights = 20 W/m?
' Room air témperatu;e 20 £ 1°C
Continuous operation of HVAC system
. ) ) L o ——"
] M [} . . ) 2 ° - p\\:’&
e ‘ '
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TABLE 4.14

HeatherIOata for Design Day (December 21) in Montreal .

- Qutdoor Horizontal _solar |. Direct ndtmal -
- Hour temperature radiation radiation (W/m?)
(*¢) (W/m?) . :
1 -18.05 - -
\(* 2 -18.80 - -
i 3 '19040 - -
{ 4 -19.85 - -
5 -20.00 - -
N s 19.70 . - -
7 -18.95 - / - -
. 8 -17.60 Lo - -
' 9 -15.65 /7341 398.1
10 -13.40 206.0 685.9
11 -10.85 303.1 794.5
12 -8.45 351.3 833.7
K 13 -6.65 346.3 830.0
" 14 -5.45 288.7 -781.2
15 .=5.00 - 183. 652.7
' 16 "5-45 47-9 301.9
17 -6.50 ‘- -
18 -8.15 - -
19 - -10.10 - -
20 -12.05 - -
21 -13.70 - -
22 -15.20 - -
23 -16.40 - -
24 -17.30 - -
TOTA%- 152 ,
(ﬁp/m ) g 1809.0 78.0
Yo e " y * v
) .
A
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4 6 8 100 12 14 16 --18 20 %2 24
‘ o Twme (hour) - .

-

Comparison between the predictions of CBS-MASS, BLAST '~ -
‘and TARP programs. Case 2 (TRE =19°C), B

P



This fonctional validation shows that the CBS-MASS program

provfdes estimations ‘of the therma1 behavior of rooms; which are very

L4

3

————

close to those of we11-known and a]ready va11dated programs such as

BLAST and TARP.« "

ey
4.10 CONCLUSIONS

From the ana]ytical and functionaI validation of the CBS-MASS

‘

program the fol]ow1ng conc1usions have been drawn

-

X

1) The heat - transfer processes occurring An bui]dings are well

. gsimulated by the CBS-MASS program, since _good agreemeuiahas been -

obtained between the ana1yt1ca1 so1utions and .the results of. the

: . . \ - S el
program A o - s

11) Hhen the comparison is, carried out against ana]yticaI so}utions,

tions as the analytical model.

ro

shows good agreement between the - predictions of these programs.
. . ' : Hence the program deve]oped during th1s research provides as good
estimation of the thermal behavior of. bu11d1ngs as BLAST and TARP

programs do.

the computer programs shou1d .be modified to use the same assump-f*

i11) The comparfson between the CBSeMASS " BLAST and TARP programs -
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CHAPTER 5

THERMAL ANALYSIS OF DESIGN ALTERNATIVES USING HOLLOW CORE SLABS

» v

.The’ thermal perfbrmances of the- désigﬁ alternatives using the
HoT]ow Core -Slabs—'-'(HCS)i on summer for r'e{ducin'g' the cooling loads was

o]

carfied out for an office building in Montreal. .

]

- 'I"he‘0utd00r air is ‘circulated. through -the Hollow Core Slab béfare

it is introduced in the “room (F}g. 5;1). At night the concrete slab is

cooled.' and by day it will act as a heat sink, reducing the cooling .
load of the room. Moteover, the concrete slab will act as a heat '
exchanger, reducing the temperature of the outdoor air to be introduced

in the room. :

!
-

“Due to the modular structure of the CBS“-MASS program, it is

possible to compare three design alternatives under the same general
a ‘ : . . .

conditions ¢
.

a) Hoi!ow'Coée Slab. design, where the outdoor air is circulated

- through the HCS before it is introduced in the room. No mechanical '

cooling system is used to keep the room under comfortable condi-
tions. o ¥ ' -

¢ .
[

,'-b) . Conventional design, where the'outd.'o‘or air is directly introduced

in the room. No mechanical cooling system is used. -

c) Mechanical cooling design, where the HVAC system controls the room
air temperature within given limits. \ ‘ ’

«

o

'
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South and three interfor walls. L,

o
Lo - . ..

\ >

j - ’ »

Cofnparing the design alternatives 2 and b, the cooling effect of_ :

the. Héﬂow Core Slab {s obtafned. _The HVAC system 1is “simulated for

providing the room air temperature wi thin the same 1imits as the hollow
core ggs'lgn. The cooHng Toad calculated for %he design a1ternat1ves
"c" represents the energy savings obtained by the Hollow Core Slab

design. K

FU

3

The ventilation ‘rate corresponds to feur afr changes per hour
*

during ‘?ccupat"lon. The simulations were berformed by the C(BS=MASS

and mday, with a daily tempera'ture,‘difference of 15°C,

A space at intermediate level in an office building is considered

~ (Table 5.2). The Honow Core Slab 1s approximated by two concrete

plates of 0 15 m thickness, which bound an afr space of 0.05" m.

5.1 CASE 1./omc£ SPACE 6.0 x 6.0 x 3.6 m, SOUTH FACING (FIG. 5:2)

The building block approach is used to isolate the orfentation

effect, by considering an office space with an exterior .wall facing

-
2

3
L4

The. air ventilation rate {s increased twelve times between 11:00

p.m. and 7:00 a.m., for cooling the buflding structure. .

}
—-

-t

¢

program ¥or Montreal on July 22, 1979 (Table 5.1),. which .was a sunn}
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iy
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/
S . / y
) /
. . / :
* } . “TABLE 5.1 /
. . //
Weather data in Montreal,. July 22,1979
S </
Hour Dry bulb Totgl cloud olar radiation ‘on
temperature , amount horizontal plane
(°c) -, (W/m?)
1 18.3 0.2 . '*
r4 18.3 0.1 N R
3 17.2 0.1 -
4 16.1 0.2 -
5 15.0. 0.2, - R
6 17.2 ' 0.2 e 11500
7 - 18.3 0.2 - 272.2
8 20.6 0.1 422.2 -
9 23.9 0.1 . 581.4
10 25,6 0.1 . 706.9 ~
11 26,7 0.2 . 805.8
12 28.3 . 0.2 . 858.1
13 1 28.9 ¢ /042 - 810.6
14 29,4 8.2 803.6
15- 30.0 0.5 727.8
16 29.4 * 0.4 .605.8
17 .28.3 0.4 ., 426.7
18 . 27.2 0.7 283.6
i »19 26.7 ! 0.9 ’ ’ ! 50:0
20 2.4 /- 0.6 : 2.2
21 21.7. 0.3 -
.22 23.3 1.0 -
23 22.8 . 1.0 -
24. \1;8.3 0.3
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fABLE’ 5.2

'Hain characteristics of office space where the
Hollow Core Slab design is applied

+

‘ Exterfor wall ¢« 0.10 m concrete
- . air cavity
0.10 m insulation
0.01 m gypsum board i

glazing-to-wall ratio 0.5 .
shading coefficient 0.5 <1

/ . ‘ window U-value 2.8 W/(m2°C) - '

Interior'wa11 0.01'm gypsum.board
' 0.02 {insulation
0.01 m gypsum board

' Q\\ Air infiltration - 1 ach ,

ol

6ccupancy 9:00 5.m. *o. 5:00 p.m.

r ~

Internal he;t'gaiﬁsﬂ people 10 W/m?
: light 20 W/m?

Air flow rate during the occupied hours corresponds to 4 ach.
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30m Case 1 -
6m
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30m
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{
_ Case 2 .
15m
\
N
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¢ 30m
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_ 30,“ Case‘3
- F
) y
30m
14

Fig. 5.2, Schema of office spaces used in the thermal analysis of the o
"Hollow Core Slab design. _ | o
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Figure 5.3 shows the.room air temperatyre for the Hollow Core Slab. = .

-

. S, .
‘design is Tower,- by about 3°C during the .occupation, than for the

- ’ ' -7 ‘ .
" ' conventional design. This is due to the following factors (Fig. 5.4-
’ 5.5): : ) o |
\ N \ {
- the flooband ceiling temperature 1s- lower by about 2 for the'w
s

Hoiiow Core Slab design than for the conventional design,

- the supply air is cooier by 5-6°C than the outdoor air.
L

g " The thermal confort Andex (Fig. 5.6) indicates that during the .

occupation the people feel well (-0.5 < PHV < 0.1), 'whe‘n the Hollow «

‘ i

‘ Core Slab design is applied while the conventional design will create

e
<

b too warm indoor conditions.

/.

\ . .
. The'HoHow Core Slab acts as a heat exchanger, cooling by day or

heating at 'n'ight the air which is circulated through 9t. The higher
- ventilation rate at nig‘ii‘t. the greater air temperature drop b} day fis
obtained (Fig. 5.7), -The maximum temperature d_ivfference between the
air entering and the air leaving the Hoiiow' Core Slab is betwen 3°'C .-
(ventilation rate is not increased at night) and 7°C (ventilation rate

is increased at nigh’t 18 t‘imes) 1f the ventilation rate is increased,

L]

no significant increase tn the temperature drop is obtained.

The hea_t storage capacity of %he ‘Hollow Core Slab is ‘proportional
with the daiiy temperatnre swing of the concrete piate. 'iihen the
ventilation rate is not increased a’t night. the temperature swing 1s

———

2. St for an average tenperature of 25. 3'c (Fig. 5.8). The increase - _
of the ventilation rate at Right bg.s to 18 times produces a

-
2

* -
+ 4
. Ed
- -
! V) . ‘ .
: .
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Indoor temperature (°C)

. 32.6
" 30.0
- 28.0

26.0

24.0
22.0
20.0
-"18.0

16.0

14.0

12.0.%;

“u
[ 2 w’(}&
- Loy

-180 - .

<¥

Time(hour)

-

&

' Fig. 5.3 Comparison between the Hollow Core Slab and the .

conventional ‘design. Case 1. -~



Temperature (°C)
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26
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20
18
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13 15 17

Time(hour)

Fig. 5.4 Thermal behavior of the Hollow Core Slab des}gnJ

Case 1.
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Fig.'5.5 Thermal behavior of the conventional design. Case. h.
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/// temperature swing of 4 - 4.7° C, for an average ' temperature of 20.7 to '
. 22.1°C.: Hence, the heat. storage capacity of the. Hollow Core Slab fis --

\ “increased by about 100 percent when the ventilation rate §s increased
. N / .

at pigﬁci - o S o L

° o

RN / . -

The 1ncrease of thé concrete p]ate thickness franjo 10 to 0.25 m

l

reduces the dai]y teﬁoerature swing from 6°C to 3°C, wh11e the average‘

:temperature is a17 ist unchanged (21\; 21,2°C) (Fige 5:9).

P . : The coo11?§ effect of the Hollow Core Slab design is obtained'as a
~e " difference beéween the cooling loads of the design alternatives "a" and
© . +. - "b", to keép the room air temperature at a.reference value (TREFjr
’ o ‘ / R C .
- t
: QHCS/ —-——1 T phe ROV rper) - e (RHCS - mmeF)) «
. :, |
—1 imc (TROONV | rgHCS,y (5.1)
. , (tz'tl)s tl
where ) .
QHCS - is the cooling effect of the Hollow Core Slab design
(W/m2),
tz-.t1 is the .occupancy duration,
’ S = Sf]oor +.Sce111n9. and

h - is the afr flow rate dur1ng_th$,occupation

The variation of the coofing effect versus the ventilation rate
. o Q )

and the thickness of the concrete plate {s presented in Figure 5.10.
‘ i ’ 4
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When-the ventilation rate is increased at night by 6 to 12 ,tiq'es, t'h‘e
thickness .does not 1nﬂuence the coqling effect. For tht structures
(< 0.15 m) the increase of the ventﬂation rate more than 12 times does
not affect the coo'Hng effect, whﬂe f{or heavy structures ( 0.20-0.30
m) t(we same 1increase will mod1fy the cooling effect by 260 percent,

t

from 3.8 \vl/m2 to 13.7 wW/m2.

The 1{ndex -PMV which definles the thermal behavior of the Hollow
Cdre Slab design 1s presented in Table 5.3 in terms of the ventﬂat1on
rate at night and the thickness of the concrete p'late. The tempera ture
swing of the room afr over 24 hours varies between 3.8 ;.o 7.9‘0, while
the variation over the -occupation {is between 1.6 .to- 4.3°C. - The

temperature swing of the Ho]low Core- STab over 24 hours varies between

1. 47 and 6,26°C. Considering the people wear typical’ office suits

(thermalx resistance of clothing 1s 1.0 clo), the highest- ventil ation)_

-rate will create discomfort during the first hours of occupetion.
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ry . et _ :;P‘
’ ~1$ﬁT£ 5.3 ' ’
Temperature variation (°C) and thermal comfort index, PHV for
HCS design. Casel
K]
.. Thickness (m)

Ventilation 0.1 © 015 0.2 0.3
* rate at - ‘

-night
x 1
DT room  océup 2.9 2.5 2.3 2.1
DT room day 4.4 4.1 3.9 3.8
DT HCS . 3.24 2.54 2.0 1.47
PMV (IC] = 007) -0:1,-.,,0;5 -0.2,00’0.4 ‘0.2,0.,003 "0-3|-o,0'1
X 6
DT room  occup 3.9 3.1 2.6 2.3
DT room day 6.6 5.9 8.5 5.2
DT HCS ’ 5.33 4.06 3.23 2.15
PMV (IC] = 0.7) -0.1,..,-1.0 "0.2,0"0.9 "0.3...,'0.8 F0.3...,'008?|
PMV (IC] = 1.0) “004'.009003' -003’003002 '0.3,-0.002 '0-3,..,Q.1
x 12 °
DT room  occup 4.2 3.3 2.8 2.4
DT room day 7.5 6.6 6.3 6.1
DT HCS 5.95 - 4.5 3.62 2.42
PMV (IC] = 0.7) "003,00,‘1.2 -0.4.00.-101 '0.5,.0.'101 '005...."1-0
PMV (IC] = 1400) -0.6'00,0'02 "0.5,"01’001 '0.5,.0,0 ‘004,.0’0
x 18
DT.room ofcup | - 4.3 . 3.4 1.6
DT room day 7.9 - 7 4.9
DT HCS 6.26 4,74 1.72
PMV (IC] = 007) -004,.0,-1.3 "0.5...."'1.2 '1.4’-.,"1.7
PMV (IC] = 100)’ ‘0.7,00 ’001 -0.6.,00|0 '005...""0-'1

DT room - maximum
‘DT HCS - maxidum
Icl - thermal

variation of the room air temperature
variation of the hollow core slab temperature
resistance of clothing

LY

-

P
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Frém the thermal <comfort point of view, the ventilation rate can be
increased at night up to 12 ' times, for thickness of concrete plate

greater than 0.15 m.

The heat storage capacity of the hollow core slab is given by the

following relation:

mecOTg, . . ‘
QST = —'g'"'__' =p 51 cp DTSH . - (5.2)
o
where . : _ .
hST - storage capacity (kd/m?)

Dfsw’ - temperature swing of the concrete plate (°C) ‘

P - thickness of the concrete plate (m)

ps CPp - dens'ity (kg/m®) and specific heat (kd/kg°C) of the concrete
plate -

Table 5.4 presents the heat storage capacity of the Hollow Core
Slab, for this particular case, in terms _of the ventilation rate at
night and the thickness of the concrete plate. The values are between
490 and 1090 kd/m?, ‘co;nparjng with the general value of 1200 kJ{m" :
indicated by Svenberg [23]. ' -

A 5
. -

’

The, analysis of the HVAC system shows cooling loads between 29\\2 ..
W/m? (for 24 hours operation) and 24.4 W/m2 (for 9 hours operation and
15 hours natural convective cooling). Hence, the Hollow c'or;e Slab

system provides savings of about 20 - 30 W/m2. !
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0
TABLE 5.4

Heat storage capacity of HCS (ki/m?). Case'1

1

4
N 1| 0.0m]| 0.5m| 0.20m| 0.30m"
m
x 1° | . 487 572 | 622 662
X 6 801 915 |a -970 969
'x12 { 8% 1014 | 1087 1091
$
Y % J
x 18 »l 940 1068 | 1063 . 775
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5.2 CASE 2. OFFICE SPACE 30.0; 15.0 x 3.6 m. SOUTH FACING (F16. 5.2)

r

The'air‘ ventilation rate 1is 1ncrb§sed three times between 23:00
p.m. and 7:00 a~.m. for cooling the building structure.

Figure 5 11 shows: the variation of the room air temperature for
the design alternative "a" (HCS) and "b"™ (conventional design). Due to

large glazing surfaces, the Hononat‘,ore Stab has smaner effect than in

L

the p'reéious case, the maximum room airn temperathrefbeing now 27°C,
/

whﬂe for t.he case #1 was about 24 C. However. the room. afr tempera-
+

ture for the honow core ?lab desfgn is lower by about 3°C than for the

conventional design. The floor and cefling tempePature 1s lower by
about 2°C for. the Hollow Core Slab design-4ghan for the conventiona
design (Ftg, 5.12 - 5.13). “

- .
" The thermal comfort fndex (Fig. 5.18) shows 'that during the
occupation, the pe‘ople‘feeI well - (40.5 < PMV < 0.3) because of applica-

tion of the Hollow Core Slab.

" The maximum temperature anp of the air Eirculating thr‘oug'h‘he
hollow core slab is between 3°C (ventilation r;ate is not 1ﬁi:reased at
Mght) and 7°% (ventilation rate f{s 1ncreased six times at night)
(Fig. 5.15). \ |

~ -~

. Figure 5.16 shows the coo11n9 effect of the Hollow Core Slad based '

on the comparison between the HCS des.tgn and the converrtiona‘l design.
4

{
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The modification of the thickness of concrete plate has a small effect.
while the increase of the ventﬂatmn rate at night by six times

chinges the cooling effect from Z W/m? to 8 W/m2,

The parameters defining the thermal behavior of the Hollow Core
Slab 'design/are presented ";n Table 5.5 in terms of the vent.ﬂaﬁon
rate, the thickness of the concrete plate and the shading’ coefficient
of glazing. The temperature svnng of the room air over the occupation
var;i\es Ebetwéen 2.3°C and 5.4°C, while the temperature swing of the
conc‘rete plate over 24 hours varies between ‘2.2§°C and 7.28°C. The

analysis of the thermal comfort index shows:

~
&

- 'People feel warm when the ventilation ratie is not increased at'

night (PMV > 0.5)

- _When the ventﬂatmn rate is increased three times at night
comfortab]e 1ndoor conditions are obtained in the space for the
shadmg coefficients 0.5 and 0.75, except for the case of thin
concrete plate (0.10 m) and SC*O!7S. For this case, the storage
capacity of the H‘oﬂgw Core Slab is not sufficient to cool the

room by day.

- When the ventilation rate 1is increased six times at night,
comfortable indoor conditions are obtained using concrete plate of

0.20 m (SC=0.5) and 0.15 m (SC=0.75).
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Q" Cowa TABLE 5.5 . e ?

Temperature variation (°C) and .thermal comfort index, PMV, for
HCS design. Case 2

™

- Tickness (m)
¥entilation 0.1 . 0.15 ) 0.2
rate at :
n‘lght ’ \ \:

x 1 ) N

SC = 0.5 )

DT room occup 3.4 2.7 2.3
DT HCS 3.76 2.8 : 2.25
PMV (IC] = 1.0) 0-1,9.,0.8 . 0.2,0-,0.6 0.1,--,0.6 \
x ¥ . '

SC = 0.5 S

DT room occup . 4.5 | - 3.4 2.7
DT HCS 5.83 4.21 3.29 J
pMV (IC] = 1-0) ‘0.4,.-,004 '0.3,.0,0-3 '00_3,.-,0.2

SC = 0.75 - y

OT room occup | 4.9 3.6 3
DT HCS  § 6.4 4.57 © 3.55
JMV (IC] = 1.0) '0.3,.-_,0-6 -0.2,-.,0.4 '0.2,00,0.3
X 6 R

SC = 0,5

oT room occup 5.1, 3.8 3.1
DT HCS 6.86 5.05 3.92
PMV (IC] = 100) '007’00,002 - ‘0 6’0-’0 1 -0-5,‘? ,0

SC = 0.75 .

0T room occup 5.4 4.2 3.3
DT HCS 7.28 .9.53 4.24
mv (IC1 = 100) “0.6’0-'.003 "0.5,0.’0.2 '0:5,00,0.1

DT room - maximum variation-of the room air temperature
DT HCS - maximum variation of the hollow core slab temperature
Ic1 - thermal resistance of clothing

SC - shading coefficient . \

&



vent{ona1 .design. The room air is warmer by about

02 -
2 \

: ’ * .
Table 5.6 presents the ‘heat Qorage capacity .of the Hollow Cpré

Slab in term§ of the ventilation rate a4t night and the-thickness of the
' »
chncrete plate. The values are between 560- and 1_.270 kJ/m2, comparing
with the general value of 1200 kJ/m? indicated by Svenberg [23].
; .

The comparison Setween the Hollow Core Slab design and the HVAC

»n

design shows ‘that the HCS system provides savings of Zbout 49 W/m2.

£

5.3 CASE 3: OFFICE SPACE 30.0 x 30.0 x-3.6 m (FIG. 5.2)

. 'Q:;\
The air ventilation rate 1is increased three times at night,

‘between 23:00 p.m, and 7:00 a.m. . Figure 5.17 shows the variation of

the "room air temperature for the Hollow Core S]ablgd/sign and the con-
0.5°C during the
occupation, than in the previous case. The floor and teiling tempera-

ture is lower by about 2°C for the Hof]ow Core Slab design than for the

conventional design (F‘Ig.' 5.18 - 5.19).

Thg thermal comfort index (Fig. 5.20) shows that during occupa-
tion, the people feel well (-0.4 < PMV<0.4), because of application of
the Hollow Core Slab. . ' )

Comparing the design alternatives "a" (HCS) and "'b" (conventional
design) it obtafns a cooling effect' of 4,9 W/m?, and the comparison
between the design alternatives "a" (HCS) and “"c" (HVAC) shows energy
savings of 42 W/m?. . |

P
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%
Heat storage capacity of HCS (kqhi). Case: 2 '
3 -

m 1 ~0.20m
x 1 SC=Q0.5 565 631 676
x 3

SC=0.5 876 949 988

SC=0.75 | . 961 1030 1066
X6 . oL .

SC=0.5 1030 1138 1178
-/ sc=0.75 | 1093 1246 1274
B N
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‘5.4 CONCLUSIONS - (\\

The analysis of these cases for that pdC£icu1ar sunny gﬁd warm day

16 Montreal shows:
\

The Hollow Core Slab design provides thermal comfort during the

océupanéy. The ventilation rate should be increased only three
times at night, to cool the structure®sufficiently to reduce the

cooling loads by day.

- The energy savings obtained by using the Hollow Core Slab system
are between 20 and 50 H/mz,_with respect to an HVAC system which

keeps the room air temperature within thehsame Timits,
~ 5 .= The cooling effect of  the Hol}ow Qgre S1ab with respect to the
conventional design is between 2 and 7 W/m®, for a thickness of

the concrete plate of 0.15 m.

~

. - The maximum temperature,ﬂ%ffengpce between—the air entering and
the air leaving the HCS is between 3 and .7 °C, during the occupa-
_tion. Hence, the temperature of the supply air does not pquﬁcé

uncomfortable 1ndqor conditions.

PS

-~ The Hollow Core Slab system should be integ?atéd with a predictive
~ control system, to assess the ventilation rate at night based on

the forecasting for the next day.

- . ©

———
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CHAPTER 6

-

" THERMAL ANALYSIS OF DESIGN ALTERNATIVES USING SOLARIA

6.1 ATTACHED UNHEATED SOLARIUM

The analysis is pe;-'formed for 1;|tennediate level room 6.0 x 6.0 x
3.6 m (Table 6.1) in a large office building in Montreal on December
‘ 25, 1979, 'whic‘:h was a sunny ‘and cold day (Table 6.2). An unheated
| attached solarium. is consideﬁéd (Fig. 6.1}). The office space is kept

rd

at 21 + 0.2°C by an HVAC system.
The variation of the air temperaturé in the solarium is analyzed,
and then the reduction of the heating foad of the office space fis

.calculated. 7

Figure 6.2 shows the variation of the air temperature for the

South facing solarium, when the common wall between the solar space and.

the office is either‘0.30 m brick or 0.10 m lightweight concrete.

When the night insulating shutters are not used (Up,, = UN;GHT)’
“the thicker wall which has a higher storage capacity will increase the
air temperature at fight by 2-3°C, while by day will reduce the peak

temperature by 2°C. The use of night insulating shutters, reducing t{e .

"U-valuev of glazing by 90 percent {(as an extreme case), has an important
effect on the temperature in solarium. The effect‘of the heat storage
in the common wall is more evident. The.0.30 m brick wall increases

the a‘r‘tenperatt:}r‘e by 3-5°C by day and by 5-7°C.at night.

g

=

m‘ﬁ
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TABLE 6.1

' Base case for the analysis of unheated attachefl7olariun

Intermediate level room .6x6x3.6m
Exterior wall \ South
0.10 m concrete, air cavity, 0.10 m
. insulation, 0.02 m gypsum board
glazing to wall ratio = 50%

e . : shading coefficient = 1

window U-value = 2,6 W/(m2°C)
night insulating shutters

Interior walls ) 0.10 m brick
“Floors ,° 0.15 m concrete

Air infiltration 1.0 ach

Room air temperature .~ 21 + 0.2°C

Adjacent rooms temperature 21T ~

Occupancy ) 9:00 a.m. to 6: 00 p.m.
Internal heat gains people = 10 W/m2

lights = 20 W/m?2

HVAC system on continuous operation o,

' . .
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TABLE 6.2

-—

Weather data in Montreal, 25 December 1979°

Hour Dry bulb Total cloud | Solar radiation on
temperature | ~amount horizontal plane
(c) (W/m2) {
1 ' - 809 0.8 -
2 ) "1006 007 -
3 -11.7 0.6 -
4 -12.2 0.4 -
5. -12.2 0.4 _ -
6 -12.8 0.3 -
7 -13.3 0.3 -
8 -13.9 0.2 5.8
’ 9 "13.3 0‘% 8205
10 -13.3 0.1 212.8
11 -13.3 0.2 30§.9
12 -12.8 0.1 375.6
13 -12.2 0.3. 370.8
14 -12.2 0.2 320.8
15 -1202 0.2 210.6 N
16 -13.3 0.3 87.2
1? "1303 0-3 508 .
18 -13.3 0.3 -
19 -12.8 0.5 -
20 -12.2 1.0 -
21 -11.7 1.0 -
22 -1107 100 -
23 - -11.1 1.0 -
24 - 506 1.0 -
\ <

o e
.
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Figure 6.3 ‘shows the effect of the solarium orientation and,of the

night insulating shutters on the air temperature for a common wall of

0.30 m brick. As expected, the. highest effect is obtained for South

o;"lentatj/on with a maximum difference of about 55°C bétween the
solarium temperature and the outdoor air temperature. The smallest.

. 0
effect is for North orientation with a maximum difference of 15°C.

The use of an unheated solarium attached on the exterior wall of
the office room reduces the heating load of the HVAC system, for this
particular day, by’ 60 (North) to 100 percent (South) (Table 6.3).

Moreover, the South facing office requires cooh'ng.
N {

ngures 6.4 - 6.6 show the variation of the heating load of the

office room, for cases without dnd with unheated attached solarium on

South, East and North walls.
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_ TABLE 6.3
Effect of solarium orientation on the daily total heating load (kWh) ~
SOUTH EAST NORTH |  WEST
2} ‘ L)
With -101.16 6.74 44,30 . 12.96
—_— —— “Sotariug
. : Without 85.0 ~ { - 103.1 107.88 103,99
/ Solarium
Difference 85.0 93.36 63.58 91.03
Savings 100 | - 93.5 58.9 87.5
% - '
LY wu 0y
-
¢ {
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6.2 CONCLUSTONS '
* The results of the thermal analysis show:

- The unheated solarium attached to an office room performs well on
a sunny and cold day in Montreal, reducing the heating load by 60
(North) to 100 percent (Sough). ]

- e heat storage effect in the common. wall increases when night

insulating shutters are used, which reduces the heat 1losses

¥
o

through glazing.
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UTILIZATION (l" DECISION MODELS UNDER UK:ERTAINTY FOR THE ANALYSIS OF
THERMAL BEHAVIOR OF BUILDINGS

»

7.1 DECISION MODELS UNDER UMCERTAINTY

s

Usually, the building energy analysis programs use the weather
data for a referenée year or for an average dSsign day to estimate the
building thermal 1loads, which imp'lies a deterministic re'lationship
between the weather data and the building loads. The high computiag

.time and cost of the use of the detailed energy analysis programs . ..

constrain the user.to l1imit his analysis to only ‘-one year, which could
be the average, the worst or the best year with respect to the weather
conditions. Hence, the effect of ”d'lffeﬁnt weather conditions are not

taken into consideration.’ ‘ . o

. )
As an alternative to the deterministic procedure, some statistical

* methods have been developed to predict the expected behavior of the

thermal systems under random condit{ons.

,.n {
Lameiro and Dufw employed a Markov chain to mode1 the weather

conditions (ambient temperature and solar radiation) and the long-term
performance of a’sol ar heating system. Anand et al. [93] developed an
algorithm to predict the performance of a solar cooling sy;iem, using a

synthet{c weather data developed on probab{listic manner.

Feth
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Tanthapanichakoon et al. [94] employed the H;nte-Car1o simulation
method to characterize the stochastic response of a solar heated and
cooled house. The deterministic model is transformed into a stochastic
mod@l'by using a random variable as a parameter. Haghighat et al. t95.
96] developed a stochastic method to handle uncertainty in the thermal
&naﬁysis of bu11d1ngs.‘t33ndomness is mpdeled as a Gaussian white nofise
- which provides the mean and standard deviation of varfables. Based on

"this information, the designer can select the sfze of HVAC systems with

o
[

different levels of confidence.

Q

A probabilfstic approach {is used in this research to analyze the
results from the computer simulatfon of the .thermal behavior of
bu11d1q!?. taking 1into consideration the uncertainties in predicting

the climate.

-

The use of the weather data for a typic;\ year does not take into
accoudt in appropriate manner the complex effect of combination of the
weather factors such as ambient temperature and solar radiatiﬁn. which
both have a random hourly variation, on the buflding thermal loads?
The building configuration and operation can act also as a filter
reducing the varfation of the thermal loads underﬁthe r;ndom climate,
some of the design alternatives being more -sensitive to the weather
variation.

»

, )
The evaluation method should compare and select, among a set of

design a\ternatfves, that one which performs better in terms of energy

consumption, under all possible weather conditions.

-~

A
7
,
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The use of models of degision theory f97,98.99] provides an
. : r

adequate frame for comparing the design alternatives of buildings, .in

order to decide which one is the best in terms of energy cansumption

yhen different weather conditions aré expected to occur.

Since meteorological stations "provide hourly weather data .from

Q

; previoua'ﬂfasurements usu¢11y over a long period of time. the designer

tan define the probability of occurrence of a particular weather condi-

.

tion by analyzing these long records. Then, the selection of ‘the best’
design'alternative is carried out by using decision models under risk,
which assume.?thgt the possible futures are uncerthin, but their

¢

probabflity of occurrence is knéwn.

When the weather data are available from measurements over a Short
period of time or when sensible modification 1in climate has beén
observed in tﬁ% past few years or is expected to occur, the designer
should be able té compare the effect of uncertain futures with unknown
probability of occurrence. This approach has been used in this

reseach. ¥

o~ .
A decision modeV under uncertainty includes the following compon-

ents:

1) Design a]ternative;, which are assumed to be mutually exclusive,
feasible and represent the total set of alternatives the decision
maker can consider, .

11) Po§sible states of nature or possible futures,\which corresgond,
to the weather conditions. It 15; assumed they are mutually

exclusive, the occurrence of a state is not inflyenced by 'the

alternative selected and the occurrence of a state is not known
. o
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with certainty by the decision maker, In this research the
meather condi#fons for several individual days in Montreal as
. ’ . . . . _
provided by the meteorological services [53], are considered as
5 .
- possible futures.
111) Consequences or outcomes of the design alternatives under various
0

states ofupatdfe, which in this research are the daily total

)
thermal load L or the energy savings E, and the thermal comfort

index PMV, The consequences of all desigh alternatives are
~3 .
obtained by computer simulation, using the CBS-MASS program.. The
interattions between dZiffﬁ alternatives, .possible states of,
nature and consequences are"displayed in the payoff matrix (Table
7.1). "
. | , ) .
* TABLE 7.1 .
. - N
_ Payoff matrix of the decision models
A 5
STATES OF NATURE
ALTERNATIVES ' *
N1 NZ T Nm \ ~
L ¢
A L1 Ly,2 L1m
PV | PV | o | BV
Az L1 La,2 L2.m
PMVZ,I PI"IVZ’2 cme- PMVZ’m
P 4
An Ln.l Ln.l Ln.m
PMV“’l PMVn.Z P"vn,m

: -
h«m

PENGN
ST A

«}
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1v) Objectives, which define the criteria to be used for selecting

the best design alterative. In this research thé follow{ng
objectives are considered:

~ minimum heating/cooling loads L,
- maximum energy savings E,. P
- thermal comfort within acceptable limits.

Systematic evaluation of all the alternatives toward the assumed
objectives. In this/research the evaluation is .performed-in a
two-step process: ' '
The aspiration level criterion [§7] is used to e1161nate those
. alternatives providing therma] discomfort (PMV ;> 0.5 or PMV&-O. 5)

s

or incrdasing the energy consumptioq:
The Hurwicz criterion [97] fis apSlied to the remaining aWerna-
tives, and the best a1tgrnat1ve design will respect the -following
condition: ’

m%n H1 -a) mgx‘L1j +Q m}n Lij} : (7.1)
wheri the best solution must minimize the thermal load, or

max {a max Egy + (1-0) m}n Eyql o (1L2)

when the best §61ution must maximize the energy savings,
where. .

2 is index of optimism

i - index of design altgrnat1ve
J - index of possible future
L1J - space load in the case of a]tgrnative
1, under future § \
' FiJa - energy savings in the case of alternative 1, under

-

future J
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The Hur&icz criterion considers that the degree of optimism of thé
decision maker varies between the extﬁeme pessimism and the extreme
optimism. In the\case of the extreme pessimism, the user assumes the
worst consequences (haximum thermal 1loads or minimum energy savings)
are obtained, and he selects that alternative which provides the most
advantageous outcome, that is Fhe minimum thermal load among maximum
'va1ue§ (minimax princ{p1e) or the maximum energy savings among the
minimum values (maxiﬁin principfe). In the case of the extreme

—

optimism, the user assumes the best consequences are obtained, and he
selects the most advantageous alternative, that is, the minimum thermal
load among the minimum values (minimin principle) or the maximum energy

savings among the maximum values (maximax principle).

. Any degree of ‘optimism of the decision maker is incorporated into
the evaluation process by defining an index of optimism g, which takes
values between 0 and 1. A value of g =0 denotes extreme pessimism and
the worst consequences are expected to occur, while a value of o = 1
denotes extremg optimism, that 1;, the best outcomes are expected. Ffor
a chosen 1ndex n the best design alternative ;hoqu respéct quation

" 7.1 0r 7.2.

a

A1l possible consequences for each alternative are in a range
bounded by the most optimistic and the most pessimistic outcomes. The
width of this range expresses- the sensitivity of the design alterna-

tives to the random weather conditions.

<
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In this research, decision models under ugcertainty are used to

analyze the effectiveness of the 1mp1€mentation of passive design

. alternatives to office buildings in Montreal. .

Those design. alternatives prov‘iding outcomes within 10 percent

from the absolute_minimum, 1in the case of ghermal loads, or from

. ) {
absolute maximum, in the case of energy savings, are selected as the

best solutions.

v

7.2 UTILIZATION OF DECISION MODELS UNDER UNCERTAINTY FOR THE ANALYSIS
(OF SOLRIA 7 , ..

The analysis 1s performed for South facing, intermediate 1level

room 1n a large office building in Montreal [100].

The 100 percent elimination parametrics procedure [101] is used to

-1d,ent1fy those parameter§ with a sign‘lf"lcént effect on thermal 1loads,

" and then to establish the most appropriate design alternatives. "The

daily thermal load is computed for a base case (Table 6.‘1) on December

25, 1979, to be 0.44 kwh/(m? day). Then, this thermal load is compared

to that of cases where a building parameter {is eliminated (Table 7.2).
. . ' Q

Since the solar radiation has an important effect on the thermal 1load,

providing 'va'riation of about 160 percent, several design alternatives .

are considered such as increase in the window size, increase in the
building mass, larger room temperature swing, better insulation of

windows or use of an attached unheated solarfum.

o

¥

°
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The fol/ldwj ng parameters'ar"e considered in the an‘alysis, for the

“two main categories of design alternatives:

i

) . N . * -
re

a. Conventional design ,
Windows - glaﬂzing'-_to ‘wall ratio: 0.5, 0.8, 0.9
- U-value: 1.3, 2.6 w/(m2C) .
- night {nsulating sﬁutters Veducing U-value by. 50 percent.
Interior mass - medium (380 kg/m2 f100r area) and heavy (510 kg/m?2

floor area) f{‘_/ \

- 0ffice air temperature - 21 + 0.2°C, 21 :\°C, 21\_4-_ 2°C, 22 + 2°C

b. Attached unheated solarium . . : _ : '
Windows - U-value: 2.6, 6.2 W/(m2°C) |
_ .= night insulating shutters reducing U-value by 50 percept
Interior mass - heavy (570 kg/m2 fl}oor area) and very hea&y (130
kg/m?)
'Offipe'airﬁt\gperature 21 + 0.2°C ‘ /

U

TABLE 7.2 I oy

1003 Elimfnation parametrics

’ ) ] Daﬂy load Di fference|
‘ (kwh/m2 day) (%)
Base case ' 0.44 --
No internal gain 0.7 __67.2
No solar radiation through windows 1.15 164.3
No conduction through glazing 0.15 65.0 .
No conduction through walls 0.31 ¥29.2 | 3 :
No air infiltration -0.72 263.7 o 2
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The weather condiiions for seventeen 1nd§v1dud] days in December
1979 in Montreal [53] are considered as possible futures with unknown
probability of occurrence. As shown in ?1gure 7.1, among those
possible futures are sunny and cold days (December'22 and 25), cloudy
and warm days (December 21 and 24) or a c]oudy\iqv/zold day (December
30). o : ¥

.
The initial set of design alternatives is reduced, by eliminating i

those providing thermal discomfort, and the remaining twenty
alternatives are pregented in Table 7.3, . The daily total heating ‘load
for these design alternatives, .under all possible futures,- are

presented in Table 7.4,

Then, fhe expected heating load for each alternative 1is calcula--
&~> " ted, considering five levels of optimism (@ = 0, 0.25, 0.50, 0.75, 1.0)
“(Table 7.5). . ‘

For optimism between 0 and 0.75 the besf design alternative is the
attached unheated solarium (A19), which reduces the heating load by 35

to 49 percent with respect to the best conventional design (Al-Al17),

For the most pesgimistic conditions- (@ = 0), this best convention-

al design has smallest and well insulated windows. For o = 0.25 to

0.75, the solution requires large well insulated windows. &

- .For the most optimistic conditions (a = 1), several solutions

provide small heating load (less than 2 th/day), but the attached

so1ar1um increases the cooling load.

i . ' L4
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. _ Fig. 7.1 Weather data - Montreal, December 1979. ot
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TABLE 7.3
Design alternatives
OFFICE U-glazing Night Window Interfor
AIR : shutter -vuses. mass
TEMP Wall
] (C) - (W/m2°C) .
yd 4
Conventfonal design <
1 21 + 0.2 2.60 N 0.50 Medium
2 21 % 0.2 2.60 Y. ; 0.50 Medium
3 21 ¥ 0.2 2.60 Y 0.80 Medium
4 21+1 2.60 Y-, 0.80 Medium
\ 5 21+ 1 2.60 Y., 0.8 Hedvy
V] 6 22F2 2.60 Y 0.80  Heavy
7 22+ 2 2.60 Y 0.50 Medfum
g gl ¥1 2.63 v 8.50 Medium
1¥%1 2.6 Y .50  Heavy -
10 2252  2.60 Y7 050 tes
11 21502 2.60 Y - 0.50 - Heavy
12 21 ¥ 0.2 2.60 Y 0.80 Heavy
13 21%1 1.30 N 0.80 Heavy
. 14 21 %1 . 7 '1.30 N 0.50 Heavy
15 22%2 1.30 N 0.50 Heavy
. 16 2272 1.30 N 0.80 , Heavy
- § 17 22%2 2.60 Y 0.99 Heavy
—_— -
Attached sunspace ,
18 21 +0.2 2.60 N "0.80 °  Heavy“
19 21%0.2 2.60 Y 0.80  Heavy
20 21 ¥ 0.2 2.60 Y 0.80 Very heavy
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TABLE 7.4
Daily total heating load (kiWh)
- fe
\ . } g ) .
N { DAY )
ALTERNATIVE
14 [ 15 16 | 17 18

Al 29.5 29.54 § 15.71 | 13.81, ,) 40.72

A2 25.79 } 27.03 § 13.57 9.29 36.82

A3 25.84 1.29.45 § 14.23 4,27 37.38

A4 19.52 § 23.35 ) 10.54 9.01 1.8

AS 20.56 § 23.96 § 10.61 4.53 30.22

- A6 20.56 § 23.96 10.61 0.58 30.22

A7 19.44 § 21.06 § 10.09 7.58 31.18

" A8 19.44 § 21+06 § 10,09 7.05 31.18

- A9 ‘ 20.35 § 21.58 | 10.16 8.36 29.67

Al10 20.35 § 21.58 § 10.16 8.36 29.67

All 25.09 § 26.18 § 13.8 10.62 34.05

Al2 25.18 §:28.5 | 14.51 1.82 34.81

Al3 17.78 § 21.05 § 10.03 7.92 26.53

Al4 18.57 ) 19.89 9.75 6.52 27.40

AlS 18.57 § 19.89 § 9.75 7.63 27.40
Al6 ] 17.78 ) 21.05 § 10.03 } 3.48 26.53 |
Al7 20,44 § 25.41 ] 10.89 6.56 1 30.41 § -

Al8 10.7 13.22 § ' 5.7 7.81  § 16.66

Al9 6.9 10.65 } 4.5 16.29 | 12.16

AZO\ 2.35 14.27 6.15 } 17.22 15.07

Y
. B ~ 4

.t
)
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. TABLE 7.4 (continued) . ° ‘
a \. - . , {
N \) '} 4 v '.‘ -
.y - — =~
S » " ~
: ALTERNATIVE - .
19 20° 21. [ 22 [ 23
_ AL 42.64 ) 41.07 ) 26.25 ) 21.61 | 40.52
. A2 38081 | 37.3 | 22.65 | 16.57 | 36.37 ) S o~
A3 38.49 ) 40.38 ) 24.64 | 1.17 | 34,1 :
) M °] 33.01) 34.17 ) 18.58 ) 5.36 | 25:74
. AS 30.99 } 33.38 | 19.66 | 4.0 ~| 27.62
Rt AS 30.99 ] 33.38 ) 19.66 } 0.11 ) 27.62
A7 033,37 ) 31.25 | 16.93 | 14.55{ T 30.95-\
A8 33.37 ) 31.25 ) 16.93 } 14.55 “h 30.95
- . » A9 31.08 § 30.5 | 17.98 } 14.4 |\28.95
o . A10 31.08 § 30.5 | 17.98 | 14.4 | 28.95
Do AlL 35.76 | 35.3 4 22.75 | 16.24 .59 -
) A12 35.77 | 38.3¢) 24.61 } "0.37 | 32.08
Al3 .27.18 ) 29.76 ) 17.65 ) 8.15 | 24.53) . .
. \ A Al "28.71 | 28.27°) 16.78 } 11.98 | 26.59
; \ AlS '28.71 } 28.27 | 16.78 rua 26.59
NE Al6 27.18 | 29.76 } 17.65 3.12 | 24153 .
e Al7 30.66-] 35.27 | 20.66 | 7.96 | 26.79 | <,
o . A18 17.09 § 20.19 } 10.94 | 9.07 | 8.48
- i - Al9 12,0 ) 17.21 ) 8.28 P21.89 | 1.82
A20 15.2 | 21.7 | 10.93 } 21.81 { 2.77
Y . s .
[~ ‘
. i q-' ¢ } : -— -
" N ) > L .
. */y\\ . " , ' . )
: \\‘ ' . . 3
'R ) \ - Q r» '
o ‘ ) . s Vi \-’- —_—
. N A (( '
‘, TN
» / ‘ .
Loy T / ) TN ) .
. ' ‘ . 'oey . . /
o v = ' ‘ )
m e - / * . .
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TABLE 7.4 (continued)

.’ 01
. DAY
4 ALTERNATIVE 2
24 25 26 27 28 29 30
- .
Al . 25.58 | 20.52 } 36.95/ 44.91 | 22.04 } 33.76 | 51.7
A2 - 25.42 | 15.72 § 33.5 40.71 § 17.61 | 29.89 | 47.93
A3 27.27 0.06 | 36.39%) 40.81 2.98 | 29.92 | 51.6
A4 - 22.27 4.98 | 30.74 | 35.26 1.87 § 24.19 ) 45.8
AS 21.51 1.72 § 29.98 } 33.75 0.74 § 23.7 42.69
A6 21.51 1.37 § 29.98.) 33.76 2.75 § 23.7 42.69
A7 20.14 § 12.24 § 27.85 | 35.49 | 13.18 | 24.92 § 41.97
» A8 20.14 § 12.24 §.27.85 35.4&[ 13.18 | 24.92 | 41.97
A9 19.78 § 13.67 ) 27.39 § 33.6Z7 | 14.02 '} 23.58 | 39.96
' _A10 19.78 § 13.67 § 27.39 ) 33.62 | 14.02 | 23.58 | 39.96
S All 23.88 | 15.53 |} 31.82 § 37.95 } 16.19 | 27.78 | 43.94
A12 25.92 0.77 § 34.48 | 38.27 | 3.08 } 27.86 | 47.45
A13 19.65 6.46 § 26.78 | 29.36 | 4.04 | 21.41 | 38.93
Al4 18.75 § 11.59 | 25.49 ) 30.95 } 11.19 | 22.16 } 37.19
- A15 18.#5 § 12.15 § 25.49 ) 30.95 § 12.52 | 22.16 | 37.19
Al6 19.65 2.26 | 26.78 ] 29.36 | 1.56 } 21.41 } 38.93"
Al7 22.53 5.91 ) 31.61 § 33.86 | 4.49 23.62 | 44.8
Al8 12.66 7.25 § 17.59 | 18.83 J 5.33 | 12.19 } 26.73
Al19 - 10.26 § 18.24 | 14.76 | 13.37 } 13.97 7.55 ) 23.16
» A20 13.65 | 18.51 | 18.91 | 15.74 | 28.43 | 45.44 | 56.31
A
~ - \ ] . ' .
v . .
s
)
- . ‘ N\ )
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TABLE 7.5 -
Heating load (ki) vs. index of optimism
DESIGN INDEX OF OPTIMISM
ALTERNATIVE
0 0.26 | 0.50| 0.75] 1.0
Al 51.70 | 42.23 | 32.76 | 23.28 | 13.81
A2 47.93 | 38.27 | 28.61 | 18.95 | 9.29
“A3 §1.60 { 38.71 | 25.83 | 12.95{ 0.06.
A4 45.80 | 34.82 | 23.84 | 12.85 | 1.87
* AS 42.69 | 32.20 | 21.72 | 11.23 | 0.74
A6 42.69 | 32.04 | 21.40 | 10.76 | 0.11
A7 41.97 } 33.37 | 24.76 | 16.16 | 7.55
A8 41.97 1 33.24 | 24.51 | 1578 | 7.05
A9 39.96 | 32.06 | 24.16 | 16.26 |- 8.36
A10 39.96 | 32.06 | 24.16 | 16.26 | 8.36
All 43.94 | 35.61 | 27.28 | 18.95 | 10.62
A12 47.45 { 35.68 | 23.91 | 12.14 | 0.3
Al3 38.93 | 30.21 | 21.49 | 12.76 | 4.04
Al4 37.19 | 29.52 | 21.86 | 14.19 | 6.52.
Al5 37.19 | 29.80 |- 22.41 | 15.02 | 7.63
Al16 38.93 '} 29.59 | 20.25 | 10.90 | 1.56
Al17 44.80 | 34.72 | 24.65 | 14.57 | 4.49
Al8 26.73 | 21.38 | 16.03 | 10.68 | 5.33
Al19. 23.16||117.82|[|12.49(] 7.15(|] 1.82
- A20 56.31 ) 42.93 | 29.54 | 16.16 | 2.77
) -
<&

e



x
PV - U

- 236 -

4 LY
. »
N R . t
. a

The sensitivity of the design altermatives to the random weather

conditions is expressed as the difference between the heating loads for
- . . \_ﬁ .
the extreme pessimism (@ = 0) and for the extreme optimism (a = 1).

'The design alternatives Al18 and A19, using \the attached unheated
so‘laﬂum, are less sensitive (variation -of about 21 kWh) than the
conventfonal design alteratives Al to Ai’7, where the heating 'loads vary
by 30 to 51 kih. '

) ' v

B
N

Consequently, the best design alternative {s the attached unheated

“solarium (A19) which not only requires less energy for heating, but

] |
also s less sensitive to the weather variations.
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7.3 UTILIZATION G" MCISIM MODELS UNDER UNCERTAINTY FOR THE THERHAI.
AIALYSIS OF HOLLOW CORE SLABS

Py
the analysis {s performed for intermediate levef space in a large:

office building in Montreal (ng. 5.2, case 3 and Table 5.2).

The following parameters are considered in the analysis:

i) Thickness of the concrete plate - 0.10, 0.15, 0.20 m with an air:

space of 0.05 m.

e )

i1) Ventilation rate at night - unchﬁnged. increased twice, four

times and efght times.

$11) Schedule for night operation: 1:00 - 5:00 a.m.
| 1:00 - 7:00 a.m, ,

b .
-

The corresponding Jesign alternatives are presented in Table 7.6.

3

The weather conditions‘for several individual days in July 1979 in
Mont real [53] are sel;cted as possible futures with unknown'probabflity

of occurrence. As shown in Table 7.7, among the possible futurei are

" sunny days with large temperature swing of 13-15°C (July 26 and 22),

and cloudy days with small temperature swing of ’159.5-9.4'(2 (July 1 and

9). The maximum outdoor air temperature of the selected days 1s

<7
between 27 and 31°C.
2 ?
\
&

§

-
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~ - TABLE . 7.6

o ‘:gesig(n al ternatives -

A

ALTERNATIVE

Thick -
(m)

Yentilation

rate

Night /
operation

AAl

Al

A2
A3
A4

0.1

X

1

1:00 - 5:00 a.m.

AA2

A5
A6
A7
A8

0.15

o

> > > X

1:00

5:00 a.m,

AA3

"A9
Al0
All
Al12

0.20

0 &N »’ xR N - D N+

1:00

5:00 a.m.

AA4

Al3
Al4
Al5
Al6

-~ 0.1

1:00

7;00 a.m.

AAS

AL7
A18
A19
A20

0.15

1:00 - 7:00 a.m.

AAS

A21
A22
A23
A24

0.20

¢ ¢ X > > > X > > > X 3 >C D€ > o >

O N r [« W SN o O £ N

1:00

7:00 a.m.
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TABLE 7.7
Weather conditions for the selected days in July 1979 ’ {

DAY TMAX TMIN DT CLDM

1o | oo | e
July 1| 27.80 23.30_ 4,50 | 0.80
July § 28.90 15.60 13.30 | 0.80

‘ ) w ”
Jly 7 | 27.20 | 17.80 | "9.30 | 0.40
July*9 28.30 | -18.90 9,40 '| 0.60

[ I Kt
July 22 | 30.00 15.00 15.00 | 0.30
| wiy 23| 30.00 20.00 10,00 | 0.60
“~ July 26 | 31.10 17.80 13.30 | 0.30

-
!
o i
. \‘ 4
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In the first step, for each design alternative AA is selected that ..

alternative A which provides thermal comfort in room (-0.5 §’PMV< 0.5)
at minimum ventilation rate at rfight (Table 7.8).. \

In the second step, an HVAC system 1s considered to maintain the
room air temperature during the day at 25 #+ 1°C, with no )hoﬂow core
slab. DOuring the night, the mechanical cooling system is shutoff and

the outdoor air is circulated through the space, to cool the building.

1

The estimation of -the electrical energy consumption of the meachanicaﬂ‘

cooUng system is bgsed on the daily total cooling load, as provided by’
the CéS-MASS program, énd for a Coefficient of Performance (COP) equal
to three (Table 7.9).‘ This represents the energy saving which is
obtained by using the hol‘low core slab system instead of the HVAC
system, to keep the room éthi‘n comfortable conditions. However, the
electrical consumption for fan, which is proportional with the pressure
Voss through the hollow core slab, should be reduced from this value to

obtain the ‘net saving (Tables 7.9 - 7.10).

N

The desfgn alternative AAl is dropped from the payoff matrix
(Table 7.9) since for one possible future (July 23) an increase of the
energy consumption is obtained ratherhthan savings (aspiration Tlevel

criterion). In this case, a high ventilation rate at night was

required,-since the minimum outdoor temperature was not low enough to .

cool the building structure. This increases the electrical consumption

for fan, which 'becbmés greater than the energy savings due to the

. . application of the Hollow Core Slab system. !

SN
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TABLE 7.9

Energy savings (kWh)

ALTERNATIVE JuLY
1{. 5 7 9 22 23 ]. 26}
A .
ARL )
©* flec | 214.6 | 20b.5 | 198.9 | 209 | 189.5 | 210.2 | 195.1
Fan 0.6 f0.6] 0.6} 45.8) 6.2 | 460.4 | 45.8
save | 214.0 | 1$9.9 | 198.3 | 163.2.| 183.7 | -250.2 | 149.3
AA2 .
Elec | 226.8 | 198.9 | 205.0 | 226.4 | 185.2 | 222.5 | 182.0
Fan “0.6f 06} 06§ 6.2} 6.2) 458§ 45.8
Save | 226.2 | '198.3 | 204.4 | 220.2 | 179.0 | 176.7 § 136.2
AA3 |
Elec | 225.9 | 195.2 | 203.4 | 235.0 | 228.2 | 218.4 | 219.1
Fan 0.6§ 06) 06| 0.6] 0.6} 458§ 6.2
Save | 225.3 | 194.6 | 202.8 | 234.4 | 227.6 | 172.6 | 212.9
AA4 . ‘
Elec | 195.4 | 185.4 | 177.7 | 191.9 | 180.7 | 199.7 | 177.2
Fan 0.8} 08§ 0.8] 64.1] 8.7} 641§ 64.1
Save |'194.6 | 184.6 | 176.9 | 127.8 | 172.0 | 135.6 | 113.1
ARS ‘ N A
Elec | 205.5 | 183.9 | 181.7 | 204.4 | 174.8 | 196.5 f 196.6 ')
Fan 0.8) 08§ 08§ 87| 87| 641§ 8.
Save | 204.7 ) 183.1 | 180.9 | 195.7 | 166.1 | 132.4 | 187.
ARG
Flec | 202.9 1 171.9 | 176.3 | 212.6 | 202.0 | 205.7 | 191.1
Fan -| 0.8} 0.8} 0.8} 0.8} 0.8 8.7} 8.7
Save | 202.1 | 171.1 | 175.5 | 211.8 | 201.2 | 197.0 | 182.4
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TABLE 7.10

Fan electrical consumption

Ventilation rate at night

° x1 _ x2 x4 x8
. Air flow 3.70 }. 7.30 | 14.70 | 29.30
) (m3/s) : .
] velocity 1.2) 2.5 4.9 9.8
(m/s) T 4]

Pressure 15.00 | 75.00 | 255.00 | 1200.00

loss .

- - . (Pa)

Roughness 1.50 | 1.62 .| 1.75| 1.87

coeff :

Corre::;h 22.50 | 121.50 | 446.30 | 2244.00

pressure

loss
(Pa)

- | Electrical , ‘
consumption y ’
. (kih) /\

t=5 h 0.
0

.20 | 45.80 | 460.40
t=7 h 70

64.10 | 644.60

[--X-,]
°

‘o ‘s P
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=
A‘ TABLE 7.11
Energy savings (kWh) vs. index of optimism
INDEX OF OPTIMISM
DESIGN ;
ALTERNAT IVE 0 0.25 0.5 . 0.75 1
AA2 136,20 | 158.70 181.20] | |203.70| | {226.20
AA3 4172.60{ | |188.00 203.50} [*{219.00 234.50
AA4 113.10 | 133.50 | "153.90 | 174.30 194.60
AAS 132.40 | 150.50 168.60 | 186.70 204.70 |.
/7{- AA6 171.10{ | ]181,30 191.50| |"|201.70 211.80
V4
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Then, the energy savings for each design alternative AA are
calculated, considering five levels of optimismaq = 0. 0.25, 0.50, 0.75
, ! L}
and 1.0.

x A ~

For optimism between 0.0 and 0.25, the best design alternatives

use thick concrete plates of 0.20 m (AA3 and AA6). The durat;on of
night ‘operation has small effect‘ on energy savings, of abouf 10
percent. For optimism between 0.50 and 1.0, the best design alterna-
tives use concrete plates“qf 0.15 - 0.20 m."" for night operation of five '
hours (AA2 and AA3), and concrete plate of 0.20 m for night operation

of seven hours (AA6).

; .
The difference between the energy savings for extreme optimism

(o = 1) and extreme pessimism (Q C\O) shows that the desigﬁ alternative
AA6 is less sensitive (variation -of about 40 kWh 1in energy savings)
‘than the alternatives AA2 and AA3 (variation between 61 and 81 kWh), to

the climate variations.
: —_

-

7.4 CONCLUSIONS

<

The analysis of the thermal behavior of attached solaria and holow
core slabs in a large office building in Montreal, under different

weather conditions with unknown probability of occurrence shows:

1) The attached unheated solarium with South orientation reduces the.
heating load of the space by 35: to 40 percent, with respect to the

best con;'entional design.
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The thick hollou core slab pr’cvides the 'u'n-gest energy savings
with respect to HYAC systems, for optmisa between 0 and 0.50.
The night operation of only five hours can coo! the building
structure to keep the “space wi thin coufortqble conditions without
HVAC system. 1f the best weather conditions are expected.‘tbe'

‘design alternatives can use thinner core slabs for night \oper'ation
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CHAPTER 8 .
C_.—-——' ‘ \
., smewry o ORIGINAL . CONTRIBUT IONS
The original contributions can'be summarized as follows:
t
LY ’

[}

, 1) The modification of the existing softwareor the implementation

| “of new algorithms, as required by this \esearch is very-c}Wfa
' fcult, 1f not 1|;|possib1e task, dle to the (nteraal structure of
t‘hese programs. Hence, a research oriented prog‘rgfn with modul 'aré
structure was developed, which ahowsﬁthe' researcher to butld a
cg!eﬁ‘for a p‘articumr probjém, using the available modu!es.y'?m
1ibrary and by adding new modules. Due to this structure, diff-

erent design alternatives were analyzed by {ncorporating the

correspor;ding modules Ynto the 1ibrary (Chapter 3){ s

-

* 11) The CBS=MASS computer program allows the researcher to assess the
1{nk between the thermal behavior of bufldings and the thermal

| comfort, which is not possible with other programs (Chapter 3).-

1§1) HNew mathema'icﬂ models were developed and incorporated into the
program to simulate (Chapter 3):
- heat ¢transfer through hoHo« core slabs, air cavity walls and

- 1qterior walls , . , o

) a exterfor shading devices.

{v) The aithors of the buﬂding'energy. .;qalysis programs usuany'
emphasize the capabilities of their programs, but provide no
- information about their ac'curacy. Moreover, there 1s no standar:

dii'ed validation procedure for energy analysis. prog;ns and each
' »

.-
’ N * ' L

. Ch
N
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author has his own understanding of this process. In this

i research, the validation wef the CBS-MASS computer program was

- performed agajnst analytical solutfons for particular heat trans-

\, fer problems and by comparing the results of CBS-MASS, BLAST‘ and
) frl\RP programs. The results 1ndf§:ate 'that'tr\te basic heat_transfer' ‘

5 'phe.no’men‘a occurring in buildings are well simulated by CBS-MASS

| program (Chapter 4). e . )

f_iv) The thermal analysis of the design alternatives which use a
i Y ’

"dynamic approach” of the heat storage in the building mass

v e

attached solaria in winter for reducing the heating “loads) was

performed for 1large office buildings 1n Montreal, and shows
1mpo;'tant energy savings can be obtafned by using these desigh

solutions (Chapter S and 6).

vi) Usually, the building energy analysis programs use the weather

data for a reference year to estimate the building thermal

g
-

loads. Instead of using the'deterministic relationship between
the weather data and the building load, as implicitly defined. by

this procedure, a’' probabilistic approach _was used in this

s

research, to take 1{nto consideration the unc*rtamties in
predicting the climate (Chapter 7).
A

~

vit) The research contributes to the advance in the knowledge’of the

S

1

design of energy-responsive buildings and enable professionals
. ) Ly
(architects and engineers) to provide better design solutions

~

which reduce the energy consumptio{. using the h®at storage
effect in the buildind mass. o

(hollow core slab in summer for reducing the cooling ‘loads, and -

at
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CHAPTER 9

RECOMMENDATIONS FOR FURTHER RESEARCH

Further research into the following directions are of interest:

if

1)

1)

1v5

- phase change materia{s.

Transfer of the CBS-MASS program from Perkin-Elmer minicomputer
to IBM-AT microcomputer. Development of a user-friendly pre-
processor, using the OMNI-SCREEN so?tware, to aid users 1in
defining the buflding and in selecting the appropriate modules
from the library. Develppment of a post-processor, using fhe

META-WINDOW software, to display gthe-simulation results.

Development of new modules to be incorporated in library such as:

- solar calculations, which allow the user to analyze the effect
of different mathematical models,

- solution of phe system of simultaneous linear eguations,

- heat transfer,through wall using the Conduction Transfer Func-
tions, which will allow to compare the results pfovided by this
method against the numerical solution, |

- non-diffuse glazing,

I

Modification of the program to analyze a succession. of several
!

-different days.

*»

-

Analysis of the thermal behavior of ‘buildings taking into

consideration the uncerthintié§ in estimating te thermal

L

properties of existing walls d4nd the accuracy of mathematical

wmodels.

-
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MATHEMATICAL MODEL OF EXTERIOR SHADING DEVICES

- N

. The shape of tﬁf shaded area on the window depends on the location of
poiqzvf/§fig. 1 . -2 X —_
- N
- ( . ~
L o " . g
Fig. 1 ~Coordinates of point A '
- T - . . N

sJﬁe coordinates of point A are defined as follows (Fig. 2).

AC = MC tan g l . Y (1)“ .
MC = d cos al “ ' 2) oo
' . - b . ‘
then - AC = d tan § cos al (3) ’
“The proJection on the plane normal to the window éives;
¢ « d tan gl cos al (4) ’ ' o
. COSs vy ' -
/ BC = d sin al : ’ T - (5) AN
! " then LY , K
AB = 4. (tan sl cos al' + sinql)  (6)
- . °COS ¥y
. ° . ’ ' '
On horizontal plane: =~ ‘ . g }‘
BO =d tany ‘ om é.w’
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