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ABSTRACT

Trellis-Based Iterative Decoding of Block Codes for Satellite
ATM

Usa Vilaipornsawai

In power-limited channels such as satellite links, error control codes are needed to
provide high performance at very low Signal-to-Noise Ratios (SNRs). Turbo Codes
or concatenated codes with iterative decoding, can achieve a performance very close
to the Shannon limit. They are the most powerful codes known so far and are con-

sidered for use in various applications.

In this thesis, we present the turbo codes using Reed-Muller (RM) codes as their
component codes, and where the decoding method used is the trellis-based iterative
Maximum A posteriori Probability (MAP) algorithm which provides an optimal
performance. We aim to apply our turbo coding scheme to Asynchronous Transfer
Mode (ATM) applications in Digital Video Broadcast - Return Channel via Satel-
lite (DVB-RCS). Therefore, the shortened versions of ordinary RM-turbo codes are
proposed. In some cases, the shortened codes demonstrate Unequal Error Protec-
tion (UEP) property. The UEP codes are suitable for ATM applications since in an
ATM cell, the cell-header is more important than its payload and requires a higher

protection level.

As well, we investigate the effect of phase offset on the shortened RM-turbo code

performance with Quadrature Phase Shift Keying (QPSK) modulation scheme and



the effect of preamble size used to recover carrier phase due to the problem of syn-
chronization which is usually raised in practical systems. Moreover, in an iterative
MAP decoding scheme, the channel SNR is essential in the calculation of the MAP
soft-outputs. Hence, the effect of channel SNR mismatch on the performance of RM-
turbo codes is explored. It is shown in this thesis that our proposed turbo coding
schemes are suitable for satellite ATM application. First, it is because we use a block
code as component code which is suitable for the fixed size of an ATM cell. Second,
it provides good performance with special features such as UEP property. Third, it
can tolerate channel SNR mismatch to a satisfactory level i.e. in a range from -2
to 6 dB channel SNR mismatch which is typical of available estimation algorithms.
Fourth, a byproduct of shortening the RM-turbo code, we can send the shortened

zeros as the preamble bits and can easily use them to recover carrier phase.
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Chapter 1

Introduction

1.1 Introduction

In this era, distance cannot prevent people from communicating in any part of
the world. Nowadays, activities such as talking on the phone with your family in
Asia, using electronic mail to keep in touch with friends, ordering a book through
internet, watching live soccer game in England via satellite video broad-casting and
even having tele-surgery and tele-conference are very normal. Those activities are
the results of the development of communication systems that provide cost-effective,

reliable and high speed data transfer. In addition, this era is the time for digital

Information Source Channel
Source Encoder Encoder Modulator
Noisy
Channel
Information Source Channel
Sink Decoder Decoder Demodulator

Figure 1.1: Digital communication system



signals rather than analog signals because they are superior in many ways. They
can be regenerated at intermediate points along long-distance transmissions so noise
can be removed at each point. This is in contrast to analog signals where noise is
amplified along with the signal when the transmitted signal is amplified along the
way. Moreover, the redundancy in digital data can be eliminated whereas in analog
signal there is high redundancy. Furthermore, the implementation of a digital system

is often cheaper than that of an analog system.

Figure 1.1 shows a typical digital communication system. An information source
could either be a human being or a machine and it produces a source signal. There
are two kinds of source signals, one is an analog signal, for example, an audio/video
signal and the other is a digital signal such as a data stream from a computer. In
digital communications, we can assume that all signals are in digital form because
the analog data can be converted to digital data by using Analog to Digital Converter
(ADC). First the digital signal is processed at the source encoder which eliminates
the redundancy in the signal in order to represent data with the smallest number
of bits where perfect (or acceptable) reconstruction can be achieved. We shall call
the output data from the source encoder the information sequence. The information
sequence is then encoded by a channel encoder where the controlled redundancy, the
so-called “parity” is added. The output obtained from the encoding process is the
coded sequence and it provides the error detecting and/or error correcting capability
to the coded system. Following that modulation maps each symbol of the discrete
coded sequence to a corresponding signal waveform that is more suitable for physical
channels such as the terrestrial radio, telephone line, satellite link, etc where noise

corrupts the signal.

At the receiver end, the demodulator processes the corrupted waveform and pro-
vides the estimated digital coded sequence. Then the sequence is passed to the

channel decoder where it provides the estimated information sequence whose errors



are detected and/or corrected . After that the source decoder takes the estimated
information sequence and uses the knowledge from the source encoder to reconstruct
the original signal and passes on the data which may be converted back to analog

signal by using Digital to Analog Converter (DAC) to an information sink (the user).

In this thesis, we focus on the channel coding. Channel coding provides protection
to information resulting in higher reliability of a transmission system. Channel cod-
ing reduces transmitted power where we can consider this power saving in terms of
coding gain which is the lesser amount of Signal to Noise Ratio (SNR) required to
achieve the same Bit Error Rate (BER) compared to an uncoded system. The SNR
is in terms of % where, E, is energy per information bit and N, is the one-sided
noise power spectral density. Since coding gain provides the reduction in transmitted
power, a low cost system can be established. Therefore, a powerful coding scheme
is sought to achieve such a coding gain. Nevertheless, the selection of the coding
scheme for specific system depends on some constraints and requirements such as
channel environment, complexity, performance, speed, bandwidth etc. For example,
at the same code rate and decoding complexity, the convolutional code outperforms
the Reed-Solomon (RS) code at low —%, region (< 4.5 dB) with moderate perfor-
mance (BER down to about 107°) while the RS code obtains better performance at
higher % It other words, convolutional codes should be used for poor channels with
some intermediate reliability and RS code should be used for less severe channels
with very high performance. Also, a RS code copes well with burst error, whereas a
convolutional code which has soft decision decoding algorithm performs well at low
SNRs. However, convolutional codes cannot tolerate burst errors and even causes
burst errors themself. Hence, the applications of RS codes are usually on bursty
channels such as multi-path fading channels, Compact Disc (CD), Magnetic disks,
etc., whereas, convolutional codes have impact on power-limited channels in which

the SNR required is very low such as in satellite links or deep space applications.



Later on a combination taking the advantages of both codes was introduced. It is
the concatenation of a RS code and a convolutional code. The code is constructed by
using a RS code as an outer code and a convolutional code as the inner code, where
the information is first encoded by the RS encoder and then fed to the convolutional
encoder. The decoding process is in the reverse order. The received sequence is
decoded by the soft decision decoding algorithm in the convolutional decoder and
then decoded by an algebraic RS decoder to clean up the residual errors. Because
of its good performance, concatenated codes [2] are widely used instead of convo-
lutional codes in many applications such as in deep space, satellite and wireless

communications.

The concatenated coding schemes were the dominant channel coding schemes until
the most powerful codes were developed by Berrou, Glavieux and Thitimajshima [3].
They are called Turbo Codes, concatenated convolutional codes with iterative Maz-
imum A Posteriori Probability (MAP) decoding algorithm, where the performance
is very close to the channel capacity. Turbo Codes kept all coding theorists busy
since the time they were introduced and they are considered to be used instead of
many existing schemes for the applications where good performance with very low

SNR is required.

There are two main groups of turbo codes. One of them is the Convolutional Turbo
Code (CTC) and the other is Block Turbo Code (BTC). The difference between them
is the component code used. The CTCs use convolutional codes as their component
codes, in contrast to the BTCs which use block codes as the component code. This
chapter contains the basic concept of turbo codes, some literature reviews in the

area of CTCs and BTCs, the objectives, the contributions and scope of the thesis.
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Figure 1.2: Turbo codes (a). Turbo encoder (b} Turbo decoder

1.2 Basic Cohcept of Turbo Codes

The main ingredients of a two-dimensional turbo code, with straight forward gener-
alization for multi-dimensional codes, are two elementary encoders, one interleaver
and two Soft-Input Soft-Output (SISO) decoders. The elementary codes can be
either convolutional or block codes and the turbo code can be parallel or serial con-
catenated code. In this section we will explain the general idea of Turbo coding
by giving an example of a parallel concatenated code, the details of a serial can be

found in the next chapter.

In the parallel turbo encoder shown in Figure 1.2 (a), the information is encoded

twice by two systematic encoders where the inputs of the encoders are the original

[$)]



information and its interleaved version. Each encoder produces a code sequence con-
sisting of information and parity subsequences whereas in a turbo coded sequence,
only one information part will be sent along with the two parity parts from two
encoders because the other information portion is completely redundant. The de-
coding scheme shown in Figure 1.2 (b) is the iterative decoding of two SISO decoders
where each of them accepts soft-input and produces extrinsic information and ex-
changes it between them in an iterative decoding process. In the final decoding step,
hard decision on information is provided based on the soft-output information. It is
important to note that a deinterleaver and an interleaver are needed before the first
and second SISO decoders, respectively, corresponding to the elementary encoder 1

and 2 which operate over non-interleaved and interleaved information.

In order to explain turbo coding concept in an easy way, an analogy 1s presented.
Suppose there is an object that is observed by two people from different views and
the description of the object is given by each person. The description is then passed
on to another pair of people, each of them getting one of the descriptions. The
discussion process starts (at the receiving end) to find out what the object has been.
Each analyzes his/her data and provides the information in his/her view to the
other. The discussion will go on until a consensus is reached and a final decision is
made. In comparing this example with turbo coding, we can think of the first pair
people as the two encoders, an object as the information sequence and the other
two people as the two SISO decoders. Whereas the information gathered from the
other angle could be considered as the same information obtained after interleaving
and the discussion process as the iterative decoding. Actually this concept is not
new for human communication, but it is, for machines because now we can make

machines that communicate or talk to each other in order to share information.



1.3 Literature Review of Convolution Turbo Codes.

Since the invention of Turbo Codes, there have been many publications which relate
to this topic. In this section, we will cite some papers presented on Convolution

Turbo Codes.

The interleaver is an important feature behind the achievement of the turbo code
performance because it produces long block length leading to large distance, it
scrambiles input data for the second elementary encoder resulting in more diversity
information so that the iterative decoding can be used. An interleaver also influ-
ences the distance spectrum of turbo codes and the termination of the trellises. It
is known that performance of a code depends on the weight distribution of the code
and at high SNRs the code words with minimum distance affect the error probability
of the code [6]. Since the component encoders are recursive, the problem of trellis
termination arises, however, it can Ee eliminated by properly designing interleaver
as presented in [7]-[10]. In addition, in [10] and [11], the interleaver is designed to
increase minimum distance by breaking short length input patterns which are likely

to generate low weight code words

So far, no tight bounds at low SNRs has been found for turbo codes. Fortunately,
in this region, simulation can be conducted easily, as compared to high SNRs where
simulation is highly computation intensive which makes analytical performance eval-
uation crucial. In performance analysis, the weight distribution of the code is needed,
however, the weight distribution is hard to find because the encoder is recursive.
Therefore, the average weight function independent of interleaver type is introduced
in [12], [13] and the average upper bound of turbo code performance on an AWGN
channel is analyzed. The analysis is later extended on a Rayleigh fading channel in

[14].

|



In typical modern communication, a receiver consists of a series of subsystems. For
example, a cascade of antenna array, equalizer, multi-user detector, channel decoder
and source decoder. Before the idea of SISO and iterative technique was proposed,
hard information was passed on from one subsystem to another and each subsystem
was optimized independently. However, after the idea of passing soft information
in an iterative fashion was realized, the combination of the subsystems to acnieve a
better overall performance was introduced. These include the combination of turbo
coding with source coding [15], and with an equalizer [16], [17]. The application of
turbo code on the transmit and receive diversity, space time codes is presented in

18], [19]-

In a band limited channel like a telephone line, trellis-coded modulation (TCM) is
used because high coding gain can be obtained without any loses in bandwidth.
Once again turbo code is applied instead of convolution code to obtain high spectral
efficiency. This idea was first introduced in [20] and has been investigated more in
[21], [22]. In addition, some applications of turbo codes and their variations are

found in [10], [23]-[26] .

1.4 Literature Review of Block Turbo Codes.

Along with the development of the CTCs, the concept of iterative decoding was
also applied to block codes. Two different Soft-Input Soft-Output (SISO) decoding
methods for BTCs are the trellis-based algorithm [31] and the Augmented List De-
coding algorithm [27]. Therefore, we will classify our literature review on the topic

of BTCs into two parts as follows:



1.4.1 Trellis-Based Algorithm

In trellis-based algorithm, which is based on the Bahl-Cocke-Jelinek-Raviv (BCJR)
algorithm [3], the state sequence of discrete-time finite state Markov process in
memoryless channel is estimated, and such a process can be represented by a trellis
diagram. Both convolutional and block code have a trellis diagram representation.
Lodge et al. [28] presented the separable MAP-filters approach for decoding the
multi-dimensional product codes and extended to concatenated convolutional codes
with interleaver where the extrinsic information, called refinement factors, is passed
from one decoding process to another through an iterative process. This paper was
one year before the introduction of Turbo Code by Berrou et al. [3]. It was also
presented at the same conference [29] that Berrou et al. presented their famous
paper, which means that BTC was developed even before CTC. In [30], the MAP
decoding algorithm in log domain was developed. Then, Hagenauer et al. [31]
presented a clear concept and solid mathemati;:al framework for iterative decoding
of both convolutional and linear block codes for MAP algorithm and its variants.
For linear block codes, the MAP decoding algorithm can be performed using either
the trellis of a code or the trellis of its dual, where the decoding complexity can
be reduced if the dual code trellis is used when n — & < k where n and & are
the code length and the information length, respectively. Moreover, the stopping
criterion using cross-entropy is investigated for sake of reducing complexity. The
use of BTCs in a concatenated scheme was presented by Y. Liu and S. Lin in [32]
using Reed-Solomon code as the outer code and Hamming turbo product code as
the inner code. Also, the new stopping criterion is proposed and applied to inner
iterative decoding and the effect of parallel and serial decoding of turbo decoder is
investigated and it is shown that the parallel one outperforms the serial one. In
addition, in [33] Y. Liu et al. propose the trellis-based MAP decoding algorithm
based on the sectionalized trellis of linear block codes. An optimal sectionalized

trellis is considered the best trellis under some conditions such as minimizing the



number of multiplication operations. In this paper the optimal sectionalization of
Reed-Muller (RM) codes are found. The analysis of computational complexity and
storage space are investigated. It is important to note that the permutation of
encoding sequence is essential for the technique of bidirectional decoding algorithm
that computes the backward and forward recursion simultaneously resulting in delay
reduction. Also the parallel MAP decoding algorithm is considered for RM codes by
decomposing the trellis structure into identically parallel sub-trellises without cross
connections among them and without exceeding the maximum state complexity of
the trellis. By doing this , the decoding delay is reduced and the decoding process

is speeded up making it suitable for hardware implementation.

1.4.2 Augmented List Decoding

In this turbo decoding category, a list of candidate code words are produced with
different methods such as the Chase-II algorithm [4] used in [34], the Pseudo-
Maximum-Likelihood (PLM) algorithm used in [40] and the Fang-Battail-Buda-
Algorithm (FBBA) used in [27]. List decoding is soft decision decoding of linear
block codes because the list of candidate code words are provided rather than just

one alternative.

Pyndiah and his co-authors published a series of papers [34]-[38]. They used product
code or a serial concatenation of block codes with a block interleaver using SISG
decoder based on modified Chase algorithm. The main idea of this algorithm is to
reduce number of the reviewed code words in a set of highly possible code words
by using channel information. First, the set of error patterns, E is produced based
on the reliability of received sequence, then the set of test patterns, T is generated,
where T =+ R, 7 €T, @ c E and 7 is the hard decision vector of a
received sequence. Each test pattern is decoded by an algebraic decoder and the

set of candidate code words is generated. The decision is the code word with the
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highest correlation with received sequence among the candidate code words. The
soft-output of a given bit is calculated from received vector, the decision code word
and the completing code word or the higher correlation among code word in the
candidate set with bit at a given position is different from the bit at that position

of decision code word.

The performance of BTCs using BCH codes as their component codes over a Gaus-
sian channel was presented in [34]. The results show the attractiveness of BTCs for
the applications that require very good performance with high code rate R > 0.8.
The extension of this paper is presented in [35] with results for both AWGN and
Rayleigh channels. It is shown that more than 98% of channel capacity can be
achieved with a high code rate. A further investigation using Reed-Solomon codes
as component codes was presented in [36] with an attempt to apply BT C to data

storage applications.

The most significant drawback of turbo decoder is its complexity; thus, [37] presents
the methods of reducing complexity of turbo product code by reducing the number
of test patterns and using the previous decision code word as the competing code
word for the next iteration. Results show that the complexity is reduced almost a
factor of ten compared to [34] with a performance degradation of 0.7 dB. In [39] fast
Chase algorithm is proposed by ordering test patterns before feeding to algebraic
decoder in such a way that the operations in syndrome and metric calculation are
reduced without performance degradation. Some recent improvements on the BTC
in performance and implementation matters are presented in [38], [41] and [42]. The
application of block turbo codes in wireless packet transmission is presented in [43],
[27]. In [43], the PLM algorithm is used, whereas in [27] the FBBA algorithm is
applied and Unequal Error Protection (UEP) property of Generalized Turbo Product
Code (GTPC) is also introduced.

11



1.5 The Objectives

The main objectives of this thesis is to develop the alternatives to the current base-
line coding scheme used for the satellite ATM in Digital Video Broadcast - Return
Channel via Satellite (DVB-RCS). Moreover, the sensitivity of the developed coding

schemes to channel impairments is also our focus.

1.6 The Main Contributions of Thesis

1. Development of block turbo coding schemes having Reed-Muller (RM) codes
as their component codes, suitable for ATM transmission over wireless and

satellite links. This includes DVB-RCS.

9. Performance evaluation of the developed coding schemes over AWGN and

Rayleigh-fading channels using trellis-based iterative MAP decoding.

3. Design of shortened RM-turbo codes with different shortening patterns fitting
into satellite ATM. In some cases, the shortened versions of Turbo-RM codes
obtain Unequal Error Protection (UEP) property. This property is suitable
for connection-oriented networks such as ATM network because cell-header
contains routing information, flow control information, etc., and is more im-

portant than its payload.

4. Investigation of the effect of channel impairments including channel SNR mis-
match and phase offset on the performance of shortened RM turbo codes using
QPSK modulation scheme as well as the effect of preamble size used to esti-

mate carrier phase.

1.7 The Scope of Thesis

This thesis is organized as follows:



Chapter 2 provides a brief introduction to error control coding. The code construc-
tion and detail of two classical codes: the linear block code and convolutional code
are discussed. Also the details of new class of code, “Turbo Codes” is presented,

particulary, in parallel and serial turbo encoder and decoder.

Chapter 3 contains the construction of a RM code and its minimal trellis using
Massey algorithm. The Maximum-Likelihood (ML) or the Viterbi decoding for
linear block code is discussed. It also includes the example of how to construct and
draw trellis of RM (8,4) with the simulation results for both hard and soft decision
decoding. Finally, the performance of the concatenated code with Reed-Solomon
(RS) (73,57) and the RM (8,4) inner codes as opposed to the existing system which

uses Convolutional rate of % as an inner code is shown.

Chapter 4 covers the topics related to RM turbo code, including the encoder and the
iterative M AP decoder of a two-dimensional linear block code, particularly for the
RM-turbo codes. The simulation results of the RM turbo codes both in Gaussian

and Rayleigh-fading channels are presented.

Chapter 5 presents the shortened RM turbo code proposed for use in cell-based
transmission. First, an overview of ATM networks is presented. Then the design of
shortened RM-turbo codes with different shortened patterns is presented because in
order to fit turbo-RM code in an ATM cell, the codes must be shortened. Finally,
simulation results of different shortened RM-turbo codes are shown as well as the

performance of different regions of the shortened patterns is presented.

Chapter 6 contains the investigation of the effect of channel impairments including
the channel SNR mismatch and phase offset as well as the effect of preamble size

used to recover carrier phase.

13



Chapter 7 presents the conclusion of the results and suggestions for future research.
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Chapter 2

Background of Error Control Coding

2.1 Introduction

The two classical theorems in information theory proven by Shannon were published

in his famous paper “A Mathematical Theory of Communication” [1].

The first theorem, the source coding theorem, is concerned with the compression
of the source information. According to this theorem, the smallest number of bits

required to represent a given source without any loss is its entropy.

The second theorem, the channel coding theorem, shows that in a communication
channel, the error-free transmission or communication with an arbitrarily low bit
error rate can be achieved, as long as the data is transmitted using a error correcting
code at a rate less than the channel capacity. It was contrary to the general belief at
that time that there was no way that information could be passed through a noisy
channel without error. The concept of channel coding is to add redundancy, in a
controlled manner, to protect information when it is sent through a noisy channel

for reliability.



In this thesis, channel coding is our subject of interest. A brief preview of the two
basic classes of codes used in communication systems for error control coding, block
and convolution codes [44], [45] is presented. Also a new class of code called Turbo
Code will be discussed. We start with the discussion of the overall concept of turbo
codes and some mathematical background used in decoding algorithm, followed by

the idea of parallel and serial turbo encoders and decoders.

2.2 Linear Block Codes

An (n, k) block code over the Galois Field , GF(g)'where g is a prime number,
consists of M = ¢* code words of length n with components taking values from
GF(q). The code can be thought of as a k-dimensional subspace of the n-dimensional

space. The ratio of £ is called code rate.

A block code has linear property when linear combination of any two code words is
another code word where the operations are done i.e., modulo-¢g. Here, we consider
only binary linear block code, i.e., ¢ = 2 is assumed. In this case, linearity property

implies that the modulo-2 sum of any two code words is another code word.

A linear block code can be constructed from a matrix, G with k£ rows as the bases
of code words for the (n, k) code C. We call this matrix, a generator matrix. A
linear block code, @ = (cg, €1, --.; Cn—1) Obtained from the input message sequence

of length k, 7 = (mo, my, ..., mx_) over GF(2) is given as,
T =mxG (2.1)

where G is the £ x n generator matrix with % linearly independent code words as

its rows and the multiplication is performed over GF(2).

1Galois Field ¢ is the finite field of the integer modulo ¢
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The code is considered to be systematic when the generator matrix is of the form
G= [[,;P] (2.2)

where Ix is a k x k identity matrix and P is a k£ x (n — k) parity matrix.

The systematic code of the input sequence 77 generated by G contains information
bits located as the first & bits of the code words. The advantage of a systematic code
is that at the decoder, the first & bits are simply the estimation of the &£ information
bits. No attempt is needed to recover information bits from a code word. In a
systematic code, the code word bits are given by

Cc; = (23)

k
> =1 Pjimy k

IA
IA
3
|
p—

However, it is not necessary that the positions of the information bits be at the first &
bits. They can be at other coordinates. The generator matrix used to construct code
word where we can specify information positions is considered to be in systematic

form.

2.3 Convolutional Codes

The concept of a convolutional code is different from that of a block code. A con-
tinuous data sequence is considered rather than fized block information. A con-
volutional code with rate % is described. The portion of &£ bits in information
sequence is fed to an encoder using linear shift registers where n-bit output or code
word is provided. First, a continuous data sequence M which can be demulti-

plexed in to k subsequences M = (méi), m(li), mg), - m,(,i), ) , 1=0,2,..., k-1,

is fed to convolutional encoder. The encoder produces n subsequences UV) =



(ugj),ugj),ugj), ...,ugj), ) , 7=0,2,..,,n— 1. The output subsequences are multi-
plexed to obtain the code word & = (ugo), ugl), - u(()""l), - u(lo), u&l), - u(ln-l), )
The convolutional encoder consists of & shift registers for each input subsequence.
For 1 < i < k, the #*® shift register has length {; which is also the number of memory

elements. The total memory in the encoder is

k—1
L=>1 (2.4)

=0

The memory order is defined as the maximum number of memory elements in an

input register and given by
v = ma:roskk_ll«; (25)

Constraint length is defined as the number of bits in an output subsequence which

are affected from any input bit. The constraint length of a code is given by
K=1+wv (2.6)

A set of parameters (n, &, v) is usually used to specify a convolutional code with rate

f and memory order v. The generator matrix of a convolutional code is

Go Gy Gy -+ Gy
G G cce Gv_ G‘u
G — 8] 1 1 (2.7)
GO e Gv—'.?. Gv—l G‘u

where Gg and G, are non zero sub-matrixes and the sub-matrix, G; , for0 < ¢ < v
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is given by

(0) 0 0 |
Go.,i g§.,i) T gr(z—l,i
(1) (1) (L
Go.i 9ii <o 21,4
Gi — (f,z ):,1 ' gn. 1,2 (28)
(k—1) (k-1 k—1)
| J0.: 9ri Yo 91(1—1,1' ]

Where gﬁ,ﬁgmm is an element in the generator sequence g&) = (gc(,fﬁ?o, gf,zgl..., gom,

which is the impulse response obtained at output out by applying a single 1 at input
in followed by zeros. The convolutional code word, © = (¢, 1, .-, Cn—1) generated

from message sequence 77 and generator matrix G is given by
T=mMxG (2.9)

The st* output code word at time p for 0 < s < n and p > 0 is given by

k-1 k—1 k-1
& =3 mP gD +> " mP g+ -+ D> mil g (2.10)

2.4 Turbo Codes

In general, a turbo encoder can be considered as a two- or multi- step encoder. It
is the machine to construct either parallel or serial concatenated codes with inter-
leavers. This encoding technique provides a diversity of information which will be

useful for iterative decoding scheme.

For a turbo decoder, the important element is the Soft-Input Soft-Output (SISO)
decoder where the soft-outputs are obtained from the Log-Likelihood-Ratio (LLR)

of a posteriori probability which we will discuss below.
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2.4.1 Log-likelihood Ratio of A Posteriori Probability

Let the null element of GF(2) with element {+1, —1} be -1. The natural logarithm

is used through out for the formulae in this thesis.

The log-likelihood ratio (LLR) of a binary random variable X, Lx(z) is defined as

Px(l' = +1)

Pa=—D) (2.11)

Lx(z) = log

Where Px(z) is the probability that the random variable X takes on the value
z € {+1,—1}. When the (n, k) systematic code is sent through a Gaussian channel,
the log-likelihood ratio of bit z condition on the received bit y at the detector is

given by,

Plz=+1]y)
P(z=-1]y)
— o ply|z=+1) Pz =+1)
N ’g(p<y|x=—1) P<x=—1>)

Liz|y) = log

— I e(-msw=a)?) +lo P(z = +1)
= 9 By PPz = -1)

where L. = 4 -a- £ is called the reliability value of the channel, a is the fading

attenuation whereas for Gaussian channel a equals one and fo is the channel SNR
estimated at the receiver. The L(z | y) is a posteriori log-likelihood ratio or the
soft output which is the combination of LLR of channel measurement and of priori
probability. We consider a memoryless channel. The soft output of bit zx, L(Zk)
is a posteriori log-likelihood ratio of a bit zx conditioned on the received sequence,

7, L(zx | 7) which is given below
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P(l‘k =+1 [ ?
Plzp=-1|7
p(? I T = +1) . P(l‘k =+1)
=l <p(? |z ==1) P(ze = —1))
plyk |z =+1) 7 Plyilze =+1) Plzx =+1)
‘o9 (p(yk [ze=-1) 11 )

L(Zx) = log

)
)

plyi | ze = —1) Plze = -1)

=1tk

Py | 2 = +1)> o ply | ze = +1) (P(zk = +1))
= lo +lo +log | ——— 2
7 (p(yk | zx = —1) A i=1,i#k p(yi | 7 = —1) J P(zy = —1)

= L¢-yk + Le(Zk) + L(zk) (2.13)

where L, = 4 - ;{33,—; The estimated soft-output of the information bit z; consists of
three terms which are the direct estimate of this bit obtained from the channel i.e.
the channel value, L. - yx, the extrinsic information given to this bit from other bits
in the code word, L.(Zx) and a priort value, L(zx) which equals zero at the first
iteration because at first it is assumed that the information bits have equal a priori
probabilities. A priori value, L(z,) and received sequence, 7 are input to MAP
decoder where it provides the soft output of bit z,, which consists of three terms as

follows,

e The channel value, L. - ¥, which depends on the received bit y,, and channel

reliability L..

e The extrinsic information L.(Z,,), that is the extra information obtained from

all other coded bits except z,, .

e A priori value L(z,,) that is the a priori log-likelihood ratio of bit z,,. At first
iteration, we assume that bit z,, has equal probability to be +1 or -1, so that

L(z,) =0.
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Figure 2.1: Structure of a turbo encoder.

2.4.2 Parallel Turbo Code

2.4.2.1 Encoder

In a two-dimensional parallel turbo encoder, information bits are encoded twice by

using the original information and its interleaved version supplied to elementary en-

coder 1 and 2 respectively. In order to give credit to Berrou et al., the example of the

original turbo code, the parallel convolution concatenated code, is presented. Fig-

ure 2.1 shows the turbo encoder consisting two Recursive Systematic Convolutional

(RSC) encoders, RSC1 and RSC2, respectively. The information and its scrambled
L

version are encoded by RSC1 and RSC2. The over all code rate is 3, however, higher

code rate can be obtained by puncturing some of its parity bits.

The RSC encoder is chosen to be an elementary encoder because of its system-
atic form which provides clear estimation on information bits for MAP decoding.
Furthermore, the recursive encoder provides high weight parity or a infinite impulse
response (IIR) even though the low weight information is encoded. Figure 2.2 shows
RSC encoder for a rate 1/2 convolutional code with constraint length K and memory
v = K — 1. The RSC is specified by two code generators G; = {g1;} and G2 = {g2:}
which is usually represented in octal form. One is used for forward encoding and
the other is used for feedback encoding. The output at time j , X; = (z5;,Zp;)

consists of the systematic bit, z,; and the parity bit, z,;. Where systematic and



Xs

Xp

Figure 2.2: Example of Recursive Systematic Convolutional (RSC) en-
coder withv=2,R=1/2and G, =7,Goa=3

parity bits are given by

Is,j = Clj (214)

Tpj = Zg2ibj—i g2 =0,1 (2.15)
i=0
Since the code is recursive, the input to the shift register is no longer the information
input but the recursive irput b; which is given by

v

bj =a; + Zgliaj—l (2.16)

=1

Assume the Gaussian channel with BPSK modulation, the input to the decoder or

output of the receiver filter are Y = (y, ;, ¥p;) With

Ysj = (2z5; — 1) + 1 (2.17)
o oY |

yprj = (QIPJ - 1) + nprj

where, n,; and np; are two independent white Gaussian noise with zero mean and

variance NT" We consider just a memoryless channel in this thesis.
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Figure 2.3: Parallel iterative decoder

2.4.2.2 Decoder

Figure 2.3 shows the parallel iterative decoding of a turbo code. The received parity
sequence Y}, is demultiplexed to Y7, and Y3, which are the received patity subse-
quences for DEC1 and DEC2 repectively. DEC1 performs MAP decoding on the
received information, Y;, the received parity sequence, Y1, and the a prior: value,
L(a) where the a priori value L(a) = 0 at first decoding step and then DECl pro-
vides the extrinsic information, L.;(@). Similarly, the interleaved version of the noise
corrupting sequence as well as a priori value obtained from DEC1 are fed into the
MAP decoder, DEC2 where it provides the extrinsic value, L.s(@). Keep in mind
that DEC1 and DEC2 operate over non-interleaved and interleaved versions of the
received sequence respectively. Thus, the input of DEC1 have to be de-interleaved
if it is needed before being fed to the decoder. On the other hand, the inverse op-
eration is applied to the input of DEC2. The soft-output provided by DEC1 and

DEC?2 for ax at iteration ¢t > 1 is given by the relation,

LP(ax) = Le -y + LS D(ax) + LY (ax)

L (ar) = Le - ye + L (@) + L8 (ax)
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Figure 2.5: Serial iterative decoder
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For the final iteration the decision is obtained from the sign of de-interleaved soft-

output of DEC2.

2.4.3 Serial Turbo Code

2.4.3.1 Encoder

Figure 2.4 shows a sertal turbo encoder consisting of systematic outer and inner
encoders. The information data is encoded by an outer encoder where the output is
a coded sequence. Then the sequence is scrambled by an interleaver and fed to an

inner encoder.

2.4.3.2 Decoder

The difference of the serial turbo decoder from the parallel turbo decoder is that the
LLRs of both information and code symbols are calculated, not only the LLRs of
information symbols. Figure 2.5 shows the serial turbo decoders where the L denotes
LLR and the subscript e denotes the extrinsic information and the subscripts 7 and

o denote the input to and output from a SISO decoder respectively.
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Each SISO decoder can provide extrinsic and soft-output values for both informa-
tion and code symbols. At the first iteration, the inner received symbols are fed to
the inner decoder, i.e., Inner DEC, where the soft-output of the information part
of an inner code, Leo(:g), is obtained and de-interleaved, which is then input to the
Outer DEC as a priori value, Lei(g) for the code symbols of outer code. The Outer
DEC processes the outer received symbols with the a priori value and introduces
the extrinsic information of the code symbols of outer code Leo(g) which are inter-
leaved and fed back to the Inner DEC as the priori value. At the last iteration
the soft-output of the information symbols L,(a) are calculated at the Outer DEC
and the sign of the soft values is the final decision. More details on how to ob-
tain soft output is divided into two cases for convolutional and block turbo codes.
The trellis-based decoding is used for convolutional turbo codes where more on this
matter can be found in [3], [31]. Whereas for block turbo codes, the decoding is

separated into two main approaches. Omne is based on list decoding and the other

is based on the trellis-based decoding. Our emphasis is on the latter and we will

discuss it in Chapter 4.

2.5 Conclusion

In this chapter, the basic classes of error correcting code, including block and con-
volutional codes, were described. In block code, both the input and output are of
the fixed-size sequence. On the contrary, continuous data is used in convolutional
codes. A code is constructed by multiplying the block input or sequence of data

with a generator matrix.

Furthermore, the new class of concatenated codes called “Turbo Code” was pre-
sented. At the encoder, the two systematic encoders are used with interleaver be-
tween them to provide parallel or serial concatenated codes. The corresponding

iterative VIAP decoding scheme of parallel and serial concatenated codes are also
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presented. The iterative decoding scheme used at the decoder is a real novelty be-
cause there are two MAP decoders where the extrinsic information obtained from
decoding process is exchanged between them to improve the overall performance of

the code.



Chapter 3

Reed-Muller Codes

3.1 Introduction

In this chapter, the Reed-Muller (RM) codes are discussed. We present their defini-
tion, properties, the trellis-based Mazimum Likelihood (ML) decoding used and its
application. Since we will use trellis-based decoding, the minimal trellis construction

of linear block codes is also presented. The chapter is organized as follows:

In the second section, the definition and properties of the Reed-Muller codes are
presented. In the third section, we present the definitions related to the trellis
diagram of block codes. Then the construction of a trellis diagram of a linear block
code using Massey algorithm is discussed. In particular, the construction of trellis
diagram of a RM code is presented. The trellis-based Maximum Likelihood (ML)
decoding or Viterbi decoding with soft-input is presented in section 4. In additica,
the simulation result of RM (8,4) using ML decoding is shown. The performance
analysis of the concatenated code with RS (73,57) and RM (8,4) as outer and inner
codes, respectively is discussed. The performance comparison of this coding scheme
with the concatenated code of the same outer code and the convolutional inner code

with rate of $ and constraint length, K = 7 which is usually used in satellite ATM
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is shown 1in Section 5.

3.2 Reed-Muller Codes.

Reed-Muller codes can be defined in terms of boolean functions. In order to define
codes of length n = 2, we need m basis vectors o7, 73, ..., U which take the values
0 or 1 with 2™ in length. Let V = (%7, 73,..., U) range over V™, the set of all

binary m — tuples in increasing or decreasing order. Let @ - b be the boolean

—

. — .
product of vector @ and b where @ = (a1,4as,...,@n), b = (b1, b2,...,0,) and " is

AND operation.

? - —5} = ((11 - bl,ag - b?_, veey Qp ° bn\ (31)

’

For simplicity, - is denoted bv @b. The vector obtained from a boolean product
of [ vectors is said to be a polynomial of degree [. Boolean function, f(?) =
f(o7, 92, ..., T), is defined as any function that takes on values 0 or 1 from the AND
operation of its arguments. The following are the definitions and code parameters

of RM code.

Definition 1: Let 0 < r < m, the binary Reed-Muller code R(r, m) of order r and
length 2™ consists of the vectors 7} associated with all Boolean functions f, that

are polynomials of degree less than or equal to r in m variables.

Code parameters :

e The code length, n is 2™.

e The dimension or message length, k& of R(r, m) is defined as:

m m m



e The minimum distance, dpy;, of R(r,m) is 2™ 7.

The generator matrix, G of R(r, m) with order r and length 2™ consists of vectors

with polynomial degree less than or equal to r and can be constructed as follows:

_-_——-— degree 0

-—— - degree 1

S EPETI
Um—-1Um

Um—2Um

G = ) - > degree 2 (3.3)

U102

Um—r+1Um—r+2 "~ " Um
—-———> degreer

)
7

Um—rUm—r+2"""Um

>
VLUy - - - Uy

In an example of R(2,4), the 4 basis vectors of length 16 where the 16 columns
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represent the 4 binary tuples in increasing order and they are given by

7w = 0000000011111 111
W =00001111000011T171 (3.4
% =00110011001100T11
7w =0101010101010101

A generator matrix for this code is constructed from vectors obtained from all

boolean functions of 4 basis vectors with polynomial degree less than or equal to 2.
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The dimension of the code, & equals 11 because the constraint of the code; the degree

of polynomial of all boolean functions have to be less than or equal to 2.
k=11=1+ | (3.6)

The code which is generated by the generator matrix constructed above is not in

a systematic form. However, the RM code is a linear block code, so the generator
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matrix can be modified by using linear operations on its rows to make it a systematic-

like code. We will describe this in the next section.

For simplicity, as it is common to describe a code with parameters n and k, we will

use the notation RM(n, k) instead of R(r, m) in this thesis.

3.3 Minimal Trellis for Linear Block Codes

In [46], the trellis diagram construction and the Maximum-Likelihood (ML) decoding
of block codes were presented. One obvious factor that determines the complexity
of a treilis-based decoder for a block code is the structure of its trellis (the number
of states and branches). However, it has been found that there are many trellis
representations for a given block code. Thus, one way to reduce the complexity of
the decoder is to seek the “Minimal Trellis” which means the best-trellis represen-
tation in the sense of having the smallest number of states and branches than any
other trellis-representations. Recently, there has been a lot of attention on the trellis
structure of block codes [47]-[50]. As it is stated in [47], different trellis representa-
tions are obtained from different orderings (permutatings) of symbol positions of any
given block code. Up to now, the problem of finding minimal trellis of a block code
attained by any permutation has not been solved in general and has been stated
to be an NP-complete problem [52]. However, there are some codes whose minimal

trellis is known. These include the RM code [53] and Goley code [47].

In this section, we first introduce some basic notation and definition related to trellis
representation of a linear block code [55]. Next we will discuss the minimal trellis
construction using Massey method [54], [33]. We use Massey algorithm because it

constructs the trellis diagram of a systematic linear block code.
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3.3.1 Notation and Definition
Some preliminary notations and definitions used to explain trellis of block code are
defined as follows:

Definition 1: A n-depth trellis, T = (S, B, L), is a directed graph of length n. It

consists of three sets of the elements as follows:

The states, S, the branches, B and the labels, L. Where, each set can be decomposed

into subsets as given below:

S = SUSiU---US,
B = ByuB,U---UBp_1 (3.7)
L = LOUL]_U"'ULn_l

whereas at time 7, a subset S; consists m; states. In S, and S, subsets, each has
only one state called original state s, and final state s s , respectively. At section ¢,

each branch b;; in B; connects a state in S5; to a state in Si+1 with a branch-label /;;

in L;.

Definition 2: A trellis of depth n, T = (S, B, L) represents a linear block code C
of length n, if the sequence of branch labels at each path is uniquely corresponding

to a code word in C.

Definition 3: A trellis T for a code C is called minimal, if the number of states at

each time 7 : 2 =0,1,...,n is minimal among all possible trellis representations of

C.

Definition 4: Let @ = (a1, as,...,an) be a non zero vector over GF(g). L(@) is

calied the left index of @ which equals to the smallest index ¢ such that a; # 0.

Definition 5: Let G = (G0, §1,..., Tx—1)° be a k x n matrix with k row vectors

of lengthn, §; : ¢ =0,1,...,k—1 over GF(g). G is said to be in a reduced echelon
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form if,

L(Go) < L(F1) < --- < L(Ts-1) (3.8)

and k columns of G at positions L(g;) : ¢ =0,1,...,k — 1 have weight one.

3.3.2 Minimal Trellis Construction of Linear Block Codes.

In this part, we first describe the Massey algorithm used to construct minimal trellis
of linear block codes. Then, the minimal trellis construction of systematic-like RM

code will be discussed.

3.3.2.1 Massey Construction

A code C is constructed from a (k x n) generator matrix G of reduced echelon form.
Let~; : 2=20,1,..., k—1 be left indexes of matrix G. As it isstated in the properties
of a reduced echelon matrix, that & columns at the left indexes have weight one so
it implies that in a code word, the information bits can be found at positions of the
left indexes. In trellis T = (S, B, L) of the block code, C over GF(g) is constructed
by specifving the set of states S; at time ¢ : i = 0,1,...,n. The states in S5; are
identified by the knowledge of information symbols already observed at time %, thus,
all other information symbols are assumed to be zero. Let p be the largest index

such that 7, < 7. States in S; are labeled by

sj = {(Cit1s - Cn) : (C15.ny Cn) = (M4, ..., My, 0, ...,0)G} (3.9)

The original and final states are S, = {0} and S, = {¢} by tradition, where ¢ is an

empty string.

The branches in B; of T are defined as follows :
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e When ¢ = 7,, there is a branch b € B; connects a state, s € S;_1 with a
state, s’ € S; , if and only if there exist code words ¢ = (ci,¢2,...,¢,) and

d =(d,c,...,c,) in C such that,

(Civ Cit1y-ees Cn) = s
(Cji-i-h C’n) = SI

(3.10)

where it is either ¢ = ¢, or 3(¢/ — c) equals the p** row of G with 8 € GF(q).
The branch label is ¢} and the number of out-going branches at each state in

S;_1 are q.

e When ¢ > v, , there is a branch b € B; connects a state s € S;—; with a state

s’ € S if and only if there exists a code word (¢, ¢, ..., ;) € C , such that,

i3 Cidkls oees = s
(Ciy Cit1s e Cn) (3.11)

(Ci+17"'1 cn) = s

The branch label is ¢; . In this case there is only one out-going branch from

each state in S;_;.

3.3.2.2 Trellis Diagram of a RM Code.

A generator matrix of RM code is constructed as defined in section 2 and modified

to be in a row-reduced echelon form. After that, the Massey algorithm is applied on

the matrix to construct the minimal trellis of the code. As stated in the previous

part that the positions of information bits can be indicated in a code word even

though they are not at first or last £ positions of a code word as in a systematic

code. Thus, we can consider the code as a systematic-like RM code. The following

is a generator matrix, G of a RM (8,4) code and a trellis diagram of the code

drawn by Massey algorithm is shown in Figure 3.1. The example of a code word

C =(1,1,0,0,0,0,1,1) is represented by a sequence of branch labels of the path
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with dashed lines as shown in the same figure.

1 0010110
01010101
G = (3.12)
00110011
00001111
(00000000)  (0000000) | (000000) ; 0000O)  (B0DO) ;OO WD) © 5, ®
<G —0
~ qo10110) N o 4
(J

Figure 3.1: Trellis diagram of the RM (8,4)

3.4 Maximum Likelihood Decoding.

We assume that Binary Phase Shifi Keying (BPSK) modulation scheme is used.
A code word, C = (cg, i, ...,Cn) where each bit takes value 0 or 1 is mapped to
transmitted code word Y = (%o, ¥1, ..-; Yn), Where y; : 0 < i < n takes value +1 and
—1. In a Gaussian channel, the received sequence, R = (rg, 71, ..., Tn) Obtained from

a detector is given by
Ty =Y g ,O<’L<Tl (313)
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where n; is the white Gaussian noise random variable with zero mean and —A,:i'l vari-
ance. In this decoding scheme, the likelihood function is the probability density
function of the received bit r; conditioned on the transmitted y; that has been sent.

It is given as follows:

1 —(ri—y;)> .
= (3.14)

plri lw:) =

In a memoryless channel, the likelihood function of the received sequence 7 and

the transmitted code word, 7 is given by
p(7 | 7)) =T p(re | w) (3.13)

For calculation simplicity that the addition is used instead of multiplication, we
will consider log-likelihood function instead of likelihood function. Thus, the log-

likelihood function is given by

log (P | 7)) = 3 log(p(r: | %))

=0
n—1 a2
= Z [—(r:\fo yl) —_ lOg ( WIVO)}
=0
[ -2+ 2ry — 7
- SRt (o)
i=0 -ve
n—1
= o Z rilY; + Qo (316)
=0

where a;and oy are constants. In order to perform trellis-based maximum likelihood
decoding, the maximum of log-likelihood function over all paths in trellis is sought.
The constants can be omitted because a relatively maximal value is required, thus

we shall present the branch metric, m;(r | y) and path metric, M (7 | %) which



are a reduced form of log-likelihood functions as follows:

mi(rly)=ry: ,0<i<n-1 (3.17)
n~1

M| 7)=)_m (3.18)
=0

The Viterbi algorithm [44], [43] is a trellis-based maximum likelihood decoding which
can perform hard or soft- input decoding. However, the soft-input decoding scheme
known as soft decision decoding has advantage over the hard-input one because it
uses the real channel information or the multi-level quantization on the data which
gives more information on how strong the data is. Whereas in hard-input decoding,
the input data is quantized into two levels. The following is a detailed procedure of

Viterbi algorithm.

3.4.1 Viterbi Algorithm.

Let IV;; be a node at state 7 and level j, V'(V;;) be a node value of node V;;. The

node value of each node in trellis is computed as follows:

1. Set ¥V(N,,) =0and j =1.

[NV]

Compute the partial path metrics obtained from summing the node value at
time j — 1 and branch metric of branch connects the node at time j — 1 to

time 7 of all paths entering each node at time j.

3. Set V(IVi;) of each node at level j equals to the maximum partial path metric
entering the node. The partial path with maximum metric is called survivor

path, whereas others partial paths are deleted from the trellis.

4. If < n, increase j by one and return to step 2, otherwise the the maximum
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Figure 3.2: Comparison of performance of the RM code with soft and
hard decision decoding.

likelihood code word is obtained from the sequence of branch labels of the

survivor path.

3.4.2 Simulation Results of a RM (8,4) using ML Decoding

The Viterbi algorithm is applied to trellis diagram of RM(8,4) drawn in section 3.3.
Figure 3.2 shows the simulation result in terms of block error rate and bit error rate
of RM (8,4) code using soft-input and hard-input decoding at different % It shows
that soft decision decoding has a better performance than that of hard decision

decoding with a coding gain of about 2.3 dB at block error rate and bit error rate

of 1073.
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Figure 3.3: Performance of a concatenated code using RS(73,57) and
RM(8,4) codes with soft and hard decision decoding.

3.5 Performance of a Reed-Solomon/Reed-Muller
Concatenated Code.

In this concatenation scheme we use RM (8,4) as an inner code and RS(73,57) as
an outer code. The RS (73,57) is shortened from RS(255,239) and its symbols are
taken from GF(256) so that one symbol is represented by 8 bits or 1 byte. Thus,
one symbol of outer code will be encoded by two RM (8,4) code. By using block
error rate, Pgrys , of soft decision decoding presented in the previous section, the

probability of symbol error of RS code, P, is given by
P.=1-(1— Pry)® (3.19)
The bit error probability of RS (73,57) with 8-error correcting capability is given
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below:

~i] [ 73 . s
] TP PR (3.20)
1

A good reference on the performance analysis of linear block code can be found
in [56] where we also followed the method presented in [56]. Figure 3.3 shows the
analytical BER versus —’\% of the RS(73,57) and RM(8,4) concatenated code both
with soft decision and hard decision decoding of the RM code. We can see that
in order to achieve BER of 10710 | f—: of 6 and 8.2 dB are required for the RM
code with soft decision decoding and with hard decision decoding respectively. It
is clearly shown that the combination of RS(73,57) and RM(8,4) with soft decision
decoding is giving a better deal of BER than that with hard decision decoding with
moderate cost of complexity. It is also shown the analytical performance of RS
(73,57) and rate 1 convolutional code at BER of 1071 [57] which has just slightly
better performance, 0.3 dB gain, than that of RS(73,57) and RM (8,4) with soft
decision decoding, but has much higher complexity. The trellis representation of
the convolutional code rate of 5 with constraint length 7 has 64 states at each time
index, whereas trellis diagram of RM(8,4) shown in section 3.3 has maximum states
of 8. And these two coding scheme use the same Viterbi algorithm, we can say that
the decoding complexity of the RM (8,4) inner code is 8 times less than that of the

convolutional inner code rate of %

3.6 Conclusion

In this chapter, first the definitions and the code construction of RM code were
explained. Then, the minimal trellis construction using Massey algorithm was pre-
sented. The minimal trellis is the best trellis representation of a block code in terms

of the lowest number of states at each time index. Following this the Maximum
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Likelihood (ML) algorithm of block was discussed. Along this chapter, the exam-
ple of the construction of RM(8,4) code and its trellis representation were given.
As well as the simulation result of RM(8,4) code using soft decision ML decoding,
which is better than that of the hard decision ML decoding was shown. Finally, the
performance analysis of concatenated code using RS(73,57) and RM(8,4) as outer
code and inner code respectively was calculated and comparing this coding scheme
with the existing scheme which is the concatenated RS(73,57) and convolutional
code rate 5 It obtains 8 times less complexity with penalty of 0.3 dB performance

degradation.



Chapter 4

Reed-Muller Turbo Code

4.1 Introduction

In a block turbo code, the concept of iterative decoding as in Berrou’s work is applied
to two-dimensional block codes [31], [34]. There are two approaches used in optimal
and sub-optimal MAP decoding of block codes. In sub-optimal MAP decoding, the
algorithm based on the list decoding e.g. the Chase algorithm is used [34]. The
optimal MAP algorithm uses the trellis-based MAP decoding for linear block codes
is proposed by Hagenauer et al. [31]. We follow the same line as Hagenauer et. al.
because of its optimality. In addition, the minimal trellis of the selected code, the

RM code, is known so that we can obtain optimal performance with low complexity.

In this chapter, the turbo encoder and decoder will be discussed. In turbo encoder,
the parallel concatenated code constructed from two elementary encoders with in-
terleaver between them is presented. In turbo decoder, first, the trellis-based MAP
decoding, followed by iterative MAP decoding. Then, the system model used for the
simulation purpose is given. Finally, the simulation results of RM turbo codes on

Additive White Gaussian Noise (AWGN) and Rayleigh-fading channels are shown.
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Figure 4.1: RM-turbo encoder

4.2 RM Turbo Encoder

In this thesis, we consider a parallel two-dimensional block turbo encoder shown in
Figure 4.1. The block of information u and @ , the permuted version of u with block
interleaver, are encoded by two elementary RM encoders. In block interleaver, data
is written in row wise from left to right and top to bottom and read out column
wise from top to bottom and left to right. This tﬁrbo code, shown in Figure 4.2.,
consists of ks (ni, k;) and ki (n», k2) linear systematic block codes. Where n; and
k; are code length and information length of code C; : ¢ = 1,2. This code can
be considered as product code [44] without parity on parity even though a product
code is serial concatenated code, whereas this code is parallel codes. Therefore, the
decoding of a complex and long code can be broken up into the decoding steps of
shorter codes. The extrinsic information L; and L. produced from horizontal and

vertical decodings are also shown in Figure 4.2.

The information part, u = k1 X ko bits, is encoded horizontally using the elementary
encoder 1 which consists of k; (ng, k) RM encoders. These RM encoders produce
parity block, p~. Then, u is encoded vertically which it can be thought of as the
interleaved version of horizontal one resulted from block interleaver. By using ks

(ny, k) RM encoders, a vertical parity block , pl is generated.
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Figure 4.2: Two-dimensional block code

We consider the two-dimensional RM code, which use the same RM (n, &) code in

each dimension denoted as RM (n, &£)2 code. The overall code rate is given below:

R= . (4.1)

Figure 4.2. demonstrates the idea of a two-dimensional codes in the case of system-
atic component codes. The generalization of non-systematic case is straightforward.
In this thesis, we use codes in which the information part, although distinct, is not
placed at the beginning of the code word. In this case, some modification on hor-
izontal codes has been made by reordering code bits to obtain the sequence whose
the first k£ positions are information bits. Along similar lines, the vertical codes are
also reordered. It is noted that the reordering sequences are not code words, thus
the inverse operation has to be done before the decoding process starts. Figure 4.2

shows the reordered sequences which are obtained from the systematic-like code.
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Figure 4.3: Trellis structure of a systematic block code

4.3 Turbo Decoder

Turbo decoder is referred to as the iterative decoding scheme. The Mazimum A
Posteriori (MAP) decoder is used in this iterative decoding because it accepts soft-
input and provides soft-output for information bits. In this section, the trellis-based
MAP algorithm and iterative decoding for two-dimensional block code are discussed

in depth by following the Hagenour’s paper {31].

4.3.1 Trellis-Based MAP Algorithm for Linear Block Codes

The binary trellis of block codes is shown in Figure 4.3. The coded bit at time m, z,,
is the label of branch which connects from time m —1 to time m. The s’ and s are the
trellis states at time m — 1 and at time m. The soft-output of a given information
bit, z,, from the MAP decoder is defined as the a posteriori log-likelihood ratio for

“Im = +1” and “z,, = —1” which are transmitted when sequence 7 is received.
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The soft-output is given by

P(.’Z?m =+1 l —?7) = Z(s',s),a:m=+1 p(S’, 5, ?)

L(Zn) =Lzm | T) = logp(xm — ) S e D5 T (4.2)

In the memoryless channel, the joint probability p(s’, s, 7) can be written as follows:

p(S,, S, —y}) - p(sla ?j<m) 'p(37 7177. I SI) 'p(?j>m ’ S)
= p(sla ?j<m) ) P(S I sl) 'p(?m l SI:S) ) p(?j>m l 3)
= am_1(s") - vm(5,5) - Bn(s) (4.3)

where ?j<m represented the portion of received sequence from bit 0 up to bit m—1.
Similarly, the received sequence from bit m up to bit n—1 is denoted by 7j>m. And

0 (s) and 81 (s") are the forward and backward recursions of the MAP decoding

respectively.

am(s) =D _ Tm(s',5) - tm1(s") (4.4)

5’

.Bm—l('s,) = Z’Tm(slv S) . ‘Bm(S) (45)

where ag(0) =1 and 3,(0) = 1. The branch transition probability is provided by

Ym (s, ) = P(s]s") - p(ymls’s ) = p(Tm; yim) (4.6)
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We assume that the information bits are statistically independent. In (n, k) system-

atic block codes, the transition probability is given by

IN
IN
o

mistm) ” Im 1 m
P (Tm; Ym) = PlumlEm) - Pzm) (4.7)
P(YmlTm) k+1 < m < n

A priori probability p(z,) and the condition probability p(ym | Zm) are given below:

p(x _ +1) _ ei’L(Im.) _ e"L{Im)/i ] eL(Im)'Im/2 — ‘4 i eL(ICm)‘zm/2 (4 8)
T 1 + e=lizm) 1+ e-Lizm) " ‘

P(I . (1 + e—L(Im.) . e~ Leym/2 o L
Pl | &m = £1) = ( m)l + e‘(L(:rm)-!-L)c-'ym) -elevmin/2 = B, - ebevman/?

(4.9)

where the detailed derivation can be found in Appendix A. And the log-likelihood
ratio associated with p(z;,; ym) can be written as
Lcym + L(xnz) 1

k
L(Zm; Ym) = (4.10)
Lcym E+1 < m

IN
3
~

IA
3

Am and B, in equations 4.11 and 4.12 are equal for all transition from time m — 1
to time m and can be omitted due to the ratio in equation 4.5. So, the reduced

version of branch transition probability can be expressed as follows:

'7m(3,, S) — e(%‘xrn(Lc'ym'f"L(xm))) — e(L(:zm:ym):z:m/Q) (4.11)

In systematic block code, a priori probability L(z,,) equal zero if =, is a parity bit.

4.3.2 Soft-Output Calculation

Soft-output from log-MAP and Max-log-MAP decoding are given in this section.
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e The optimal soft-output using log-MAP decoder can be written as

E(s’,x),zm=+1 m-1(5") - B ()
Z(.~;',s),:x:m=—1 tm-1(8") - Bm(s)

L(Zm) = Leym + L(zm) + log (4.12)
where forward and backward are given in equations 4.7 and 4.8. The last

expression is the extrinsic information

e The sub-optimum soft-output using Max log-MAP for systematic block codes
is the approximated version of log-MAP algorithm. Since, the log(e®* + e +
-- -+ e%m") & maTocicm@; SO that the third term in equation is approximated

in terms of maximum and given by

Llog—MAP(fm) = Lc *Ym + L(xm) + max(s',s),x,,-,,:-i—l (log(am—l(sl)) + log(Bm(s)))
—Maz (s 5),zm=—1 ({09 (Cm-1(5")) + log(Bm(s))) (4.13)
with
log(am(s)) = mazs (log(am_l(s')) + %L(xm; Ym) - :rm> (4.14)

N —

10g(Br_1(s')) = maz, (zogwm(a)) + i) -xm) (4.15)

The soft-output can also be calculated from the modified trellis and the trellis

of dual code. For further detail, it is referred to [31].

4.3.3 TIterative Decoding of a Two-Dimensional Code

Figure 4.4 shows the iterative decoding procedure of the code shown in Figure 4.2

for K iterations.
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Figure 4.4: Iterative decoding procedure of two-dimensional block code

1. Set the a priori value L(u) = 0 because the equally likely probability of input

data is assumed. And set the number of iteration / =0.

9 Decode the information u horizontally and obtain the horizontal extrinsic in-

formation for information bits as follows:

L; (@) =L(u) — Le-y— L(u) (4.16)

(-4

3. Set L(u) = L; (%). Where the extrinsic information from the horizontal

decoder is passed to the vertical one as a priori value of information bits.

1 Decode the information u vertically and obtain the vertical extrinsic informa-

tion for information bits as follows:
Li(@ =L@~ Le-y— L (v (4.17)

5. Set L(u) = L. (%@). The reason is similar as in step 3.

6. If I < K, set I =1+ 1 otherwise go to step 7.



7. The soft cutput is:

L(@) =L y+L; (@) + L. (@) (4.18)

A |Turbo-RM| X | QPSK |s(t): é Cgf(t) QPSK | ¥ | Turbo-RM|
| Encoder Modulation|  § ! Demodulation Decoder

Figure 4.5: System model

B>

4.4 System Model.

Figure 4.5 shows the channel model used for simulation purposes. The received

signal can be written as
r(t) = a(t)s:(t) + n(t)

where a(t) is a Rayleigh process that at any specific time satisfies E (a®) =1 where

« is a Rayleigh random variable with probability density function,

Do) = 20e™® | a>0

n(t) is white Gaussian noise process with two-sided power spectral density NV, /2. We
assume QPSK modulation is used. s;(t) :¢=1,2,3,4 is the modulated waveform

for the symbol s; . The channels are modeled as follows:

AWGN channel : aft) =1
Fading channel: «(t) is Rayleigh process



4.5 Simulation Results

Figure 4.6, 4.7 and 4.8 show the BER versus Ey/N, of RM (8,4)%, RM (16,11)2, RM
(32,26)%-turbo codes at different number of iterations. The coding gain obtained
by increasing the number of iterations is high at the first incremental step and it
becomes lower with successive steps. Moreover, the coding gains are saturated at
ond 4th and 5t iteration in RM (8,4)2, RM (16,11)%, RM (32,26)*turbo codes
with neglect performance degradation. The reason for the faster saturation of the
performance in the element code with shorter code length is that a code provides the
smaller size of the interleaver which implied the less diversity of information which is
the heart of iterative decoding. It is noted that from now, the number of iterations
used in the simulations of RM (8,4)2, RM (16,11)% and RM (32, 26)*-turbo codes
are two, four and five. The BER versus E»/N, curves of RM-turbo codes with
different lengths in an AWGN channel are shown in Figure 4.9. The coding gains
of 3.6. 5.3 and 6.2 dB for RM (8,4)?, (16,11)2, (32,26)? turbo codes are obtained
over uncoded QPSK at BER of 107°. The results are better than the ones reported
in [31] as expected since we are using stronger component codes. In addition, the
performance of RS(73,57) and convolutional code rate of 3 concatenated code at
BER of 1079 is given and compared with RM (32, 26)* turbo code where the turbo
coding scheme obtains coding gain of about 0.5 dB with higher code rate of about
1.7 times than that of the concatenated code which is equivalent to an additional

coding gain of about 2.4 dB .

In parallel to the results for AWGN channel, Figure 4.8 depicts the BER versus
E,/N,of RM-turbo codes in Rayleigh fading channel. We obtain at least 25 dB
coding gain over uncoded QPSK for RM (8,4)? , (16,11)?, (32,26)% turbo codes at
BER of 10~*. It is illustrated in Figure 4.9 that the higher coding gain is obtained

for more iterations and saturated after 3 iterations in the case of RM (32, 26)2-turbo



code.

4.6 Conclusion

In this chapter, the RM turbo encoder was described which could be considered as
the encoding process of product code without parity on parity. The information was
encoded both horizontallv and vertically, where the vertical version of information
could be considered as the permuted version of information with block interleaver.
In the decoding process, the basic concept related to a posteriori probability used in
trellis-based MAP decoding and iterative MAP decoding was discussed. The simu-
lation results on AWGN and Rayleigh-fading channels were presented. It was shown
that the turbo decoding improves the performance when the number of iterations
increases, although it saturates after a few iterations. The number of iterations
needed depends on the interleaver size. The longer the interleaver the more gain
obtained from increasing the number of iterations. The saturation is a result of the
extrinsic information exchanged between two decoders being highly correlated so

that no extra information could be provided after a few iterations.
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Chapter 5

Turbo Codes for Cell-Based

Transmission

5.1 Introduction

On account of their excellent performance, turbo codes are proposed to be used
in many applications in which the power is limited. One application, also in our
interest, is the cell-based transmission such as Asynchronous Transfer (ATM) used
in DVB-RCS. In this thesis, we attempt to provide an alternative for the existing
system which is a Satellite ATM used in Return Channel which currently uses a
concatenated code with a shortened RS (73,57) code and a convolutional code rate of
% as outer and inner codes, respectively. This RS code is shortened from RS(255,239)
to fit in a 57-byte satellite ATM cell. The shortened version of the code has some
advantages; first we can match the longer code in some specific smaller size code,
second we can use the same encoder and decoder for different shortened codes which

derived from the same mother code.

This chapter is organized as follows. Primary, a brief review of ATM is presented.

Then, the design of shortened RM-turbo codes with different shortening patterns

w
=1



will be discussed. Also the performance of the shortened version of the proposed
coding scheme is investigated. It is shown that some shortened patterns obtain
Unequal Error Protection (UEP) property, whereas a UEP code is more suitable
for the structure of ATM cell since cell-header is more important than its payload.
However, as our attempt is solely to express our new idea to obtain UEP codes by
shortening a two-dimensional code, the possibility to improve and/or to control the

performance at different regions of the codes can be done in future.

5.2 A Brief Review of an ATM network.

In this section, we briefly explain an Asynchronous Transfer Mode (ATM) in general
and some specific issues related to our work. An ATM network is defined as a cell-

relay network, a connection-oriented network and a hardware switch [58]-

On a cell-relay network, data in small fixed-size packets, or cells, is transmitted. It
has several advantages over long and variable-length packets or frames network such
as Ethernet. In particular, ATM requires less storage space and it can be processed
faster. It is also more suitable for interactive applications. However, the size of the

cell must be small enough to reduce latency but large enough to minimize overhead.

In fact that an ATM network is a connection-oriented network, means the connection
from source to destination must be established before transmitting data. The delay
at connection time is a disadvantage of connection-oriented network, whereas its
guarantee to the required amount of bandwidth, a certain Quality of Service (QoS)

and a better network traffic management are its advantages.

On an ATM network in the sense of hardware switch, all devices, such as worksta-
tions, servers, routers and bridges, are attached to a switch. When one ATM switch

sends a connection request to a destination switch, the ATM-attached devices set

38



4 bytes S bytes 48 bytes
- - - -

. T
E Sub:&icels Header Payload

ATM cell

~Sattllite Access Control

Figure 5.1: Satellite ATM cell

up the connection. The best path is determined by switches while the connection
is being set. Thus, we can say that an ATM network covers the areas of switching
device, the transfered protocol between two devices, the communication architec-
ture which is a structured set of protocols that performs the communication tasks
and finally the interface which is a protocol providing a set of functions for access-
ing a network. ATM network has both advantages of circuit switching, including
guaranteed capacity and constant transmission delay and packet switching, includ-
ing flexibility and efficiency. Therefore, it can send various types of traffic such as

audio, video and data over the same switches.

5.2.1 ATM Cell Format

The basic format of an ATM cell is shown in Figure 5.1. The ATM cell consists of
53 bvtes which is divided into two parts. The first 5-byte part is the cell-header,
and the 48-byte part is the payload or user information. For satellite application, an
ATM Traffic cell contains extra header part which is the request sub-field of Satellite
Access Control (SAC) [39].

5.2.2 ATM Cell-Header Format

There are two cell-header formats in an ATM network : User Network Interfaces
(UNI) or Network Node Interfaces (NNT). The UNT header is used for communication
between ATM endpoints and ATM switches in private ATM networks. The NNI

header is used to communicate between ATM switches. The UNI, NNI cell-header
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formats and SAC-subfield are shown in Figure 5.2. The fields in an ordinary ATM

cell-header are briefly described as follows:

e Generic Flow Control (GFC)-Provides local functions, such as identifying mul-
tiple stations that share a single ATM interface. This field is typically not used

and is set to its default value.
e Virtual Path Identifier (VPI)-Constitutes a routing field for the network

e Virtual Channel Identifier (VCI)-Constitutes a routing to and from the end

user.
e Payload Type (PT)-Indicates the type of information in the information field.

e Congestion Loss Priority (CLP)-Provide guidance to the network in the event

of congestion.

e Header Error Control (HEC)-Calculates checksum only on the header itself.

In satellite applications, the header may be extended to contain extra routing and
management information peculiar to satellitte systems. The extension of the ATM
header may be done either by adding extra bytes to the existing 5 header bytes or
by mapping the 3-byte header to longer than 3-byte header. In the former case,
the prefix method [59] of the satellite ATM, a cell is optionally prefixed by a 4-
byte SAC request sub-field. The additional prefix obtains control and management
information, mainly for capacity requests. Thus, in the specific case when the prefix

is used, we can consider that the satellite ATV cell has the 9-byte header.

5.3 Shortened RM Turbo Codes for Satellite ATM

As shown in Figure 5.2, the ATM cell-header contains the connection information

and, therefore, is more important than the cell payload. To fit an ATM cell in the
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(k % k) information section of a two-dimensional block code we need to shorten
the code. In this section, we present the shortened RM turbo code with different
shortening patterns. Moreover, the idea of shortening the two-dimensional code to
give UEP property for different regions of the code word in order to make it more
suitable for ATM applications is discussed. The design of shortening patterns and

simulation results for different regions is presented.

5.3.1 Shortening Patterns for RM turbo Codes.

The ordinary shortening pattern of a given code is to set the shortened message bits
to be zero at the end of the code. However, it is not mandated to be, so in this part

we propose different patterns for shortening the RM-turbo codes.

In our study, we consider ATM cells for satellite applications. These cells have
48-byte payload and 9-byte header. Thus, we use two dimensional code with RM
(32,26) component codes. Each information section of these codes is 262 = 676 bits
long which exceeds the length of a satellite ATM cell, i.e., 57 x 8 = 456 bits by 220
bits. That is, we have to shorten the RM-turbo codes by setting the 220 information
bits to be zero. These zeros will not be transmitted, hence, the overall rate of the

code, R. will be roughly as follows:

R.= =~ 0.594 (5.1)
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Figure 5.3: Shortening patterns

Of course, the exact rate depends on the particular shortening scheme. Figure 5.3

shows four shortening patterns. The following are the different shortening patterns

with their corresponding rates :

Case A: dl =8,d2 =26, R. =0.64
Case B: dl =24,d2 =19, R, = 0.64
Case C: dl =11,d2 =18, R.=0.61
Case D: dl =8,d2=17andd3=8,d4 =9, R.=0.60

where d1, d2, d3 and d4 are the dimensions of shortening block shown in Figure 5.3.

In case A and B, we attempt to design the shortening patterns in such a way that
we can reduce the number of parity bits to obtain higher code rate. However, in
case C and D, we design the shortening pattern to make the codes having special
property which is Unequal Error Protection (UEP) property by surrounding the
highly protected part with more zeros than others as shown in region 1 of case C

and D.

5.4 Simulation Results

Figure 5.4 and 5.5 show the performance at different regions in the shortened codes.

The shortening pattern in case A is an ordinary shortening pattern, whereas case
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B, C and D are modified shortening patterns. In case A and B, the performance of
different regions which shows Equal Error Protection (EEP) property of the codes
is almost the same . In contrast, the performance of case C and D at different
regions is different depending on the number of zeros (shortened bits) surrounding
the region. The lower BER in the regions that have more zeros around them is
obtained. The UEP property is obviously seen in case C and D where the region
1 gets the best performance followed by region 2 and 3 respectively. Figure 5.6
compares the BER of two different regions in case C with the performance of case
B. The results show that the BER of the best region in UEP code is lower than
that of EEP code. Figure 3.7 shows the overall performance of the EEP, UEP and
original (non-shortened) codes, where the EEP codes provide coding gain about 0.2
dB over UEP codes. Nevertheless, the performance of the EEP codes and UEP codes
are about 0.2 and 0.4 dB worse than that of the original RM-turbo codes. This is
because the shortening process affects the distance spectrum of the two-dimensional

codes.

The performance comparison among different coding schemes for ATM transmission
is illustrated in Figure 5.8. The performance of the proposed coding scheme case
A is compared with the existing scheme, RS{73,57) and convolutional rate of -;:
concatenated code [57]. It is shown that the coding gain of about 0.2 dB is obtained
by the proposed coding scheme over the concatenated code at BER of 107% and
the code rate of the proposed codes are higher than that of the concatenated code
by about 1.6 times which is equivalent to an additional coding gain of about 2
dB. Furthermore, the lower bound of BER of the double-binary Circular Recursive
Systematic Convolutional (CRSC) turbo code at 8 iterations with 4-bit quantization
is given. It is important to note that this lower bound of BER is calculated from
the block error rate presented in [26]. The CRSC code obtains coding gain of about
0.8 dB over the RM-turbo code case A. Finally, the performance of the shortened
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version of the extended Hamming (32,26)% code at BER of 107° is given. This
coding scheme performs worse than the proposed coding scheme by about 0.3 dB

with a lower code rate or it is equivalent to overall degradation of about 0.5 dB.

5.5 Conclusion

In this chapter, we presented the concept of an ATM network, especially for satel-
lite application. Then, the shortened RM turbo code with four different shortening
patterns were discussed. Two of shortening patterns were designed to reduce the
number of parity bits of the codes resulting in higher rate codes. The others were
designed to obtain special property, i.e. the UEP property. In an UEP code, the
information portion of the two-dimensional block code was divided into a few re-
gions, each having a different level of error protection. These codes are suitable for
connection-oriented networks such as ATM where a cell-header contains informa-
tion about the connection path and status of a cell which is more important than

its payload.
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Chapter 6

Effect of Channel Impairments

6.1 Introduction

So far, we have assumed the perfect carrier phase and channel SNR estimation in
our simulations. However, this does not truly represent a practical.system when
the channel impairments caused by noise and attenuation occur. Some examples of
the channel impairments are carrier phase offset and channel SNR mismatch, i.e.,

difference between the assumed and actual SNR.

In this chapter, we investigate the effect of channel SNR mismatch on the RM-turbo
code performance. Additionally, the effect of phase offset on the shortened RM-turbo
codes is investigated. In order to recover carrier phase, we send a preamble in place
of the shortened bits and use this preamble to estimate the carrier phase. We also

investigate the impact of preamble size on the performance of the codes.
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6.2 System Model for the Investigation of Channel
Impairments

The channel model used to investigate the channel impairments is illustrated in

Figure 6.1. The received signal can be written as
r(t) = at)e?>?s;(t) + n(t) (6.1)

where c(t) is a Rayleigh process that satisfies E(af) = 1, A@ is a random phase offset
uniformly distributed over [—a,a], (A¢ ~ U [—a,a]) where a depends on variance
of Ag¢, n(t) is a Gaussian noise process with two-sided power spectral density N, /2.
We assume that QPSK modulation is used and s;(t) :7 =1,2,3,4 is the modulated
waveform for the symbol s; .

For the case of an Additive White Gaussian Noise (AWGN) channel we consider two
cases :

AWGN channel : without phase offset ; a(t) =1 and Lo =0
with phase offset ; a(t) =1 and A¢ ~ U [—a,d]

For the case of Rayleigh-fading channel, we assume that the slow fading is applied
so at the receiver, the phase can be recovered using standard techniques and the

coherent receiver can be used.
Fading channel: «(t) is Rayleigh process ; Ao =0

According to the above condition, in the case of Rayleigh fading channel, we do not

address the carrier recovery issue.
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Figure 6.1: System model used to investigate the channel impairments

6.3 Channel SNR Mismatch

Knowledge of the channel SNR plays an important role in the iterative MAP de-
coding through the soft-output calculation. Thus, the incorrect estimation of the

channel SNR will affect the performance of the turbo codes.

The log-likelihood ratio of bit = conditioned on the corresponding received bit y,
L{z | y) at the detector is given by
Pz =+1]y)
L(: = |
(zlv) =Y r——"

plylz=+1) Pz =+I)
0 <p<y|r:—1) P<x=—1)>

(-%w-a?) P(z = +1)
e Yo r = =+
= | + log—r—"——=
o‘qe(—%(y-“a)ﬂ ogP(:z: = —1)
= L.-y+ L(x) (6.2)

where L, = 4-a - % is called the reliability value of the channel, a is the fading

attenuation. For a Gaussian channel a equals 1 and L(z) is the a prior: value. The

channel SNR mismatch affects the value of L. used in iterative decoding, for instance,
B By — 1 Es

~, le, ¥ = g - ¥ , where R is the code rate, is underestimated
o

the estimated

by d dB. L. at the receiver is given by

L. = 4-a-R,-

= 4-a-R.- (—,—/101*‘0) (6.3)



We investigate the effect of channel SNR mismatch in terms of % since the perfor-
mance evaluation is usually done in terms of % However, in the case of channel

SNR estimation, the £* is directly considered.

It is obvious that in the above formulae, the turbo decoding which uses iterative

MAP decoding requires the knowledge of channel SNR or f,o . Where the {3—0 is

calculated as

E; channel signal variance (6.4)
N, noise variance ’

Some estimation methods of the channel SNR are studied and presented in [60], [61],
where the first one uses the polynomial approximation of channel SNR obtained from
the mean and variance of the received bits and the second one obtains the channel
SNR from the variation of extrinsic information at each iteration. In [62], the hard
decision from turbo decoder and received sequences together are used to estimate
the noise variance. In this thesis, we use the channel SNR estimation algorithm as in
[62] to calculate noise variance, since it is simple and provides good approximation.

The noise variance is given as follows:

A}lﬂ = E [(Yj —Y; 2]
= E[Y} - 25Y; + 75
= E[Y}] -2 +%°
= E] -7 (6.5)

where E [Y7?] and 7; are given as:

B[] =5 2 (rea)” (6:6)



N-—-1
. 1= _
G=EY]= ﬁzdkd'rk,j (6.7)
k=0

where 7 ; is the received bit at time & in block j, c?w is the hard decision output
of the turbo decoder after the last iteration. The averaged variance in data block
7 + 1 is obtained from weighting the estimated variance in block 7 + 1 itself and in
previous block j. It is given by

where 3 = 0.95.

6.3.1 Simulation Results

Figure 6.2 shows the BER versus channel SNR mismatch for RM (8, 4)? - turbo code
at different % It is shown that the performance in terms of BER is subtly degraded
at the channel SNR mismatch of -5 to -6 dB, otherwise there is no degradation
observed. The BER versus channel SNR mismatch for RM (16, 11)2-turbo code at
different % is presented in Figure 6.3, where the degradation on the performance is
observed when the channel SNR mismatch is less than -3 dB. Similarly, Figure 6.4
illustrates the BER versus the channel SNR mismatch for RM (32, 26)2 - turbo code
at different %, where at -2 dB or less of channel SNR mismatch, the performance
degrades rapidly. From these three figures, it can be seen that the higher the %,
the more the tolerance to channel SNR mismatch, for example in Figure 6.3, the
start points of the performance degradation are -4, -3, -2 dB or less at % of 3.5,
3, 2.5 dB, respectively. It is shown that the RM-turbo codes are more sensitive
to underestimation of the channel SNR than overestimation of the channel SNR.
The reason is that, in the case of underestimation, the factor used for calculating
the soft-output was smaller than it should have been so less information could be

extracted and transfered between two decoders resulting in no improvement from
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the iterative decoding. Also the longer the code length, the more significant the
effect of underestimation of channel SNR mismatch is obtained. This was due to
the fact that the longer the code, the larger interleaver size and the more powerful

the decoding process.

Bit arror rate

-0 1 1 y l 1.
-6 —3 -2 o] 2 4 S
Eb/No, dB

Figure 6.2: The effect of channel SNR mismatch on performance of a RM
(8,4)? - turbo code

The BER versus % of RM (32, 26)2 - turbo code with and without variance estima-
tions on Gaussian channel is shown in Figure 6.5. It is shown that the estimation
algorithm performs well. The BER versus % of RM-turbo code with and without
variance estimations on Rayleigh-fading channel is presented in Figure 6.6. The
performance is better in the cases where the variance estimation is performed rather
than the constant channel reliability is assumed, even though the perfect channel
SNR is used; this is due to the time variant of fading channel. However, the im-

provement is modest in the case of RM (8,4)2 and (16,11)2 turbo codes because
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they are less sensitive to channel SNR mismatch.

6.4 Carrier Phase Recovery

In this section, we consider the problem of carrier phase estimation when Quadra-
ture Phase-Shift Keying (QPSK) modulation is used in the proposed turbo coding

scheme. We split our investigation into two parts as follows:

6.4.1 Effect of Phase Offset on the Performance of RM Turbo
Codes:

The effect of phase offset, A, on the received signal is given in equation 6.1, where
a(t) =1 for a Gaussian channel. The symbol waveform can be represented in-pnase

and quadrature-phase terms and is given by

s(t) = s1(t) + j sq(t) (6.9)

Thus, the received signal corrupted by noise and phase offset is given by

r(t) = (s1(t) + 7 se(t)) (cos(Ae) + j sin(Ag)) + n(t) (6.10)

= (s:(£)cos(8e) — so(t)sin(86)) +J (sq(t)eos(B0) + si(t)sin(26)) + n(t)

6.4.2 Effect of Preamble Size on the Performance of RM
Turbo Codes:

One way to recover the carrier phase is to send uncoded preamble bits through the
channel along with the coded information. In the shortened turbo code, the set-zero
information is not sent, however for synchronization purpose, some of the zeros are

sent as preamble. The carrier phase can be computed by using the received preamble



symbols. The estimated carrier phase is

y
—~ - T i
¢ = arctan (;{fo—‘r—) (6.11)

i=0 T Qi

where ry; and rg; are in-phase and quadrature-phase components of the received

signal. V is the number of QPSK symbols in the preamble.

6.4.3 Simulation Results

In Figure 6.7, we give the BER versus E,/N, of the shortened turbo code of case
C (see section 5.3 ) with different variances of phase offset on an AWGN channel.
The ;% loss due to variances of phase offset of 0.001, 0.005, 0.01, 0.02, 0.04, 0.06,
0.1 (rad)? are 0, 0.1, 0.2, 0.4, 1.4, 2.4, 5 dB compared to no phase offset at BER of
10~*. However, at variance of 0.22 (rad)?, there is an error floor which means that
very little improvement in terms of performance obtaineci when Ej/N, is increased.
In Figure 6.8, we present the BER curve of the effect of preamble size with A¢ ~
U [—m,=]. The results show that with 30 preamble symbols (100 bits), the effect

of phase offset is completely removed. A preamble length of 25 results in 0.25 dB

degradation.

6.5 Conclusion

In this chapter, we presented the effect of channel impairments, including channel
SNR mismatch and phase offset, on the performance of the RM turbo codes. Also
the effect of preamble size used to recover the carrier phase was investigated. The
results showed that the RM turbo code was more sensitive to the underestimation
of the SNR than to the overestimation of SNR. The tolerance of SNR mismatch was
-2 to 6 dB for RM (32, 26)? turbo code and more tolerant for the turbo codes with

shorter code lengths. It was shown that a small phase offset (variance less than 0.02)
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Figure 6.7: Effect of phase offset on the performance of shortened RM-
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Figure 6.8: Effect of preamble sizes on the performance of shortened
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is bearable however, beyond this, carrier phase offset should be compensated. We
showed that a preamble of 50 symbols for QPSK modulation scheme was enough to

recover the carrier phase completely.
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Chapter 7

Conclusions and Suggestions for

Future Research.

7.1 . Conclusions

In this thesis, a new turbo coding scheme with Reed Muller (RM) codes as compo-
nent codes is proposed. Simulation results showing the performance of these turbo
codes on Gaussian and Rayleigh-fading channels using QPSK modulation scheme
were presented. These RM-turbo codes were the two-dimensional parallel concate-
nated codes using RM codes as their component codes with built-in block interleaver.
The codes could be thought of as product codes without parity on parity. The trellis-
based MAP decoding scheme was used consisting of two MAP decoders where each
of them accepted soft-input and provided soft-output. The extrinsic or extra infor-
mation obtained from code constraint was traded between the two decoders under

iterative decoding process.

We also presented a modification to the above class of turbo codes which is the
shortening of the codes to match a given cell-size in the application of satellite and

wireless ATM for DVB-RCS. The design of shortened patterns was presented. When
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shortening the codes, one may reduce the number of parity bits on the shortened
section or use the extra parity bits to provide the Unequal Error Protection property
for the shortened codes. This fits to the nature of ATM network, i.e., the fact that

the ATM cell-header contains connection information which is more important than

its payload.

We evaluated the proposed coding scheme from a more practical point of view by
considering channel impairments as the imperfect estimation of the system parame-
ters such as channel SNR and the carrier phase. Furthermore, the effect of preamble
size used to recover the carrier phase on the performance of the shortened RM-turbo
codes was presented where the preamble used in this case was the shortened bits

which were sent along with coded bits.

From simulation results of the above investigations presented in Chapter 4, 5 and

6, the following conclusions were reached.

e The RM-turbo codes presented in this thesis outperform the results presented
in [31], which used Hamming codes as the component codes by at least 0.5
dB at BER of 10~°. The reason was that the RM codes used here could
be considered as the extended version of Hamming codes leading to higher

minimum distant than Hammirg codes so they are stronger codes.

e The shortened RM-turbo codes with Equal Error Protection (EEP) performed,
on the average, slightly better than the UEP codes. However, the UEP codes
had nice property which is suitable for ATM applications. We believe that our
UEP and EEP codes introduced in this work are just the preliminary results
with possibility of being improved further and can be a candidate for Satellite
ATM in DVB-RCS applications.

e The RM (32, 26)2-turbo code and its shortened versions provided coding gain
up to 0.5 dB over the existing coding scheme used for DVB-RCS i.e., the RS
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(73,57) and convolutional code rate of 1 concatenated code at BER of 107°
with about 1.6 times higher code rate than that of the concatenated code

which is equivalent to an additional coding gain of about 2 dB.

Our result in the case for ATM cell was better than the performance of turbo
coding schemes which was reported in [43] using extended Hamming codes as
compornent codes of product codes about 0.3 dB with a higher code rate that
can be thought of overall 0.5 dB gain. However, it was worse than that of
the DVB-RCS standard proposed recently in [26] which used double-binary
Circular Recursive Systematic Convolutional (CRSC) component codes with

non-uniform interleaver and local disorder of data couples about 0.8 dB.

RM-turbo codes were less tolerable of the underestimation of the channel SNR
than the overestimation. Moreover, the longer the code length, the less tolerant
channel SNR mismatch was. In longer code, the RM (32, 26)3-turbo code could
bear the channel SNR mismatch in the range from -2 to 6 dB, whereas the
shorter RM-turbo codes i.e. the RM (16,11)? and RM (8,4)? -turbo codes
could withstand the SNR mismatch in the range from -3 to 6 dB and -4 to 6
dB, respectively. The channel SNR estimation is more essential in a Rayleigh-
fading channel than in an AWGN channel. The reason due to the time varying
attenuation, even exact knowledge of the channel SNR does not provide full

knowledge of the fading channel.

The shortened RM-turbo codes proposed for satellite ATM application using
QPSK modulation scheme were sensitive to carrier phase offset where the
small phase offset (variance less than 0.02) was bearable but not beyond that
without any carrier recovery. In addition, the preamble size of 50 symbols
(100 bits) was needed to recover the carrier phase completely for this coding
scheme. A preamble size of 25 symbols resulted in about 0.25 dB degradation
at BER of 107
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Appendix A

Derivation of the A Priori Probabilities

and the Conditioned Probabilities

The derivation presented in Appendix A is the extended details from [31].
The log-likelihood ratio of the a priori probability of a binary random variable

is given by
., Plu=+1) A
L(u) = logP(u —— (A-1)
From Equation (A-1) where P(u = +1) =1 — P(u = —1), then
P(u=+1)
Liw) = A-
(u) logl — P(u = +1) (4-2)
P(u=+1)
L) — A-
© 1— P(u=+1) (4-3)
eL(w)
P=+l) = e (A-4)
= Term
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similarly,

Pu=-1) = 1- .
;tceu) (A-5)
1+e—L(w)
o)
+L(u) —L(u)/2
_ € € Lu)u/2 _ 4  L(u)u/2
+ = = - = . -

P(u=%£1) g (1+6_L(u)> e A-e (A-6)

The conditional log-likelihood ratio of a binary random variable is given below,

Py |u=+1)

Ll ) =los g =) (A-T)
where
Ply)=P(ylu=+1)-Plu=+1)+ Py |u=—-1) - Plu=-1) (A-8)
- _ P Plylu=+1)-Plu=+1) )
Plylu=~1)= Pla=-1) Plu=-1) (A-9)
Ply|u=+1)
Ly | w) = log P(y) _ _ Plyju=+1)-Plu=+1) (A-10)
P(u=-1) P(u=-1)
. Py | u=+1)
Ley __ ,
e Ply)  _ Pylu=-+1)-P(u=+1) (A—ll)
Plu=-1) Plu=—1)
e
Plylu=+1)=—0 (A-12)
(u=+1) _r..
+ P(u:i-l) eL y
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substitute P(u = +1) and P(u = —1) from Equation (A-6)

Pt foy

_ _ —L{u)
Plylu=+1) = — o@D

Plite 1) | o—(Lw)+Lev)gley
e—L(u)

1+ e—(L{u)+Le y)

P(y) - (1 + e t)
1 + e~ (L(w)+Lcy)

(A-13)

Similarly,

_ P(y)- (1 +et) . emtew
= 1+ e—TW+Le)

Ply|u=-1)

_ P(/y) . (1 + e—L(u)) . e—Lc’y/2
Ply|u==x1)= ( ) e e
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