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Abstract 

The manner in which people preferentially interact with others 

like themselves suggests that information about social 

connections may be useful in the surveillance of opinions for 

public health purposes. We examined if social connection 

information from tweets about human papillomavirus (HPV) 

vaccines could be used to train classifiers that identify anti-

vaccine opinions. From 42,533 tweets posted between October 

2013 and March 2014, 2,098 were sampled at random and 

two investigators independently identified anti-vaccine 

opinions. Machine learning methods were used to train 

classifiers using the first three months of data, including 

content (8,261 text fragments) and social connections (10,758 

relationships). Connection-based classifiers performed 

similarly to content-based classifiers on the first three months 

of training data, and performed more consistently than 

content-based classifiers on test data from the subsequent 

three months. The most accurate classifier achieved an 

accuracy of 88.6% on the test data set, and used only social 

connection features. Information about how people are 

connected, rather than what they write, may be useful for 

improving public health surveillance methods on Twitter. 
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Introduction 

Social media surveillance applications that provide value to 

public health include surveying demographics, estimating 

population-wide sentiment about public health issues like 

vaccines, forecasting influenza outbreaks, and producing 

spatial indicators of language, behaviour, and mood [1-7]. One 

of the specific problems associated with using Twitter for 

online surveillance is the brevity and non-standard text 

structures of Twitter posts (tweets), which limit the text 

fragments that can be used to train classifiers, and may limit 

performance [8, 9]. 

We hypothesized that connections between users on social 

media may help to improve surveillance methods for the 

following reasons: (a) homophily – where people tend to form 

connections with others who share similar attributes or 

opinions [10-12]; (b) contagion of opinions – where social 

connections represent the conduits through which information 

flows, influencing and shaping opinions [13-15]; and (c) 

temporal dynamics – where user relationships may change 

more slowly than the content in the topics being discussed. 

To test the hypothesis that social connections could improve 

the performance of opinion classification methods, we 

considered a classification task in the surveillance of anti-

vaccine rhetoric about human papillomavirus (HPV) vaccines 

on Twitter. The growth of anti-vaccine rhetoric in the media is 

an international problem [16, 17]. HPV vaccines are a 

relatively recent introduction to the armament of public health, 

and uptake is highly variable by country, demographic, and 

location [18]. Anti-vaccine rhetoric specifically directed at 

HPV vaccines is present in media articles and websites [19-

21], and this appears to have the capacity to alter vaccine 

acceptance and decision-making [22]. 

The aim of this study was to determine if information about 

social connections could be used to improve the performance 

of classifiers intended for ongoing use in public health 

surveillance, using anti-vaccine rhetoric as an example. 

Methods 

Study Data 

English-language tweets (42,533 tweets) containing keywords 

related to HPV vaccines were collected between October 1, 

2013 and March 31, 2014. We identified these tweets by 

searching for combinations of keywords (HPV, vaccine, 

Gardasil, Cervarix, vaccination, cervical, cancer) via repeated 

calls to the Twitter application programming interface (API), 

in accordance with the terms of service for Twitter developers. 

For each of the users responsible for the tweets (21,166 users), 

the sets of users they followed (sources), as well as the sets of 

users that followed them (followers), were accessed through 

separate API requests and recorded soon after the first time 

they tweeted about HPV vaccines in the six-month period. 

We split the six months of data into two distinct but 

contiguous three-month periods and randomly sampled tweets 

for use in the classifier training (1050 tweets from October 

2013 to December 2013) and testing (1100 tweets from 

January 2014 to March 2014). Two investigators (DA and 

AD) independently rated each tweet as having presented an 

anti-vaccine opinion or otherwise. Agreement between the 

investigators was 95% in the training period (Cohen’s kappa 

0.88; p<0.001), and 95% in the testing period (Cohen’s kappa 

0.86; p<0.001). Disagreements were resolved by discussion. 

Tweets were removed if they were deleted or the user had 

become protected or suspended, or if the text was identical 

after pre-processing. Final samples used included 884 and 907 

tweets in the training and testing period, of which 247 (28%) 

and 201 (22%) were labelled as anti-vaccine, respectively. 

Data pre-processing 

We pre-processed the text (content) to remove punctuation, 

words that were unlikely to confer meaning (e.g. ‘and’), and 

other non-word elements (e.g. URLs). The remaining text was 

used to produce sets of unigrams (one word) and bigrams (two 

contiguous words), which were then available for use in the 

classifier training. An example is given in Figure 1. 
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Figure 1– The text is decomposed into n-gram features (left). 

The follower network for the two users posting the tweets is 

decomposed into source and follower features (right) 

We then determined the source and follower relationships 

among the set of 21,166 users who tweeted at least once about 

HPV vaccines. Social connection features were constructed 

directly from the follower relationships between users. An 

example of the decomposition is given in Figure 1. 

Statistical analysis of content and connection features 

Using the sample from the training period, we identified 

content and connection features that were significantly over-

represented in one of the two classes by applying Fisher’s 

exact tests to each feature and then a Bonferroni correction. 

To examine how low-frequency features might affect the 

performance of classifiers in the training and testing periods, 

we also relaxed the inclusion criteria to create alternative sets 

of features to be used as inputs to the classifier training. The 

first included all features for which the p-values were less than 

0.05, and the second included the set of all features 

represented in at least three tweets in the sample. 

The frequencies of the features exhibiting significant 

associations in period one were then compared to their 

frequencies in period two, to measure how the associations 

may degrade over time. For each of the sets of significant 

features, we calculated the proportion of features that retained 

a significant over-representation in the same class.  

Classification algorithms 

To demonstrate how the temporal variation in the content and 

connection information might affect the performance of 

supervised machine learning classifiers, we demonstrated the 

approach by constructing classifiers using support vector 

machine (SVM) methods. SVM classifiers have been widely 

applied in text-based classification [23, 24], and sentiment 

analysis [25, 26], and are considered the standard and the most 

appropriate classifier for unbalanced datasets and a large 

number of features. We chose to apply radial basis function 

kernels [27], and used consistent parameter values across all 

the classifiers in order to avoid retrospectively influencing the 

reporting of the performance. 

Feature selection methods are heuristics that are used in the 

training of machine learning classifier to improve performance 

by ignoring features that are not useful, and including 

combinations of features that are best able to discriminate 

between classes. We applied a hybrid method of forward 

selection and backward elimination [28, 29]. 

Classifier construction and testing in the training period was 

undertaken using a ten-fold cross validation. Note that we 

determined the potential features using the statistical analysis 

covering the entire training period. In the testing period (the 

subsequent three months), the classifiers were applied directly 

to the full set of tweets from the period as a holdout set, in 

order to examine the temporal degradation. To compare the 

classifier performance from training to testing periods, we 

calculated the standard performance measures: precision, 

recall, accuracy, and F1-score. The research project was 

approved by the Human Ethics Advisory Panels of The 

University of New South Wales and Macquarie University. 

Results 

Temporal degradation in content and connection features 

From the set of 42,533 unique English-language tweets 

spanning six months, a random sample of 2150 were extracted 

and then manually labelled as anti-vaccine or otherwise. After 

pre-processing, 884 tweets remained in the sample in the first 

six months (training period), and these came from 877 unique 

users. Applying Fisher’s exact tests and Bonferroni 

corrections, we identified text fragments and social 

connections that were found to be significantly more frequent 

in one class relative to the other (Table 1). 

Table 1– The frequency of content and connection features compared across the two periods 

Characteristic Set 

Number 

of unique 

tweets 

Number of 

anti-vaccine 

tweets (%) 

Number of 

significant 

features 

Features that 

were no longer 

significant (%) 

Features that 

switched 

direction (%) 

Features that 

were still 

significant (%) 

Bigrams (content)       

Bonferroni-corrected 884 247 (28%) 25 24 (96%) 0 1 (4%) 

p-value <0.05 884 247 (28%) 232 228 (98%) 2 (0.86%) 2 (0.86%) 

Followers (connections)       

Bonferroni-corrected 877 220 (25%) 73 0 0 73 (100%) 

p-value <0.05 877 220 (25%) 542 220 (41%) 0 322 (59%) 

Sources (connections)       

Bonferroni-corrected 877 220 (25%) 82 2 (2.5%) 0 80 (98%) 

p-value <0.05 877 220 (25%) 494 183 (37%) 0 311 (63%) 
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When the same features were then compared across classes in 

the tweets from the testing period, the comparison showed that 

only 1 of 24 (4%) of the content features were also significant 

in the subsequent three months (Figure 2). In comparison, 80 

of 82 (98%) of the connection-based source features were also 

significant in the subsequent three months, as well as 73 of the 

73 (100%) of the connection-based follower features (Table 

1). The results show that very few text-based features retained 

their significant differences in the testing period, while social 

connections nearly always retained their significant 

differences in the testing period. 

It might be expected that the reason why connection features 

are stable from one period to the next is because the same 

users are responsible for anti-vaccine tweets in both periods. 

However, among the users in the tweets sampled from the 

training period (877 users), and the testing period (797 users), 

only 4.1% of the users (66 of 1,608) appear in both samples. 

Extending this analysis to consider all original tweets in the 

two periods and not just the sampled sets, only 11.3% of users 

(2,382 of 21,166) posted tweets about HPV vaccines in both 

periods. The small overlap suggests that the connection 

features were stable across the two periods not as a 

consequence of tweets being posted by the same users, but 

because users posting about HPV vaccines for the first time in 

the six month period often followed the same accounts as 

other users who expressed similar opinions. 

Classifier training and testing in period one 

The classifiers trained using only connection features 

produced similar levels of accuracy (often with higher 

precision and lower recall) to the classifiers that were trained 

using only content features (Table 2). The best-performing 

classifier that only used connection features achieved an 

accuracy of 89.4% (95% CI 87.4-91.4), which was roughly 

equivalent to the best-performing classifier trained using only 

content features (89.8% accuracy; 95% CI 87.9-91.8). The 

overall best-performing classifier in the training period was 

constructed from both content and connection features (94.4% 

accuracy; 95% CI 93.1-96.3), and used 23 social connections 

and 28 text-based features. 

 

Figure 2– The proportional appearance of text fragments from 

the Bonferroni-corrected set of content features from the first 

three months (left), and the subsequent three months (right). 

Features with non-significant differences in the testing period 

are illustrated in grey 

The performances of the classifiers that were constructed from 

connection-based source features were slightly better than 

classifiers from connection-based follower features. The 

accuracies of classifiers that selected from sources (86.2% to 

88.0%) were slightly higher than their direct counterparts that 

were selected from followers (84.0% to 87.1%). The complete 

results are given in Table 2. 

 

Table 2– The performances of classifiers trained to classify anti-vaccine tweets within the training period (the first three months) 

Input Feature Set Features selected Precision Recall F1-score Accuracy (95% CI) 

Content: bigrams      

Bonferroni correction 11 0.74 0.56 0.63 82.0 (79.5-84.5) 

p-value < 0.05 26 0.77 0.70 0.73 85.8 (83.5-88.1) 

threshold = 3 37 0.88 0.74 0.82 89.8 (87.9-91.8) 

Connections: followers      

Bonferroni correction 13 0.87 0.44 0.57 84.0 (81.6-86.4) 

p-value < 0.05 21 0.89 0.48 0.62 85.5 (83.2-87.8) 

threshold = 3 36 0.91 0.55 0.68 87.1 (84.9-89.3) 

Connections: sources      

Bonferroni correction 18 0.88 0.55 0.67 86.7 (84.2-89.3) 

p-value < 0.05 13 0.88 0.53 0.65 86.2 (83.9-88.5) 

threshold = 3 28 0.88 0.60 0.71 88.0 (86.0-90.0) 

Connections: followers, sources      

Bonferroni correction 23 0.86 0.57 0.68 87.0 (84.8-89.2) 

p-value < 0.05 33 0.88 0.65 0.74 89.0 (86.9-91.1) 

threshold = 3 39 0.88 0.67 0.76 89.4 (87.4-91.4) 

Combined: bigrams, sources      

Bonferroni correction 17 0.86 0.63 0.72 87.8 (85.5-90.1) 

p-value < 0.05 38 0.90 0.82 0.86 93.1 (91.3-94.9) 

threshold = 3 42 0.91 0.84 0.87 93.8 (92.1-95.5) 

Combined: bigrams, followers, sources      

Bonferroni correction 24 0.91 0.64 0.74 88.9 (86.7-91.1) 

p-value < 0.05 51 0.94 0.84 0.88 94.4 (92.8-96.0) 

threshold = 3 47 0.94 0.85 0.89 94.7 (93.1-96.3) 
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Classifier testing in period two 

The performance of the classifiers was not sustained in the 

testing period, and the performance degradation observed 

from the training period to the testing period varied 

substantially across the classifiers (Table 3). The classifiers 

that included content features and had the highest accuracies 

in the training period exhibited the greatest degradation in 

performance when tested on tweets from the testing period. 

Classifiers that used social connection information tended to 

perform similarly in the training and testing periods, with 

smaller changes in accuracy compared to the content-based 

classifiers (Table 3). These results are consistent with the 

statistical analysis of the features, which showed that the 

social connections were more consistently distributed across 

the two classes in the training and testing periods, compared to 

the text fragments. 

Table 3 – The change in performance when applying the 

classifiers to the testing period (the subsequent three months) 

Classifier 

Accuracy  

(95% CI) 

Accuracy 

change (%) 

Bigrams (content)   

  Bonferroni correction 85.2 (82.9-87.5) 3.2 

  p-value < 0.05 82.6 (80.1-85.1) -3.2 

  threshold = 3 53.6 (50.4-56.9) -36.2 

Followers (connections)   

  Bonferroni correction 86.0 (83.6-88.4) 2.0 

  p-value < 0.05 85.5 (83.1-87.9) 0.0 

  threshold = 3 84.1 (81.6-86.6) -3.0 

Sources (connections)   

  Bonferroni correction 88.6 (86.4-90.8) 1.9 

  p-value < 0.05 81.6 (78.9-84.3) -4.6 

  threshold = 3 87.3 (85.0-89.6) -0.7 

Bigrams, sources (both)   

  Bonferroni correction 88.6 (86.4-90.8) 0.8 

  p-value < 0.05 82.2 (79.5-84.9) -10.9 

  threshold = 3 87.1 (84.8-89.4) -6.7 

The two best performing classifiers were capable of 

distinguishing anti-vaccine tweets from all other tweets with 

88.6% accuracy in the testing period. One was trained using 

only social connections and the other was trained using social 

connections and text fragments. 

Discussion 

We demonstrated that social connection information can be 

used to improve classifiers capable of identifying anti-vaccine 

opinions for HPV vaccines on Twitter, addressing the 

temporal degradation associated with using content features 

alone. While we have examined this phenomenon for only one 

topic, the results suggest that this approach may help to reduce 

the frequency at which social media surveillance systems 

would need to be updated through manual intervention. 

Previous attempts at using social network information as 

features in supervised machine learning for Twitter 

classification have demonstrated reasonable performance – the 

best reported accuracies on various datasets were 68% and 

73% using information from replies and retweets [30, 31], and 

between 58% and 77% using follower connections [32-34]. 

We believe our study is the first to demonstrate the difference 

in temporal degradation across classifiers constructed from 

content and social connection features. 

The results suggest that information about who users follow, 

rather than who follows them, may be more useful for 

predicting the direction of their expressed opinions. A 

plausible explanation for this comes from the friendship 

paradox [35]. For any given user posting a tweet about HPV 

vaccines, the users they follow are likely to have more 

followers on average. More popular and influential users are 

expected to be better connected to the communities that tweet 

about HPV vaccines and as a consequence, may produce more 

useful features. The results may also suggest that there is a 

core of users that may be influential in vaccine information 

communities and that their followers tend to express similar 

opinions as a consequence of homophily or contagion [12, 

14]. 

Limitations 

There were several important limitations to the experiments 

reported here. Firstly, rate-limited access to Twitter precluded 

the instantaneous collection of user information each time we 

captured a relevant tweet, so calls to the API were staggered 

throughout the period and the information was collected only 

once for each user. However, given the stability of the social 

connections and the relatively small proportion of users that 

tweeted in both periods, this limitation is unlikely to have 

affected the conclusions. In addition, we did not apply any 

query expansion methods or evaluate the overall quality of the 

search terms we used. 

Secondly, alternative feature space constructions and selection 

methods could have been chosen to produce classifiers, and 

these may have yielded different results. Specifically, there 

may be combinations of time-invariant text fragments that 

could out-perform our most accurate classifier (88.6% 

accuracy). 

Finally – and importantly – we prospectively chose to 

demonstrate the results of the statistical analysis by 

implementing one type of classifier (SVMs using a radial 

basis function kernel) and fixed the parameter values to 

balance precision and recall in an unbalanced sample. If we 

had chosen other parameter values, different kernels, or other 

less appropriate machine learning algorithms, the results may 

have been different. However, since we tested the significant 

associations for all content and connection features 

independently of the classifier training and testing, our 

conclusions are largely independent of, but confirmed by, the 

construction of the classifiers.  

Conclusion 

For the task of classifying tweets about HPV vaccines as anti-

vaccine or otherwise, information about the social connections 

between users provided a useful addition to the content of 

what people write. In particular, we showed that it is possible 

to use information about the users that people follow online to 

help predict their opinions. Our findings also suggest some 

potential avenues for the development of opinion forecasting – 

prospectively predicting the opinions of individuals and 

populations based on their social connections, rather than 

reactively classifying their opinions based on what they write. 
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Introductory Remarks from the Scientific Program Chairs 

Fernando Martin-Sanchez
a

, Kaija Saranto
b 

a 

Health and Biomedical Informatics Centre, Melbourne Medical School, The University of Melbourne, Australia 

b

 Department of Health and Social Management, University of Eastern Finland, Kuopio, Finland  

 

MEDINFO is the premier international Health and Biomedical 

Informatics event. MEDINFO 2015 is hosted by SBIS 

(Brazilian Health Informatics Society) on behalf of the 

International Medical Informatics Association (IMIA) and 

will take place in the city of São Paulo from the 19
th

 to 23
rd

 

August 2015. MEDINFO 2015 continues a 41-year tradition 

of bringing together world leaders, policy makers, researchers, 

practitioners, educators, and students to exchange ideas and 

contribute to the latest developments, innovations, and global 

trends in this rapidly advancing, multidisciplinary field of 

Health and Biomedical Informatics. This is the first 

MEDINFO that has been organized to reflect the new two-

yearly cycle approved by IMIA. We were thus very happy 

when we reached the submission and registration deadlines 

with numbers very similar to previous MEDINFOs that had 

been organized in three-yearly cycles.  

Under the theme: “eHealth-enabled Health”, the world 

leaders in this field will gather in Brazil to share knowledge 

and analyze how Health and Biomedical Informatics is 

contributing to address some of the most challenging 

problems in health care, public health, consumer health and 

biomedical research. Researchers, clinicians, technologists 

and managers will attend and share experiences on the use of 

information methods, systems and technologies to promote 

patient-centered care, improve patient safety, enhance care 

outcomes, facilitate translational research, enable precision 

medicine and improve education and skills in health 

informatics. 

This is an historical event as MEDINFO is hosted in Latin 

America for the first time. Inclusiveness has been a main goal 

in MEDINFO 2015 with affordable registration fees for the 

regional audience and use of Spanish and Portuguese 

language in tutorials and simultaneous translation in sessions 

held in the main auditorium. MEDINFO 2015 features a pre-

congress offering of an extensive tutorial program by leading 

experts and a student paper competition that draws the best 

young talent from all over the world. The main program 

includes keynote talks, papers, posters, panels, workshops, 

and scientific demonstrations that span a broad range of topics 

from emerging methodologies that contribute to the 

conceptual and scientific foundations of Health and 

Biomedical Informatics, to successful implementations of 

innovative application, integration, and evaluation of eHealth 

systems and solutions.  

The conference program features five keynote presentations, 

178 paper presentations, 248 poster abstract presentations, 27 

panels, 30 workshops and 17 scientific demonstrations.   

The contributions and presentations included in the program 

were carefully selected through a rigorous review process 

involving almost 400 reviewers for a large number of 

submissions (793) sent by 2500 authors from 59 countries all 

over the world. The Scientific Program Committee Co-Chairs 

are grateful to the four Track Chairs, the members of the 

Scientific Program Committee and all the reviewers who have 

contributed to the process, and thank the Editorial Committee, 

the Local Organizing Committee and the IMIA officers (in 

particular CEOs and VP Medinfo) for assisting us in putting 

this program together. 

The conference participants come to São Paulo from all 

continents and 60 different countries. We hope that you will 

enjoy the published proceedings and the overall program! 

 

Sincerely, 

 

Fernando Martin-Sanchez, PhD, FACHI, FACMI & 

Kaija Saranto, PhD, FACMI, FAAN 

Co-Chairs, MEDINFO 2015 Scientific Program Committee 

 

 

 

 

v



This page intentionally left blank



Introductory Remarks from the Editorial Committee Chair 

Indra Neil Sarkar

a 

a 

Center for Biomedical Informatics, Warren Alpert Medical School of Brown University, Providence, RI, USA 

 

Let me join the rest of the organizing committees in 

welcoming you to MEDINFO 2015 in São Paulo. As the 

Editorial Committee Chair, I had the distinct honor to review 

every accepted submission to this year’s congress. I 

personally wish to extend a thanks to the authors for their fine 

contributions. Together with the meeting participants, 

MEDINFO 2015 is positioned to be an unprecedented 

exposition of the finest biomedical informatics innovations 

with global impact. 

Appreciating the international scope of the MEDINFO 

congresses, it is essential to embrace principles to support 

scientific inclusivity. Therefore, in contrast to many scientific 

meetings, the general criteria used for selection into the 

MEDINFO proceedings is based mostly on scientific merit; 

language issues are not reason alone for a submission to be 

not selected. The cost of this inclusivity is that each accepted 

submission must be carefully reviewed and edited to adjust for 

language that does not impact the scientific contribution. It is 

important to note that even submissions from native English 

speakers may require editing due to variance from the 

required template, typographical errors, or grammatical issues. 

Building on the framework developed by Christoph Lehmann 

for MEDINFO 2013, Assistant Editors (AEs) were recruited 

from biomedical informatics training programs (Table 1). The 

minimum criterion for selection as an AE was at least one first 

author peer-reviewed English publication (ideally in an 

informatics conference or journal). Poster submissions were 

reviewed by one AE; paper submissions by two AEs. The 

edits were then finalized and assembled into the final 

proceedings that are in front of you now. 

It is important for authors to understand the costs associated 

with the editing and overall production efforts to ensure the 

MEDINFO proceedings are of the highest quality possible. 

Following my esteemed colleagues who served as Editorial 

Committee Chairs for previous MEDINFOs, I make a plea to 

each of you to consider the work that is involved when aiming 

to circumvent the standards established by the organizing 

committees.  

Even moreso than in previous MEDINFOs, strict adherance to 

the template guidelines was deemed an essential criterion for 

inclusion in the proceedings. Nonetheless, a number of 

submissions did clear the peer-review process that still 

required formatting edits to ensure consistency in font size, 

spacing, and overall style. In some instances, text had to be 

significantly edited or figures drastically shrunken or 

eliminated all together to ensure page limits were respected. 

Even with such edits, a good faith effort was still made for 

preserving the scientific message of the contributions. I am 

thankful for the dedication and hard work of 26 AEs that 

worked, word-by-word, through each submission and made 

edits that were ultimately vetted and approved by me.  

Table 1– Assistant Editors (AEs) for MEDINFO 2015 

Assistant Editor Institution 

Samira Y. Ali Carlow University 

Andrew B.L. Berry University of Washington 

Haresh L. Bhatia Vanderbilt University 

Richard Brandt Texas Tech University 

Matthew K. Breitenstein Mayo Clinic 

Jacqueline E. Brixey University of Texas at El Paso 

David Chartash Indiana University 

Perry M. Gee Dignity Health 

Mattias Georgsson Blekinge Institute of Technology

Anupama Edward Gururaj University of Texas Health 

Science Center at Houston 

Zhe He Columbia University 

Kate Fultz Hollis Oregon Health &  

Sciences University 

Silis Y. Jiang Columbia University 

Saeed Mehrabi Mayo Clinic 

Amir Mohammad Yale University 

Tiffany Nicole Moncur University of South Florida 

Shauna Marie Overgaard University of Minnesota 

Jennifer Elizabeth Prey Columbia University 

Lisiane Pruinelli University of Minnesota 

Balaji Polepalli Ramesh University of Massachusetts 

Joseph D. Romano Columbia University 

Charlene Ronquillo University of British Columbia 

Ning Shang Columbia University 

Harry Tunnell Indiana University-Purdue 

University Indianapolis 

Mary Regina Wysocki University of Texas Health 

Science Center at Houston 

Rafeek Adeyemi Yusuf University of Texas Health 

Science Center at Houston 
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and Andrew Georgiou), along with Alvaro Margolis (IMIA 

Vice President for MEDINFO), Peter Murray (Immediate Past 

IMIA CEO), Elaine Huesing (Interim IMIA CEO), the leader-

ship of the Local Organizing Committee (Beatriz de Faria 

Leão and Claudio Giulliano Alves da Costa) and the Scientific 

Program Committee Co-Chairs (Fernando Martin Sanchez and 

Kaija Saranto). These proceedings and this meeting are the 

product of a true team effort– I hope you enjoy MEDINFO 

2015 in São Paolo! 

 

Sincerely, 

 

Indra Neil Sarkar, PhD, MLIS, FACMI 

Chair, Editorial Committee  
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