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My spine just squinted and my eye is weak
I can’t find peace in a form of speech

My views change color red hot, ice cold
Black ain’t a color, happiness ain’t gold

It’s hard for me to feel normal easy to feel free
It’s hard for you to understand if you can’t feel me

I’m a municipal and the mundane
I try to keep weird keep away from the same

I haven’t read an outline on how to pass youth
Rather than get passed, I pass doobs

I’m out, I’m in, it’s hard to live in this given culture
All the hers and hymns

All of the rats, snakes, and youth vultures around
My heart’s out of shape and my head’s in a cast

I am tired, I am weary
I could sleep for a thousand years

A thousand dreams that would awake me
different colors, made of tears.

-The Growlers and The Velvet Underground-
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en la organización de mi desorden matemático.
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1
Introduction

1 The notion of integrability

On a fairly imprecise, first approximation, the universal definition of integrability
is understood as the exact solvability or regular behavior of solutions of a system.
Nevertheless, in Mathematics and Physics, there are various distinct notions of inte-
grable systems [5, 13, 25, 248, 280, 339]. The characterization and unified definition
of integrable systems are two nontrivial matters. The study of integrability from
several different perspectives has led to an apparent fragmented notion of them.
The aim of this introduction is to give a comprehensive account of the variety of
approaches to such an important and difficult concept as integrability. In particu-
lar, we focus on those approaches applicable to mathematical and physical models
described through ordinary differential equations (ODEs) and partial differential
equations (PDEs).

The field of integrable systems appeared with Classical Mechanics with a quest
for exact solutions to Newton’s equations of motion [30]. Integrable systems usually
present regular behavior of solutions or conserved quantities in time, such as energy,
angular momentum, etc. Indeed, some of such systems present an infinite number of
conserved quantities [30]. But having a big amount of conserved quantities is more
of an exception rather than a rule.

Then, we are in need of a mathematically rigorous, constructive approach based
on the study of algebraic or analytic structures related to integrable systems. The re-
quirement of existence of such structure could be taken as the notion of integrability
[324].

In the general theory of differential equations, we can endow different definitions
and interpretations of integrability.



2 Introduction

1.1 Integrability of dynamical systems

From a very geometrical point of view, dynamical systems are formulated based
on their underlying geometric or algebraic structure. Differential equations can be
interpreted in terms of a system of differential one-forms, or a Pfaffian system. The
idea is to see how these differential one-forms restrinct to a submanifold and how
this restriction is compatible with the exterior derivative.

Given a collection of one-forms over a general manifold N , an integral submani-
fold is a submanifold M whose tangent space at every point is annihilated by each
one-form at every point p ∈M . We call a maximal integral manifold a submanifold

M such that the kernel of the restriction ι∗ : Ω
(1)
p (N)→ Ω

(1)
p (M), with ι : M ↪→ N ,

is spanned by the one-forms of the Pfaffian system in every point of M . Additionally,
the one-forms are linearly independent. A Pfaffian system is said to be completely
integrable if N admits a foliation by maximal integral manifolds (the foliation need
not be regular, the leaves of the foliation might not be embedded submanifolds).
The integrability condition is a condition on these one-forms that guarantees that
there will be integral submanifolds of sufficiently high dimension. In these terms,
the Fröbenius theorem states the integrability condition for such systems: if the
ideal algebraically generated by the collection of one-forms is closed under exterior
differentiation, then, the system admits a foliation by maximal integral manifolds
[13, 196].

In the context of differentiable dynamical systems, the notion of integrability
refers to Liouville integrability [304], or the existence of invariant, regular foliations,
i.e., ones whose leaves are embedded submanifolds of the smallest possible dimension
that are invariant under the flow.

1.2 Integrability of Hamiltonian systems

In the case of integrable Hamiltonian systems with an associated Hamiltonian func-
tion, there exists a regular foliation of the phase space by invariant manifolds, such
that the Hamiltonian vector fields associated with the invariants of the foliation,
span the tangent distribution. Similarly, we can say that there exists a maximal
set of invariants that commute with the Hamiltonian function H under the Poisson
bracket {·, ·}, that is a Lie bracket satisfying the Leibnitz rule

{H, I} = 0, (1.1)

for a certain number of first-integrals I.

• If the space is symplectic, it has an even dimension 2n and the maximal number
of independent Poisson commuting invariants (including H) is n.

• When the number of independent Poisson commuting invariants is less than
n, we say that the system is partially integrable [13, 25].
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• When there exist further functionally independent invariants, beyond the max-
imal number that can be Poisson commuting, it is superintegrable [13, 25]. This
is equivalent to saying that the dimension of the leaves of the invariant man-
ifold is less than n. If there is a regular foliation with one-dimensional leaves
(curves), this is called maximally superintegrable [13, 184, 208].

When the Hamiltonian system is completely integrable in the Liouville sense and
the level sets are compact, the flows are complete and the leaves of the invariant
foliation are tori. Then, there exist local canonical coordinates on the phase space
known as action-angle variables [280], such that the invariant tori are the joint level
set of the action variables. The Lioviulle integrability provides a complete set of
invariants of the Hamiltonian that are constants of motion. The angle variables are
periodic and the motion on the tori is linear in these coordinates.

2 Methods to guarantee integrability

In 1960, the discovery of solitons as strongly stable, localized solutions of certain
PDEs could be understood by viewing these equations as infinite-dimensional Hamil-
tonian systems. The study of soliton solutions led to multiple methods for solving
PDEs. A fundamental one is the inverse scattering method/transform (IST) [5, 8, 9],
which appeared as a result of the derivation of Lax pairs [281, 282].

2.1 Lax pairs and the IST

A Lax pair (LP) or spectral problem is a pair of linear operators L(t) and P (t), acting
on a fixed Hilbert space H, that satisfy a corresponding differential equation, the so
called Lax equation

dL

dt
= [P,L], (2.1)

where [P,L] = PL− LP. The operator L(t) is said to be isospectral if its spectrum
of eigenvalues is independent of the evolution variable. We call eigenvalue problem
the relation

Lψ = λψ, (2.2)

where ψ ∈ H, henceforth called a spectral function or eigenfunction, and λ is a
spectral value or eigenvalue.
The core observation is that there exists a unitary operator u(s, t) such that

L(t) = u(s, t)L(s)u−1(s, t), (2.3)

where u(s, t) is the general solution of the Cauchy problem

du(s, t)

dt
= P (t)u(s, t), u(s, s) = 1. (2.4)
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Notice that L(t) is self-adjoint and P (t) is skew-adjoint. In other words, to solve the
eigenvalue problem (2.2) we can use the value L(0) and for obtaining the solution
at time t, we use the following condition and ODE

λ(t) = λ(0),

∂ψ

∂t
= Pψ. (2.5)

Lax pairs are interesting because they guarantee the integrability of certain
differential equations [5, 9]. Generally, nonlinear PDEs that are integrable, can
equivalently be rewritten as the compatilibity condition (2.1) of a spectral problem
[164, 171]. Sometimes, it is easier to solve the equations provided by the LP rather
than the nonlinear problem. In this way, the IST is based on the aforementioned
properties [5].

The inverse scattering transform is a method for solving certain nonlinear PDEs
with an associated LP. The IST guarantees the existence of analytical solutions of
the PDE (when it can be applied). The name inverse transform comes from the
idea of recovering the time evolution of the potential u(x, t) from the time evolution
of its scattering data, opposed to the direct scattering which finds the scattering
matrix from the evolution of the potential. This method has been applied to many
exactly solvable models or completely integrable infinite-dimensional systems as: the
Korteweg de Vries equation [273], to be soon extended to the nonlinear Schrödinger
equation, Sine-Gordon equation, etc. [170, 426]. It was first introduced by Gardner,
Greene, Krustal, Miura et al in 1967 [199, 200] and it can be summarized in a number
of steps, in the case of 1 + 1 dimensions. This process could be generalized to higher
dimensions [272]

• Consider L and P acting on H, where L depends on an unknown function
u(x, t) and P is independent of it in the scattering region.

• We can compute the spectrum of eigenvalues λ for L(0) and obtain ψ(x, 0).

• If P is known, we can propagate the eigenfunction with the equation ∂ψ
∂t (x, t) =

Pψ(x, t) with initial condition ψ(x, 0).

• Knowing ψ(x, t) in the scattering region, we construct L(t) and reconstruct
u(x, t) by means of the Gelfand–Levitan–Marchenko equation [316]

The following diagram shows the procedure
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Initial potential, u(x, t = 0)
scattering data //

KS

time difference

��

Spectrum L(0), ψ(x, t = 0)

scattering data t>0

��

Potential at time t, u(x, t) dψ/dt = Pψ, i.c. ψ(x, t > 0)
Inverse scattering data

Reconstruct L(t),t>0
oo

2.2 The Hirota bilinear method

Another method guaranteeing the integrability of a nonlinear PDE, together with
the IST, is the Hirota’s bilinear method (HBM) [242]. The major advantage of the
HBM over the IST is the obtainance of possible multi-soliton solutions [242, 243, 323]
by imposing Ansätze. Additionally, the HBM can be applied to a greater number of
equations and it is solved algebraically instead of relying on nontrivial analysis, as
the IST [239, 240]. Most PDEs are not initially expressed in a tractable format for
subsequent mathematical analysis. Hirota noticed that the best dependent variables
for constructing soliton solutions are those in which the soliton appears as a finite
number of exponentials. To apply this method it is necessary that the equation is
quadratic and that the derivatives can be expressed using Hirota’s D-operator [244]
defined by

Dn
xf · g = (∂x1 − ∂x2)nf(x1)g(x2)

∣∣∣
x2=x1=x

.

Unfortunately, the process of bilinearization is far from being algorithmic, and it is
hard to know how many variables are needed for bilinearization.

2.3 The Painlevé test

To discern whether our equation is integrable or not, involves a deep inspection of
its geometrical properties and aforementioned methods. Now, a question arises: Is
there any algorithmical method to check the integrability of a differential equation?
The answer is affirmative.

The Painlevé test establishes an algorithmical integrability criteria for differen-
tial equations [131, 171, 417]. It focuses on the singularity analysis of the differ-
ential equation, attending to a fundamental property: being a fixed or a movable
singularity, or a singularity not depending or depending on the initial conditions,
respectively.

These concepts were initiated by Fuchs and Sophia Kovalevskaya [134]. The
latter centered herself in the study of equations for solid rigid dynamics: singularities
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and properties of single-valuedness of poles of PDEs on the complex plane, etc.
Eventually, she expanded her results to other physical systems [322].

Let us illustrate the concept of fixed and movable singularity. Consider a man-
ifold N locally diffeomorphic to R × TR, with local coordinates {t, u(t), ut}, where
TN represents the tangent space. Consider the differential equation

(t− c)ut = bu (2.6)

and c, b ∈ R. Its general solution reads

u(t) = k0(t− c)b, (2.7)

where k0 is a constant of integration. Depending on the value of the exponent b, we
have different types of singularities

• If b is a positive integer, then, u(t) is a holomorphic function.

• If b is a negative integer, then c is a pole singularity.

• In case of b rational, c is a branch point.

Nevertheless, the singularity t = c does not depend on initial conditions. We say
that the singularity is fixed.

Let us now consider an ODE on R× T2R, which reads

buutt + (1− b)u2
t = 0, (2.8)

with a ∈ R. The general solution to this equation is

u(t) = k0(t− t0)b. (2.9)

If b is a negative integer, the singularity t = t0 is a singularity that depends on the
initial conditions through the constant of integration t0. In this case, we say that
the singulary is movable.

Painlevé, Gambier et al oriented their study towards second-order differential
equations. In particular, Painlevé focused on differential equations on R×T2R with
local coordinates {t, u, ut, utt}, of the type

utt = F (t, u, ut), (2.10)

where F is a rational function in u, ut and analytic in t. He found that there were
50 different equations of type (2.10) whose unique movable singularities were poles
[347, 348]. Out of the 50 types, 44 were integrated in terms of known functions
as Riccati, elliptic, linear, etc., and the 6 remaining, although having meromorphic
solutions, they do not possess algebraic integrals that permit us to reduce them by
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quadratures. These six functions are the nonlinear analogues of special functions
and their solutions are called Painlevé transcendents (PI−PV I), because they cannot
be expressed in terms of elementary or rational functions or solutions expressible in
terms of special functions [125].

From here we can establish the Painlevé Property (PP) for an algebraic ODE. We
say that an ODE has the PP if all the movable singularities of its solution are poles.
In other words, if the solution is single-valued anywhere but in the fixed singularities
of the coefficients. The PP does not attend to other type of singularities as branch
points, essential singularities, etc.

To establish the nature of the singularities and a criteria of integrability, we can
make use of the Painlevé test (PT) for ODEs [417]. Given a general ODE on R×TpR
with local coordinates {t, u, ut, . . . , ut,...,t︸︷︷︸

p times

},

F = F (t, u(t), . . . , ut,...,t︸︷︷︸
p times

), (2.11)

the PT analyzes local properties by proposing solutions in the form

u(t) =
∞∑
j=0

aj(t− t0)(j−α), (2.12)

where t0 is the singularity, aj , ∀j are constants and α is necessarily a positive integer.
If (2.12) is a solution of an ODE, then, the ODE is conjectured integrable. To prove
this, we have to follow a number of steps

1. We first need to determine the value of α by balance of dominant terms [387],
which will simultaneously permit us to obtain a0. The values of α and a0

are not necessarily unique, and α must be a positive integer. If there is more
than one possibility, we say that there are branches of expansion and the
forthcoming steps need to be satisfied for every possible value of α.

2. Having introduced (2.12) into the differential equation (2.11), we obtain a
relation of recurrence for the rest of coefficients aj that can be written as

(j − β1) · · · · · (j − βn)aj = Fj(t, . . . , uk, (uk)t, . . . ), k < j (2.13)

and which arises from setting equal to zero different orders in (t−t0). This gives
us aj in terms of ak for k < j. Observe that when j = βl with l = 1, . . . , n, the
left-hand side of the equation is null and the associated aβl is arbitrary. Those
values of j, are called resonances and the equation (2.13) turns into a relation
for ak for k < βl which is known as the resonance condition. Considering that
the number of arbitrary constants of motion that an ODE must have is equal
to its order, we must find the order of the equation minus one, as t0 is one of
the constants.
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3. Make sure that the resonance conditions are satisfied identically, Fj = 0 for
every j = βl. If so, we say that the ODE posesses the PP and that it is inte-
grable. The resonances have to be positive except j = −1, which is associated
with the arbitrariness of t0.

4. For systems of ODEs with k dependent variables u1, . . . , uk, this procedure
needs the addition of expansions for every ui,

ui(t) =

∞∑
j=0

aij(t− t0)(j−γ), ∀i. (2.14)

In the case of PDEs, Weiss, Tabor and Carnevale carried out the generalization of
the Painleve method, the so called WTC method [417].

Consider a system of q partial differential equations of p-order, defined over a
general manifold with local coordinates(

xi, uj , (uj)xi , (uj)xj1i1 ,x
j2
i2

, . . . , (uj)xj1i1 ,x
j2
i2
,...,xjnin

)
(2.15)

which reads

Ψl = Ψl

(
xi, uj , (uj)xi , (uj)xj1i1 ,x

j2
i2

, . . . , (uj)xj1i1 ,x
j2
i2
,x
j3
i3
,...,xjnin

)
, l = 1, . . . q, (2.16)

such that j1 + · · ·+ jn = p, 1 ≤ i1, . . . , in ≤ n and x1 ≤ xi ≤ xn, j = 1, . . . , k.
The Ablowitz-Ramani-Segur conjecture, ARS conjecture, says that a PDE is

integrable in the Painlevé sense [348], if all of its reductions have the Painlevé
property [415]. This is equivalent to saying that if a PDE is reducible to an ODE
that is not one of the Painlevé transcendents [194], then the ARS conjecture predicts
that the PDE is not completely integrable [8]. In other words, a PDE enjoys the PP
if u(t) is single-valued in the movable singularity manifold φ and α > 0 and integer.
McLeod and Olver [322] tested a weaker version of this conjecture. No rigorous
proof was given, but the extended study of its reduced versions suggests the validity
as a method to prove integrability.

Similarly, we can extend the Painlevé test to PDEs by substituting the function
(t − t0) in (2.12) by an arbitrary function φ(xi) for all i = 1, . . . , n, which receives
the name of movable singularity manifold. We propose a Laurent expansion series

ul(xi) =
n∑
j=1

u
(l)
j (xi)φ(xi)

j−α, ∀xi, i = 1, . . . , n, ∀l = 1, . . . , k, (2.17)

which incorporates ul(xi) as functions of the coordinates xi, instead of being con-
stants as aj in (2.12). Steps 1–3 for ODEs can be reenacted in order to prove the
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integrability of a PDE. It is significant to notice that the resonance condition and
recursion equation (2.13) have now more general expressions as

(j − β1) · · · · · (j − βn)uj(xi) = Fj(φxi , . . . , uk, (uk)xi , . . . ), k < j, ∀i = 1, . . . , n.
(2.18)

It is important to mention that the PT is not invariant under changes of coordi-
nates. This means that an equation can be integrable in the Painlevé sense in certain
variables, but not when expressed in others, i.e., it is not a geometrical property.
There exist certain changes of coordinates to check the Painlevé integrability when
the equation does not possess the PP in its initial ones. In particular, we deal with
a change of coordinates, the known as reciprocal transformations [138, 158, 372].

2.4 The singular manifold method

The singular manifold method (SMM) focuses on solutions which arise from trun-
cated series of the generalized PP method (2.17). We require the solutions of the
PDE written in the form (2.17) to select the truncated terms [164]

ul(xi) ' u(l)
0 (xi)φ(xi)

−α + u
(l)
1 (xi)φ(xi)

1−α + · · ·+ u(l)
α (xi), (2.19)

for every l. In the case of several branches of expansion, this truncation needs to
be formulated for every value of α. Here, the function φ(xi) is no longer arbitrary,
but a singular manifold with the expression arising from (2.19) being a truncated
solution of the PDE under study.

Generally, a lot of physical models appear as equations of this type, in 1 + 1
dimensions (one spatial and one temporal dimension).

The SMM is interesting because it contributes substantially in the derivation of
a Lax pair. This procedure can be devised in [170, 171, 172].

Some of the described methods, apart from guaranteeing the integrability of a
differential equation, provide us with possible solutions. In the following chapters, we
shall focus on three primordial ones. The first, different, but not unrelated approach
to integrability of differential equations, begins with the seminal contribution of
Sophus Lie in classical symmetries of differential equations. Later on, this method
was generalized by Bluman and Cole [64] and Olver and Rosenau [341, 342]. They
searched for a particular type of symmetries that leaves invariant a subset of all
the possible solutions of the PDE. These symmetries do not form a Lie group in
themselves but they are very worth of study for the analysis of properties of the
PDE.

Another way to achieve integrability is finding symmetries not through the
usual group theoretical approach [397], but through similarity transformations. One
chooses an Ansatz that permits the reduction of the PDE to an ODE, which can be



10 Introduction

studied through the Painlevé analysis. The difficult part resides in choosing proper
Ansätze. This work was deeply inspected by Clarkson and Kruskal [126, 229, 357,
410].

2.5 Lie systems

In short, a Lie system is a system of ODEs describing the integral curves of a t-
dependent vector field taking values in a finite-dimensional Lie algebra V of vector
fields: a so-called Vessiot–Guldberg (VG) Lie algebra for the Lie system [89, 91, 102,
109, 419].

Equivalently, a Lie system is a system of ODEs admitting a superposition prin-
ciple or superposition rule, i.e., a map allowing us to express the general solution of
the system of ODEs in terms of a family of particular solutions and a set of constants
related to initial conditions [89, 91, 102, 303, 419]. These superposition principles
are, in general, no linear. Among other reasons, superposition rules are interesting
because they allow us to integrate systems of ODEs from the knowledge of a small
set of particular solutions [18, 19, 102].

Lie systems enjoy a plethora of mathematical properties. Geometrically, the
Lie–Scheffers theorem states that a Lie system amounts to a curve within a Lie
algebra of vector fields. Additionally, Cariñena, Grabowski and Marmo proved that
superposition rules can be understood as a certain type of projective foliation on an
appropriate bundle [91]. This idea gave rise to a geometric method for determining
superposition rules that has been employed, along with the new techniques described
in the thesis, to obtain superposition rules in an algebraic and geometric manner for
certain types of Lie systems admitting compatible geometric structures [35, 88].

From the point of view of their applications, Lie systems play a relevant rôle in
Physics, Mathematics, and other fields of research (see [102] which details more than
400 references on Lie systems and related topics). Some of the most representative
Lie systems are the Riccati equations and their multiple derived versions (matrix
Riccati equations, projective Riccati equations, etc.) [228, 278, 338]. These latter
differential equations frequently appear in Cosmology, Financial Mathematics, Con-
trol Theory and other disciplines [28, 102, 292, 386]. It is also worth noting that Lie
systems appear in the study of Wei–Norman equations [110], quantum mechanical
problems [100, 102] and Biology [32].

Additionally, many other differential equations can be studied through the theory
of Lie systems, even though they are not Lie systems. This is the case of the
Kummer–Schwarz [309] and Milne–Pinney equations [374], the Ermakov system [97],
t-dependent frequency Winternitz–Smorodinsky oscillators [35], Buchdahl equations
[236], among others [108, 109, 309].

Many of the previously mentioned examples have been discovered by the author
of this thesis and her collaborators. We have also added the Hamiltonian version of
the second-order Riccati equations [108], systems of ODEs that appear in the study
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of diffusion equations [236], new types of Riccati equations on different types of
composition algebras, as the complex, quaternions, Study numbers [166], and many
others [236]. Other new Lie systems concern viral models [32], certain reductions of
Yang–Mills equations [166] and complex Bernoulli equations [236].

As a consequence of the new applications of Lie systems, we have significantly
enlarged the field of potential applications of such systems. Moreover, most applica-
tions of Lie systems on the study of PDEs, e.g., in analyzing flat g-valued connections
and partial Riccati equations [166], are described in this thesis [88, 166]. Due to the
special geometric structure of Lie systems, our findings open a new research ap-
proach to the study of the above-mentioned differential equations and their related
problems.

Very surprisingly, it was proved that the found new Lie systems admitted Vessiot–
Guldberg algebras of Hamiltonian vector fields with respect to some symplectic or
Poisson structure [109]. This led to the study of an important particular case of Lie
systems, the so-called Lie–Hamilton systems.

Lie–Hamilton systems are Lie systems that admit Vessiot–Guldberg Lie algebras
of Hamiltonian vector fields with respect to a Poisson structure [35, 94, 109]. The
author and collaborators proved that Lie–Hamilton systems posses a time-dependent
Hamiltonian given by a curve in a finite-dimensional Lie algebra of functions with
respect to a Poisson bracket related with the Poisson structure: a Lie–Hamilton
algebra [35]. For Lie systems, this structure plays the analogue rôle of Hamiltoni-
ans in Hamiltonian Mechanics. From this analogy, the writer has found numerous
properties relative to the description of constants of motion, momentum maps and
Lie symmetries of Lie–Hamilton systems [109].

Among the developed methods for Lie–Hamilton systems, we consider of upmost
importance the computation of superposition principles through Poisson coalgebras
[33, 34, 36, 39, 40]. The traditional method for the computation of superposition
principles for Lie systems relies in the integration of systems of ordinary or partial
differential equations [18, 89, 91, 419]. Nevertheless, we can obtain such principles
for Lie–Hamilton systems by methods of algebraic and geometric nature [35].

Let us explain the last statement more precisely. Every Lie–Hamilton system in-
duces a Lie–Hamilton algebra. We construct a Poisson algebra of polynomials in the
elements of a basis of the Lie–Hamilton algebra. In obtaining superposition rules for
a Lie–Hamilton system, we have to define the so-called diagonal prolongations of the
Lie–Hamilton system, which are again Lie–Hamilton systems [35]. Hence, the diag-
onal prolongations are endowed with Poisson algebras in the same way. The point is
that there exists a primitive coproduct passing from the Poisson algebra of the initial
Lie–Hamilton system to the Poisson algebras of the successive diagonal prolonga-
tions giving rise to a Poisson coalgebra structure [33, 34, 36, 39]. The coproduct and
the Casimir elements of the Lie–Hamilton algebra of a Lie–Hamilton system enable
us to obtain conserved quantities and Lie symmetries of the Lie–Hamilton system
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and their diagonal prolongations. Such constants of motion are employed to obtain
superposition principles [35]. From now on, we call this procedure the coalgebra
method for obtaining superposition principles.

The coalgebra method has been developed by the author of this thesis and her
collaborators in an original way and has shown its efficiency [35], by avoiding the
long integration of systems of ODEs or PDEs arising from traditional methods [91,
102, 419]. Moreover, it allows us to provide geometrical and algebraic interpretations
of superposition rules. A very relevant outcome has been the achievement of the
superposition principle for the Riccati equations describing that the constant of
motion that leads to such a principle is basically given by the image, via a coproduct,
of a Casimir function for sl(2,R) [35].

Due to the interest shown in Lie–Hamilton systems, we have classified all the
Vessiot–Guldberg Lie algebras of Hamiltonian vector fields on the plane with respect
to a Poisson structure and have analyzed their properties [32]. We obtained twelve
different non diffeomorphic classes of Lie algebras of Hamiltonian vector fields. Fur-
thermore, relationships among all the finite-dimensional Lie algebras of Hamiltonian
vector fields on the plane were established (see Table 4), which completed several de-
tails (See Table 4) in the previous study carried out by Olver, Kamran and González
[210].

Our classification permitted the identification of physical and mathematical
properties of the Lie–Hamilton systems on the plane [236]. For example, it helped
in the study of trigonometric Lie systems appearing in the study of integrable sys-
tems [21], diffusion equations [32, 236, 389, 390], Smorodinsky–Winternitz oscillators
[314], systems with medical applications [153], Lotka–Volterra systems [32], systems
with periodic trajectories, etcetera.

But not every Lie system is a Lie–Hamilton system. The so-called no-go theorem
[88] shows a very general condition that helps us identify when a Lie system is not
a Lie–Hamilton one. We have found that numerous Lie systems admit a Vessiot–
Guldberg Lie algebra which consists of Hamiltonian vector fields with respect to a
certain geometric structure different from Poisson structures. If the vector fields
of the Vessiot–Guldberg Lie algebra are Hamiltonian with respect to a Dirac or
Jacobi structure, we say that they are Dirac–Lie [88] or Jacobi–Lie [237] systems,
correspondingly. Along this thesis, we will give numerous new examples of Lie
systems over different geometries, which do not only have great importance from
the mathematical point of view, but actually model the Physics of nature [35, 88,
237, 309].

A notorious example of Lie system compatible with another geometrical struc-
ture is that of Dirac–Lie systems [88]. These are Lie systems that possess a Vessiot–
Guldberg Lie algebra of Hamiltonian vector fields with respect to a Dirac structure.
As Dirac structures describe Poisson structures as particular cases, Dirac–Lie sys-
tems cover Lie–Hamilton systems.
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In this thesis we show how Dirac–Lie systems describe, through similar tech-
niques to those of the Poisson geometry, systems which cannot be described through
Lie–Hamilton systems. For example, the third-order Kummer–Schwarz equations
and certain systems appearing in the study of diffusion equations [88, 389]. Also,
some generalizations of the results for Lie–Hamilton systems were applied to the
realm of Dirac–Lie systems. Moreover, it is interesting that Dirac structures give
rise to a particular type of Lie algebroid structures [319]. As a consequence, Lie
algebroid structures can also be employed to study Dirac–Lie systems [88]. Due to
the fact that the use of Lie algebroid structures in Physics is much discussed, we
expect to continue this line of research in the future so as to analyze its relevance.

The last type of geometry that has been employed in this thesis is the Jacobi
geometry [237]. A Jacobi manifold is another generalization of a Poisson manifold.
We have defined and studied the denominated Jacobi–Lie systems, namely Lie sys-
tems admitting a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields with
respect to a Jacobi manifold. We generalize the theory of Lie–Hamilton systems to
the realm of Jacobi–Lie systems and we detail a classification of Jacobi–Lie systems
on the line and on the plane (see Table 5). This entails the study of the structure
of the space of constants of motion for such systems.

2.6 Lie symmetries

One of the most common techniques for the study of differential equations is the
Lie symmetry method [331], iniciated by Sophus Lie in the XIX century [296, 298]
and all its variant versions developed along the last decades. The Lie symmetry
method can be summarized by determining a transformation that leaves invariant
a group of equations [339, 358, 388]. Invariance under a transformation implies
the possibility of reducing the number of independent variables by one, for each
symmetry. A number of symmetries equal to the number of degrees of freedom of
the equation, leads us to its integration until it is reduced to an ordinary equation.
Given an ordinary equation, a symmetry would lead to the complete integration (by
quadrature) of the differential equation.

The classic method for symmetry computation was generalized along the XX
century. The development of computers has greatly helped in the generalization of
the Lie symmetry method and its application to more complicated equations.

New software orientated towards symbolic calculus, for example Maple, has be-
come very useful in the treatment of cumbersome intermediate calculation.

An important generalization of the classical method is the nonclassical approach
by Bluman and Cole in 1969 [64], Olver and Rosenau [341, 342]. We look for a
particular transformation that leaves invariant a subset of all the possible solutions
of the equation. The proposal of this type of symmetry started with the search of
solutions for the heat equation [181], which were not deducible through the classic
method. Since then, the nonclassical method was popularized [26, 127, 332]. A



14 Introduction

notorious difference between the classical and nonclassical method is that the later
provides us with no linear systems of differential equations for the resolution of the
symmetries. In the last few years, the classical and nonclassical analysis have shown
their efficiency in the treatment of equations of hydrodynamic origin, in the context
of Plasma Physics, cosmological models, Fluid Mechanics [5, 79, 171, 291, 330, 334].

In our research, we find of particular interest the application of the Lie symmetry
method (classical and nonclassical) to Lax pairs associated with the nonlinear differ-
ential equations. The inspection of symmetries of equations has been a very treated
topic by lots of authors. Notwithstanding, the symmetries of their associated Lax
pairs have been less investigated.

Our aim is to see how the Lax pairs reduce under the symmetry and in the case
of nonisospectral problems, to see if their nonisospectrality condition is propagated
to lower dimensions [167, 168, 169].

2.7 Reciprocal transformations

Reciprocal transformations can be suitably used in the field of PDEs. These transfor-
mations consist on the mixing of the role of the dependent and independent variables
[245], to achieve simpler versions or even linearized versions of the initial, nonlinear
PDE [158, 172]. Reciprocal transformations, by experience of many worked exam-
ples, help in the identification of the plethora of PDEs available in the Physics and
Mathematics literature. Two different equations, although seemingly unrelated at
first sight, happen to be equivalent versions of a same equation, after a reciprocal
transformation [176]. In this way, the big number of integrable equations in the
literature, could be greatly diminished by establishing a method to discern which
equations are disguised versions of common problem. Then, the next question comes
out: Is there a way to identify different versions of a common nonlinear problem?

In principle, the only way to ascertain is by proposing different transformations
and obtain results by recurrent trial and error. It is desirable to derive the afore-
mentioned canonical form from the SMM, but it is still a conjecture to be proven.

The content of this thesis has either been published or it is on its way for soon
publication. Here we show a list of our results.
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2
Geometric Fundamentals

In short, Differential Geometry is the mathematical discipline generalizing the stan-
dard differential and integral calculus on vector spaces to more general spaces, the
manifolds, in order to study the geometric properties of the structures defined on
them.

During the XVIII and XIX century, Differential geometry was mostly concerned
with the study of the intrinsic properties of curves and surfaces in Rn, e.g., the
Gauss’ Egregium Theorem, and the notion of parallelism [201, 202, 203].

The first mature notion of manifold appears in Riemann’s Habilitation thesis
in 1854 [366]. Riemann defined manifolds, term coming from the german Mannig-
faltigkeit, as a topological space that resembles the Euclidean space near each point,
but not necessarily globally. Since then, manifolds became a central concept for
Geometry and modern Mathematical Physics. Posteriorly, manifolds arose as solu-
tion sets of systems of equations, graphs of functions, surfaces, etc. They allow us
to describe locally very complicated structures in terms of an Euclidean space and
techniques from linear algebra.

Riemannian settled metrics on manifolds as a way to allow us measure distances
and angles. This carried in a natural way the existence of non-Euclidean geometries.
It is worth noting that in Riemann’s time it was a fundamental problem to under-
stand the existence of such non-Euclidean geometries which have then just appeared
[76, 48].

Moreover, the Gauss’ Egregium Theorem is based on the notion of a metric:
“the curvature of a surface can be determined entirely by measuring angles, distances
and the rates on the surface itself”, without further reference on how the surface
is embedded in the 3-dimensional Euclidean space. In more modern geometrical
terms, the Gaussian curvature of a surface is invariant under local isometry. These
were ideas fully established by Riemann: relevant properties of geometric structures
are independent of the spaces in which they might be embedded.
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Since the XIX, Differential Geometry began involved with geometric aspects of
the theory of differential equations and geometric structures on manifolds. Indeed,
Lie pioneered this line of research by developing a theory of invariance of differential
equations under groups of continuous transformations, as a way to achieve conserved
quantities [295, 297, 300, 301, 302, 299].

Historically, the formulation of Differential Geometry and symmetry groups re-
mained still from Euler’s theory description of the plane sound waves in fluids until
Birkhoff retook the subject during World War II, working on Fluid Dynamics includ-
ing bazooka changes and problems of air-launched missiles entering water [59, 60]. He
emphasized Group Theory for handling symmetries in Hydrodynamics and urged in-
novative numerical methods relying more heavily on computing. Indeed, he started
working on the solution of partial differential equations by successive approxima-
tions.

By the end of the XX century, a big explosion in research of geometrical as-
pects of differential equations had taken place. In order to study the Hamiltonian
formalism of Classical Mechanics, the introduction of symplectic manifolds served
as the mathematical description of the phase space. More relevant manifolds were
henceforth introduced, as the Lorentzian manifold model for space-time in General
Relativity [48], etc.

Properties of nonlinear systems of partial differential equations with geometrical
origin and natural description in the language of infinite-dimensional Differential
Geometry were settled. This helped the appearance of their Lagrangian and Hamil-
tonian formalisms, and the obtention of low-dimensional conservation laws [429].
Many problems in Physics, Medicine, Finance and industry required descriptions
by means of nonlinear partial differential equations. So, their investigation through
Differential Geometry began an independent field of research, with lots of different
directions: optimal transport problems, free boundary problems, nonlinear diffusive
systems, singular perturbations, stochastic partial differential equations, regularity
issues and so on [102, 113, 232].

For all the above reasons, we find of importance to formulate the content of this
thesis in geometrical terms. This introductory chapter provides an overview of the
geometrical and standard notation we shall use along the forthcoming chapters. We
will consider differential equations as submanifolds in jets bundles. Investigation of
singularities is a very subtle theme which we shall skip by assuming every geometric
structure to be real, smooth and well defined globally. Minor technical details will
be specified when strictly needed.

Additionally, this section provides a survey in other many differential geometric
structures that will appear during this thesis. In particular, we will describe sym-
plectic, presymplectic, Poisson, Dirac and Jacobi manifolds. In following chapters
we will illustrate how these structures will allow us to describe constants of motion,
symmetries, superposition rules and other properties of differential equations.
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1 Tangent spaces, vector fields and integral curves

Let N be an n-dimensional differentiable manifold and let {yi | i = 1, . . . , n} be a
coordinate system on N . This allows us to denote each point y ∈ N by an n-tuple
(y1, . . . , yn) ∈ Rn. We assume ε to be a coordinate system on R.

We write curves in N in the form γ : ε ∈ R 7→ γ(ε) = (γ1(ε), . . . , γn(ε)) ∈ N .
The space of curves in N can be endowed with an equivalence relation R given by

γ R γ̄ ⇐⇒ γ(0) = γ̄(0) and
dγi
dε

(0) =
dγ̄i
dε

(0), i = 1, . . . , n. (1.1)

In other words, two curves in N are related if their first-order Taylor polynomials
around ε = 0 coincide. Observe that the above equivalence relation is independent
of the chosen coordinate system. That is, if γ R γ̄ for the coordinate systems ε on R
and {y1, . . . , yn} on N , then γ R γ̄ also for any other coordinate systems on R and
N . Hence, the equivalence relation (1.1) is independent of the chosen coordinate
system and it therefore has a geometrical meaning.

Every equivalence class of R is called a tangent vector. We write vy for an
equivalence class of curves passing through y ∈ N for ε = 0. We call tangent space
at y ∈ N the space TyN of equivalence classes of the form vy. In view of (1.1) each
tangent vector vy ∈ TyN can be identified with a set of numbers (v1, . . . , vn) and
vice versa. Hence, the tangent space to each point y ∈ N can be written as

TyN = {(v1, . . . , vn)|(v1, . . . , vn) ∈ Rn}. (1.2)

The space TyN is naturally endowed with an n-dimensional vectorial space struc-
ture and there exists an isomorphism TyN ' Rn. Consequently, given a local
coordinate system {y1, . . . , yn} on N around y ∈ N , we can identify each vector
(v1, . . . , vn) ∈ Rn with the tangent vector vy associated to those curves γ : ε ∈ R 7→
(γ1(ε), . . . , γn(ε)) ∈ N satisfying that that dγi/dε(0) = vi for i = 1, . . . , n. It is worth
noting that the above identification depends on the chosen coordinate systems due
to the fact that γi(ε) = yi(γ(ε)) for i = 1, . . . , n and ε ∈ R.

Alternatively, tangent vectors can be understood as derivations on a certain R-
algebra, i.e., a real vector space along with an R-bilinear commutative multiplication.
More specifically, let C∞(U) be the space of differentiable functions defined on an
open subset U ⊂ N containing y. The space C∞(U) admits an equivalence relation
Rg given by

f Rg g ⇐⇒ f, g coincide on an open subset containing y.

The equivalence classes of this relation, let us say [f ] with f ∈ C∞(U), are called
germs. It is easy to verify that the quotient space, C∞g (U), related to the equivalence
relation Rg becomes a vectorial space with the sum [f ] + [g] = [f + g] and scalar
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multiplication by scalars λ ∈ R given by λ[f ] = [λf ]. Additionally, C∞(U) forms an
R-algebra with the R-bilinear commutative multiplication [f ][g] = [fg].

Each vy induces a mapping Dvy : [f ] ∈ C∞g (U) 7→ Dvy [f ] ∈ R given by

Dvy [f ] =
d

dε

∣∣∣∣
ε=0

f ◦ γ, γ ∈ vy. (1.3)

Since the first-order Taylor polynomials around 0 of each γ ∈ vy coincide by def-
inition of vy, the above mapping is well defined and it does not depend on the
chosen γ ∈ vy. It can be proved that each Dvy is a derivation on C∞g (U), i.e., Dvy

is linear and satisfies the Leibniz rule [Dvy([f ][g])] = Dvy([f ])g(y) + f(y)Dvy([g])
for each [f ], [g] ∈ C∞g (U). Conversely, it can be proved that every derivation on
C∞g (U) is of the form (1.3) for a certain vy ∈ TyN . This motivates to identify
each vy with a derivation Dvy and vice versa. In particular, the equivalence class
vvy related to the vector (0, . . . , 1 (i − position), . . . , 0) ∈ Rn induces the derivation

(∂/∂yi)y : [f ] ∈ C∞g (U) 7→ ∂f
∂yi

(y) ∈ R.

We call tangent space to N the space TN ≡
⋃
y∈N TyN . We can endow TN with

a differentiable structure. To do so, we related each coordinate system {y1, . . . , yn}
on N to a coordinate system on TN of the form

yi(vy) = yi(y), vi(vy) =
dγi
dε

(0), i = 1, . . . , n, (1.4)

where ε 7→ (γ1(ε), . . . , γn(ε)) is a curve belonging to the class vy. This gives rise to
a coordinate system {y1, . . . , yn, v1, . . . , vn} on TN . In consequence, if N is an n-
dimensional manifold, then TN becomes a 2n-dimensional manifold. We call tangent
bundle the bundle (TN,N, πN ), where πN : vy ∈ TN 7→ y ∈ N .

A vector field on N is a section of the tangent bundle TN , i.e., a mapping
X : N → TN such that πN ◦ X = IdN , with IdN being the identity on N . In
other words, a vector field is a mapping assigning to every y ∈ N a tangent vector
vy ∈ TyN . In the coordinate system {y1, . . . , yn}, a vector field can be brought into
the form

X(y) =
n∑
i=1

ηi(y)
∂

∂yi
, (1.5)

for certain functions ηi ∈ C∞(N) with i = 1, . . . , n.
An integral curve γ : ε ∈ R 7→ γ(ε) ∈ N for X with initial condition y0 ∈ N is

the curve γ : ε ∈ R 7→ γ(ε) ∈ N satisfying that γ(0) = y0,

dγi
dε

(ε) = ηi(γ(ε)),
∀ε ∈ R, i = 1, . . . , n. (1.6)

In view of the theorem of existence and uniqueness of solutions of systems of first-
order ordinary differential equations, the solution to the above Cauchy problem
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exists and is unique. So, there exists a unique integral curve of a vector field at each
point.

Observe that if γ : ε ∈ R 7→ (γ1(ε), . . . , γn(ε)) ∈ N is a particular solution to
system (1.6), then the coordinate expression for γ in other coordinate system is a
particular solution for (1.6) in the new coordinate system. This justifies to write
system (1.6) in an intrinsic form as γ(0) = y0,

dγ

dε
(ε) = X(γ(ε)),

(1.7)

where dγ/dε(ε0) is understood to be the tangent vector associated with γ at γ(ε0),
i.e., the equivalence class related to the curve ε 7→ γ̄(ε) ≡ γ(ε + ε0). Therefore, an
integral curve γ of a vector field X on N is a curve in N whose tangent vector at
each point y ∈ Im γ coincides with X(y). We write γy0 for the integral curve of X
with initial condition γy0(0) = y0 ∈ N .

By solving system (1.6) for each y0 ∈ N , we obtain a family of integral curves
{γy0}y0∈N . This gives rise to the so-called flow of X, namely the mapping Φ : (ε, y) ∈
R × N 7→ γy(ε) ∈ N . Since X(y) = dγy/dε(0) for each y ∈ N , the flow uniquely
determines the vector field X.

The flow allows us to define an ε-parametric set of diffeomorphisms Φε : y ∈
N 7→ Φ(ε, y) ≡ γy(ε) ∈ N . Observe that γγy(ε̄)(ε) = γy(ε + ε̄), ∀ε, ε̄ ∈ R, ∀y ∈ N .
Indeed, fixed ε̄, the curve ε 7→ γy(ε+ ε̄) takes the value γy(ε̄) for ε = 0 and, defining
ε̃ ≡ ε+ ε̄, we obtain

dγy(ε+ ε̄)

dε
=
dγy(ε̃)

dε̃
= X(γy(ε̃)) = X(γy(ε+ ε̄)), γy(0 + ε̄) = γy(ε̄). (1.8)

Therefore, the curve ε 7→ γy(ε+ ε̄) is an integral curve of X taking the value γy(ε̄) for
ε = 0. So, it must coincide with γγy(ε̄)(ε) and γγy(ε̄)(ε) = γy(ε + ε̄). In consequence,
we have

Φε(Φε̄(y)) = Φε(γy(ε̄)) = γγy(ε̄)(ε) = γy(ε+ε̄) = Φε+ε̄(y), ∀y ∈ N, ε, ε̄ ∈ R. (1.9)

On the other hand, Φ0(y) = γy(0) = y for all y ∈ N . Thus,

Φε ◦ Φε̄ = Φε+ε̄, Φ0 = IdN , ∀ε, ε̄ ∈ R, (1.10)

where IdN is the identity on N . The properties (1.10) tell us that {Φε}ε∈R is an
ε-parametric group of diffeomorphisms on N . Indeed, the composition of elements
of that family belongs to the family in virtue of (1.10). The element Φ0 = IdN is
the neutral element and Φ−ε ◦ Φε = IdN . In this way, Φε has inverse Φ−ε, which
makes each Φε, with ε ∈ R, into a diffeomorphism. We can also understand the
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uniparametric group of diffeomorphisms {Φε}ε∈R as a Lie group action Φ : (ε, y) ∈
R×N 7→ Φε(y) ∈ N.

Alternatively, every ε-parametric group of diffeomorphisms {Φε}ε∈R onN enables
us to define a vector field on N of the form

XΦ(y) ≡ d

dε

∣∣∣
ε=0

Φε(y), ∀y ∈ N, (1.11)

whose integral curves are γy(ε) = Φε(y), with y ∈ N . If {Φε}ε∈R is coming from
the flow of a vector field X, then XΦ = X. This shows that each vector field is
equivalent to an ε-parametric group of diffeomorphisms.

Assuming X to be given by (1.5), the corresponding flow gives rise to a set of
ε-parametric diffeomorphisms which, for infinitesimal ε, takes the form

yi 7→ yi + ε ηi(y) +O(ε2), i = 1, . . . , n, (1.12)

where O(ε2) stands, as usual, for a function of ε satisfying that limε→0O(ε2)/ε = 0.
This transformation is invertible for each fixed value of the parameter ε. The set of
all transformations for different values of ε forms a group.

2 Time-dependent vector fields

In order to study systems of non-autonomous first-order ordinary differential equa-
tions from a geometrical viewpoint, we introduce t-dependent vector fields. In this
section we present some of their basic properties.

Let π2 : (t, y) ∈ R × N 7→ y ∈ N be the projection onto the second factor
with t being the natural coordinate system on R. We now write t for the variable
in R because this variable mostly stands for the physical time in the applications
described in this thesis. A t-dependent vector field X on N is a map X : (t, y) ∈
R×N 7→ X(t, y) ∈ TN satisfying the commutative diagram

TN

πN
��

R×N

X

::

π2 // N

that is, πN ◦X = π2. Hence, X(t, y) ∈ π−1
N (y) = TyN and Xt : y ∈ N 7→ Xt(y) ≡

X(t, y) ∈ TyN ⊂ TN is a vector field on N for every t ∈ R. Conversely, every
t-parametric family {Xt}t∈R of vector fields on N gives rise to a unique t-dependent
vector field X : R × N 7→ Xt ∈ TN . Thus, each t-dependent vector field X is
equivalent to a family {Xt}t∈R of vector fields on N .

The t-dependent vector fields enable us to describe, as a particular instance,
standard vector fields. Indeed, every vector field X : y ∈ N 7→ X(y) ∈ TN can
naturally be regarded as a t-dependent vector field X : (t, y) ∈ R×N 7→ X(y) ∈ TN .
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Conversely, a ‘constant’ t-dependent vector field X on N , i.e., Xt = Xt′ for every
t, t′ ∈ R, can be understood as a vector field X = X0 on N .

Each t-dependent vector field X is equivalent to a linear morphism X : f ∈
C∞(N) 7→ (Xf) ∈ C∞(R×N), with (Xf)(t, y) ≡ (Xtf)(y) for every (t, y) ∈ R×N ,
satisfying a Leibniz rule, namely [X(fg)](t, y) = (Xtf)(y)g(y) + f(y)(Xtg)(y) for
arbitrary f, g ∈ C∞(N) and (t, y) ∈ R×N .

Similarly to vector fields, t-dependent vector fields also admit local integral
curves. To define them, we make use of the so-called autonomization of X. The au-
tonomization of a vector field X on N is the only vector field X̄ on R×N satisfying
that ιX̄dt = 1 and (X̄π∗2f)(t, y) = (Xf)(t, y) for an arbitrary function f ∈ C∞(N)
and (t, y) ∈ R×N . In coordinates, if X =

∑n
i=1Xi(t, y)∂/∂yi, then

X̄(t, y) =
∂

∂t
+

n∑
i=1

Xi(t, y)
∂

∂yi
. (2.1)

Now we say that γ : R → R ×N is an integral curve of the t-dependent vector
field X if γ is an integral curve of X̄. If γ : s ∈ R 7→ (t(s), y(s)) ∈ R × N is an
integral curve of X, then

dyi
ds

= Xi(t, y),

dt

ds
= 1,

i = 1, . . . , n. (2.2)

By using the reparametrization t = t(s), we obtain

dyi
dt

= Xi(t, y), i = 1, . . . , n. (2.3)

The particular solutions to this system can be considered as integral curves of X
with a preferred parametrization t→ (t, y(t)). Above system is called the associated
system to X. Conversely, given a first-order system in normal form (2.3), we can
define a t-dependent vector field of the form X(t, y) =

∑n
i=1Xi(t, y)∂/∂yi whose

integral curves t → (t, y(t)) are the particular solutions to (2.3). This motivates to
employ X to represent a nonautonomous system of ordinary differential equations
and its related t-dependent vector field.

Every t-dependent vector field X on N gives rise to its generalized flow gX , i.e.,
the map gX : R × N → N such that gX(t, y) ≡ gXt (y) = γy(t) with γy being the
particular solution to X such that γy(0) = y. We already showed that for X being
a standard vector field the particular solutions satisfy that γγy(s)(t) = γy(t + s) for
each t, s ∈ R and y ∈ N . As a consequence, the generalized flow for the t-dependent
vector field X associated to an autonomous vector field leads to a uni-parametric
group of diffeomorphisms {gXt }t∈R. If X is not related to an autonomous vector
field, this property is not longer valid.
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Given a fiber vector bundle pr : P → N , we denote by Γ(pr) the C∞(N)-module
of its smooth sections. So, if τN : TN → N and πN : T∗N → N are the canonical
projections associated with the tangent and cotangent bundle to N , respectively,
then Γ(τN ) and Γ(πN ) designate the C∞(N)-modules of vector fields and one-forms
on N , correspondingly.

We call generalized distribution D on N , a correspondence relating each y ∈ N
to a linear subspace Dy ⊂ TyN . A generalized distribution is said to be regular at
y′ ∈ N when the function r : y ∈ N 7→ dimDy ∈ N ∪ {0} is locally constant around
y′. Similarly, D is regular on an open U ⊂ N when r is constant on U . Finally, a
vector field Y ∈ Γ(τN ) is said to take values in D, in short Y ∈ D, when Yy ∈ Dy for
all y ∈ N . Likewise, similar notions can be defined for a generalized codistribution,
namely a correspondence mapping relating every y ∈ N to a linear subspace of T∗yN .

It will be very important to our purposes to relate t-dependent vector fields to
the so-called Lie algebras as follows. A Lie algebra is a pair (V, [·, ·]), where V stands
for a real linear space endowed with a Lie bracket [· , ·] : V × V → V , namely an
R-bilinear antisymmetric mapping satisfying the Jacobi identity. Given two subsets
A,B ⊂ V , we write [A,B] for the real vector space spanned by the Lie brackets
between elements of A and B, and we define Lie(B, V, [·, ·]) to be the smallest Lie
subalgebra of V containing B. Note that Lie(B, V, [·, ·]) is expanded by

B, [B,B], [B, [B,B]], [B, [B, [B,B]]], [[B,B], [B,B]], . . . (2.4)

From now on, we use Lie(B) and V to represent Lie(B, V, [·, ·]) and (V, [·, ·]), corre-
spondingly, when their meaning is clear from the context.

Given a t-dependent vector field X, we call minimal algebra of X the smallest Lie
algebra, V X , of vector fields (relative to the Lie bracket of vector fields) containing
all the vector fields {Xt}t∈R, namely V X = Lie({Xt}t∈R).

Given a t-dependent vector field X on N , its associated distribution, DX , is the
generalized distribution on N spanned by the vector fields of V X , i.e.,

DXx = {Yx | Y ∈ V X} ⊂ TxN, (2.5)

and its associated co-distribution, VX , is the generalized co-distribution on N of the
form

VXx = {ϑ ∈ T ∗xN | ϑ(Zx) = 0,∀ Zx ∈ DXx } = (DXx )◦ ⊂ T ∗xN, (2.6)

where (DXx )◦ is the annihilator of DXx .

Proposition 1. A function f : U → R is a local t-independent constant of motion
for a system X if and only if df ∈ VX |U .

Proof. If f is assumed to be a t-independent constant of motion, then Xtf |U =
df(Xt)|U = 0 for all t ∈ R. Consequently, df also vanishes on the successive Lie
brackets of elements from {Xt}t∈R and hence

df(Y )|U = Y f |U = 0, ∀Y ∈ Lie({Xt}t∈R). (2.7)



Chapter 2 25

Since the elements of V X span the generalised distribution DX , then dfx(Zx) = 0
for all x ∈ U and Zx ∈ DXx , i.e., df ∈ VX |U . The converse directly follows from the
above considerations.

The following lemma can easily be proved [109].

Lemma 2. Given a system X, its associated co-distribution VX admits a local basis
around every x ∈ UX of the form df1, . . . , dfp(x), with p(x) = rX(x) and f1, . . . , fp(x) :

U ⊂ UX → R being a family of (local) t-independent constants of motion for X.
Furthermore, the R-linear space IX |U of t-independent constants of motion of X on
U can be written as

IX |U = {g ∈ C∞(U) | ∃F : U ⊂ Rp(x) → R, g = F (f1, . . . , fp(x))}. (2.8)

3 Higher-order tangent spaces and related notions

Given two curves ρ, σ : R 7→ N such that ρ(0) = σ(0) = y ∈ N , we say that they
have a contact of order p at y, with p ∈ N ∪ {0}, if they satisfy

dp(f ◦ ρ)

dtp
(0) =

dp(f ◦ σ)

dtp
(0), (3.1)

for every function f ∈ C∞(N). The relation ‘to have a contact of order p at y’ is
an equivalence relation. Observe that this relation is purely geometrical, i.e., if two
curves are related with respect to a certain coordinate system, then they do so in
any other coordinate system. Note also that the above relation amounts to saying
that the two curves have the same Taylor expansion around 0 up to order p.

Each equivalence class of the previous equivalence relation, let us say tpy, is
called a p-tangent vector at y. More specifically, tpy stands for an equivalence class
of contacts of order p with a curve σ(t) with σ(0) = y. We write Tp

yN for the space
of all p-tangent vectors at p and we define

TpN =
⋃
y∈N

Tp
yN.

It can be proved that TpN can be endowed with a differential structure turning it
into a differential manifold. Additionally, (TpN, π,N), with π : tpy ∈ TpN 7→ y ∈ N ,
is a fiber bundle. Let us briefly analyze these facts.

Every coordinate system t on R and {y1, . . . , yn} on N induces a natural coordi-
nate system on the space TpN . Indeed, consider again a curve ρ : t ∈ R 7→ ρ(t) ∈ N
with coordinates ρ1(t), . . . , ρn(t). The p-tangent vector, tpρ(0), associated with this
curve admits a representative

ρi(0) +
t

1!

dρi
dt

(0) + . . .+
tp

p!

dpρi
dtp

(0), i = 1, . . . , n, (3.2)
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which can be characterized by the coefficients

yi(0) = ρi(0), y
1)
i (0) =

dρi
dt

(0), . . . , y
p)
i (0) =

dpρi
dtp

(0), i = 1, . . . , n. (3.3)

In consequence, the mapping ϕ : tpy(0) ∈ TpN 7→ (yi(0), y
1)
i (0), . . . , y

p)
i (0)) ∈ R(n+1)p

gives a coordinate system for TpN . Obviously, the map π becomes a smooth sub-
mersion which makes TpN into a fiber bundle with base N . We hereby denote each
element of TpN by tpy = (y, y1), . . . , yp)).

Now, given a curve c : t ∈ R 7→ c(t) ∈ N , we call prolongation to TpN of c
the curve tpc : t ∈ R 7→ tpc(t) ∈ TpN , associating with every t0 the corresponding
equivalence class of c(t+ t0) given in coordinates by

tpc(t0) =
(
c(t0), c1)(t0), . . . , cp)(t0)

)
. (3.4)

4 Jet bundles

Jet bundles are certain types of bundles constructed out of the sections of a fiber
bundle. Our interest in them is due to the geometrical description of systems of
higher-order ordinary and partial differential equations and their Lie symmetries as
structures on an appropriate jet bundle.

For simplicity, consider a projection π : (x, u) ∈ Rn × N ≡ NRn 7→ x ∈ Rn
giving rise to a trivial bundle (NRn ,Rn, π). Let us hereafter assume N to be a
k-dimensional manifold and let {x1, . . . , xn} be a global coordinate system on Rk.

We say that two sections σ1, σ2 : Rn → NRn are p-equivalent at a point x ∈ Rn
or they have a contact of order p at x if they have the same Taylor expansion of
order p at x ∈ Rn. Equivalently,

σ1(x) = σ2(x),
∂|J |(σ1)j

∂xj11 . . . ∂xjnn
(x) =

∂|J |(σ2)j

∂xj11 . . . ∂xjnn
(x), (4.1)

for every multi-index J = (j1, . . . , jn) such that 0 < |J | ≡ j1 + . . .+ jn ≤ p. Being p-
equivalent induces an equivalence relation in the space Γ(π) of sections of the bundle
(NRn ,Rn, π). Observe that if two sections have a contact of order p at a point x,
then they do have a contact at that point of the same type for any other coordinate
systems on Rn and N , i.e., this equivalence relation is geometric.

We write jpxσ for the equivalence class of sections that have a contact of p-order
at x ∈ Rn with a section σ. Every such an equivalence class is called a p-jet. We
write Jpxπ for the space of all jets of order p of sections at x. We will denote by Jpπ
the space of all jets of order p. Alternatively, we will write Jp(Rn,Rk) for the jet
bundle of sections of the bundle π : (x, y) ∈ Rn × Rk 7→ x ∈ Rn.
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Given a section σ : Rn → Jpπ, we can define the functions

(uj)J(jpxσ) =
∂|J |σj

∂xj11 . . . ∂xjnn
(x), ∀j, |J | ≤ p. (4.2)

For |J | = 0, we define uJ(x) ≡ u(x). Coordinate systems on Rn and N along with
the previous functions give rise to a local coordinate system on Jpπ. We will also
hereafter denote the n-tuple and k-tuple, respectively, by x = (x1, . . . , xn), u =
(u1, . . . , uk), then

(uj)J = u
x
j1
i1
...xjnin

=
∂|J |uj

∂xj1i1 . . . ∂x
jn
in

, ∀j, |J | ≤ 0. (4.3)

All such local coordinate systems give rise to a manifold structure on Jpπ. In
this way, every point of Jpπ can be written as(

xi, uj , (uj)xi , (uj)xj1i1x
2−j1
i2

, (uj)xj1i1x
j2
i2
x

3−j1−j2
i3

, . . . , (uj)
x
j1
i1
x
j2
i2
...x

p−
∑n−1
i=1

ji
in

)
, (4.4)

where the numb indices run i1, . . . , ip = 1, . . . , n, j = 1, . . . , k, j1 + · · ·+ jn ≤ p.
For small values of p, jet bundles have simple descriptions: J0π = NRn and

J1π ' Rn × TN .
The projections πp,l : jpxσ ∈ Jpπ 7→ jlxσ ∈ Jlπ with l < p lead to define the

smooth bundles (Jpπ, Jlπ, πp,l). Conversely, for each section σ : Rn → NRn , we have
a natural embedding jpσ : Rn 3 x 7→ jpxσ ∈ Jpπ.

Consider now a vector field on NRn of the form

X(x, u) =
n∑
i=1

ξi(x, u)
∂

∂xi
+

k∑
j=1

ηj(x, u)
∂

∂uj
. (4.5)

This gives rise to an ε-parametric group of transformations

{
xi 7→ xi + εξi(x, u) +O

(
ε2
)
,

uj 7→ uj + εηj(x, u) +O
(
ε2
)
,

i = 1, . . . , n, j = 1, . . . , k. (4.6)

We can extend this infinitesimal transformation up to p-order derivatives
x̄i = xi + εξi(x, u) +O

(
ε2
)
,

ūj = uj + εηj(x, u) +O
(
ε2
)
,

(ūj)J = (uj)J + ε(ηj)J(x, u) +O
(
ε2
)
,

(4.7)

for i = 1, . . . , n, j = 1, . . . , k, 0 < |J | ≤ p and (uj)J represents (4.3) and the (ηj)J
are given in the forthcoming steps.
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In coordinates, the above ε-parametric group of diffeomorphisms has the associ-
ated vector field

Xp =
n∑
i=1

ξi
∂

∂xi
+

k∑
j=1

ηj
∂

∂uj
+

∑
0<|J |≤p

k∑
j=1

PrJηj
∂

∂(uj)J
, (4.8)

where PrJηj denotes the prolongations of ηj for the multi-index J .

Lemma 1. Let {Φε : (x, u) ∈ NRn 7→ (x̄, ū) ∈ NRn}ε∈R be the one-parametric
group of transformations induced by the vector field X =

∑n
i=1 ξi(t, u)∂/∂xi +∑k

j=1 ηj(t, u)∂/∂uj and let σ : s ∈ Rn 7→ (x(s), u(s)) ∈ NRn be a section of the

bundle π : NRk → Rk. The section σ̄ε = Φε ◦ σ has slopes ∂ūj/∂x̄i = ∂uj/∂xi +
ε(ηj)xi +O(ε2), for any two fixed values of 1 ≤ i ≤ n and 1 ≤ j ≤ k, where

PrJ≡xiηj = (ηj)xi =
Dηj
Dxi

−
n∑
q=1

(uj)xq
Dξq
Dxi

, (4.9)

and D/Dxi is the total derivative with respect to xi, namely

D

Dxi
=

∂

∂xi
+

k∑
l=1

(ul)xi
∂

∂ul
. (4.10)

Proof. Observe that

δūj = δuj+εδηj+O
(
ε2
)

=
n∑
i=1

[
∂uj
∂xi

+ ε

(
∂ηj
∂xi

+
k∑
l=1

∂ηj
∂ul

∂ul
∂xi

)]
δxi+O

(
ε2
)

(4.11)

and

δx̄i = δxi + εδξi +O
(
ε2
)

=

n∑
m=1

[
δim + ε

(
∂ξi
∂xm

+
k∑
l=1

∂ξi
∂ul

∂ul
∂xm

)]
δxm +O

(
ε2
)
.

(4.12)
Using the operator defined in (4.10), we can rewrite these two expressions as

δūj =
k∑
l=1

(
(uj)xl + ε

Dηj
Dxl

)
δxl +O

(
ε2
)
, δx̄i =

n∑
m=1

(
δim + ε

Dξi
Dxm

)
δxm +O

(
ε2
)
.

(4.13)
Hence,

(ūj)x̄i =

∑n
l=1

(
(uj)xl + ε

Dηj
Dxl

)
∑n

m=1

(
δim + ε DξiDxm

) δlm +O
(
ε2
)
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=

n∑
l=1

(
(uj)xl + ε

Dηj
Dxl

+O
(
ε2
))
·
(
δli − ε

Dξl
Dxi

+O
(
ε2
))

= (uj)xi + ε

Dηj
Dxi

−
n∑
q=1

(uj)xq
Dξq
Dxi

+O
(
ε2
)
, (4.14)

which finishes the proof.

In a similar way as we deduced the expression for the first-order prolongation,
we can deduce it for higher-order prolongations. We will deduce the expression by
generalization of results in lower dimensional cases.

Lemma 2. Let σ : s ∈ Rn 7→ (x(s), u(s)) ∈ NRn and let Φε : (x, u) ∈ Nn
R 7→

(x̄, ū) ∈ NRn be a one-parametric group of transformations induced by the vector field
X =

∑n
i=1 ξi(t, u)∂/∂xi+

∑k
j=1 ηj(t, u)∂/∂uj. We obtain that the section σ̄ε = Φε◦σ

of π : Rk ×N → Rk has slope ∂2ūj/∂x̄i1∂x̄i2 = ∂2uj/∂xi1∂xi2 + ε(ηj)xi1xi2 +O(ε2),
where

(ηj)xi1xi2 =
D2ηj

Dxi1Dxi2
−

n∑
l=1

(uj)xi1 ,xl
Dξl
Dxi2

−
n∑
l=1

(uj)xi2 ,xl
Dξl
Dxi1

−
n∑
l=1

(uj)xl
Dξl

Dxi1Dxi2
(4.15)

and D/Dxi, when acting on functions of J1π, stands for

Df

Dxi
=

∂f

∂xi
+

k∑
j=1

[
(uj)xi

∂f

∂uj
+

n∑
l=1

(uj)xlxi
∂f

∂(uj)xl

]
. (4.16)

Proof. We have (ūj)x̄i1 = (uj)xi1 + ε(ηj)xi1 . Therefore,

δ[(ūj)x̄i1 ] = δ[(uj)xi1 ] + εδ[(ηj)xi1 ] =
n∑
l=1

(
D[(uj)xi1 ]

Dxl
+ ε

D[(ηj)xi1 ]

Dxl

)
δxl (4.17)

and

δx̄i2 = δxi2 + εδξi2 =
n∑
q=1

(
δi2q + ε

Dξi2
Dxq

)
δxq. (4.18)

Therefore, proceeding in similar fashion as for the first-order prolongation,

(ūj)x̄i1 x̄i2 =
δ[(ūj)x̄i1 ]

δx̄i2
=

∑n
l=1

(
D[(uj)xi1

]

Dxl
+ ε

D[(ηj)xi1
]

Dxl

)
∑n

q=1

(
δi2q + ε

Dξi2
Dxq

) δlq +O
(
ε2
)



30 Geometric Fundamentals

=

n∑
l=1

(
D[(uj)xi1 ]

Dxl
+ ε

D[(ηj)xi1 ]

Dxl

)
·
(
δi2l − ε

Dξl
Dxi2

)
+O

(
ε2
)

= (uj)xi1xi2 + ε

(
D[(ηj)xi1 ]

Dxi2
−

n∑
l=1

(uj)xi1xl
Dξl
Dxi2

)
+O

(
ε2
)
. (4.19)

Introducing the value of (ηj)xi1 in (4.19), using (4.9), we arrive at (4.15).

Applying this process recursively, we obtain the p-order prolongations

(ηj)xj1i1x
j2
i2
...xjnin

=

D

(
(ηj)xj1i1 ...x

jn−1
in−1

x
(jn)−1
in

)
Dxin

−
n∑
l=1

(uj)xj1i1x
j2
i2
...x

jn−1
in−1

x
(jn)−1
in

xl

Dξl
Dxin

,

(4.20)

or equivalently,

PrJηj = (ηj)xj1i1x
j2
i2
...xjnin

=
D|J |ηj

Dxj1i1Dx
j2
i2
. . . Dxjnin

−
n∑
l=1

(uj)xl
D|J |ηj

Dxj1i1Dx
j2
i2
. . . Dxjnin

− . . .

−
n∑

i,i′=1

n∑
l=1

(uj)xl...x
jn−2
in−2

D2ξl
DxiDxi′

−
n∑
i=1

n∑
l=1

(uj)xl...xjn−1
in−1

Dξl
Dxi

, (4.21)

where x1 ≤ xi1 , . . . , xin ≤ xn and j1 + · · · + jn ≤ p. The associated vector field for
this transformation reads

Xp = ξ
∂

∂t
+

n∑
j=1

ηj
∂

∂uj
+

n∑
j=1

∑
|J |

PrJηj
∂

∂(uj)J
, (4.22)

5 Poisson algebras

A Poisson algebra is a triple (A, ?, {·, ·}), where A is a real vector space endowed
with two bilinear maps, namely ‘?’ and {·, ·}, such that ‘?’ is a commutative and
associative real algebra and (A, {·, ·}) is a real Lie algebra whose Lie bracket, the
Poisson bracket, satisfies the Leibnitz rule with respect to ‘?’

{f ? g, h} = f ? {g, h}+ {f, h} ? g, ∀f, g, h ∈ A.

In other words, {·, h} is a derivation.
A Poisson algebra morphism is a morphism T : (A, ?A, {·, ·}A)→ (B, ?B, {·, ·}B)

of R-algebras T : (A, ?A) → (B, ?B) that satisfies that T ({a, b}A) = {T (a), T (b)}B
for every a, b ∈ A.
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One of the types of Poisson algebras to be used in this paper are symmetric
and universal algebras. Let us describe their main characteristics. Given a finite-
dimensional real Lie algebra (g, [·, ·]g), its universal algebra, Ug, is obtained from the
quotient Tg/R of the tensor algebra (Tg,⊗) of g by the bilateral ideal R spanned
by the elements v ⊗ w − w ⊗ v − [v, w], with v, w ∈ g. Given the quotient map
π : Tg → Ug, the space Ug becomes an R-algebra (Ug, ⊗̃) when endowed with the
product ⊗̃ : Ug × Ug → Ug given by π(P ) ⊗̃π(Q) ≡ π(P ⊗Q), for every P,Q ∈ Tg.
The Lie bracket on g can be extended to a Lie bracket {·, ·}Ug on Ug by imposing
it to be a derivation of (Ug, ⊗̃) on each factor. This turns Ug into a Poisson algebra
(Ug, ⊗̃, {·, ·}Ug) [96]. The elements of its Casimir subalgebra are henceforth dubbed
as Casimir elements of g [50].

If we set R to be the bilateral ideal spanned by the elements v⊗w−w⊗v in the
above procedure, we obtain a new commutative Poisson algebra Sg called symmetric
algebra of (g, [·, ·]g). The elements of Sg are polynomials on the elements of g. Via the
isomorphism g ' (g∗)∗, they can naturally be understood as polynomial functions on
g∗ [1, 96]. The Casimir elements of this Poisson algebra are called Casimir functions
of g.

The Poisson algebras Ug and Sg are related by the symmetrizer map [1, 50, 402],
i.e. the linear isomorphism λ : Sg → Ug of the form

λ(vi1) = π(vi1), λ(vi1vi2 . . . vil) =
1

l!

∑
s∈Πl

λ(vs(i1)) ⊗̃ . . . ⊗̃λ(vs(il)), (5.1)

for all vi1 , . . . , vil ∈ g and with Πl being the set of permutations of l elements.
Moreover,

λ−1
(
{v, P}Ug

)
= {v, λ−1(P )}Sg , ∀P ∈ Ug, ∀v ∈ g. (5.2)

So, λ−1 maps the Casimir elements of g into Casimir elements of Sg. If (A, ?A, {·, ·}A)
and (B, ?B, {·, ·}B) are Poisson algebras and operations: ?A and ?B are commutative,
then A⊗B becomes a Poisson algebra (A⊗B, ?A⊗B, {·, ·}A⊗B) by defining

(a⊗ b) ?A⊗B (c⊗ d) = (a ?A c)⊗ (b ?B d), ∀a, c ∈ A, ∀b, d ∈ B,
{a⊗ b, c⊗ d}A⊗B = {a, c}A ⊗ b ?B d+ a ?A c⊗ {b, d}B.

(5.3)

Similarly, a Poisson structure on A(m) ≡
m−times︷ ︸︸ ︷

A⊗ . . .⊗A can be constructed by induc-
tion.

We say that (A, ?A, {·, ·}A,∆) is a Poisson coalgebra if (A, ?A, {·, ·}A) is a Poisson
algebra and ∆ : (A, ?A, {·, ·}A) → (A ⊗ A, ?A⊗A, {·, ·}A⊗A), the so-called coproduct,
is a Poisson algebra homomorphism which is coassociative [119], i.e. (∆⊗ Id) ◦∆ =
(Id ⊗ ∆) ◦ ∆. Then, the m-th coproduct map ∆(m) : A → A(m) can be defined
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recursively as follows

∆(m) = (

(m−2)−times︷ ︸︸ ︷
Id⊗ . . .⊗ Id⊗∆(2)) ◦∆(m−1), m > 2, (5.4)

and ∆ ≡ ∆(2). Such an induction ensures that ∆(m) is also a Poisson map.
In particular, Sg is a Poisson coalgebra with primitive coproduct map given by

∆(v) = v⊗ 1 + 1⊗ v, for all v ∈ g ⊂ Sg. The coassociativity of ∆ is straightforward,
and its m-th generalization reads

∆(m)(v) = v⊗
(m−1)−times︷ ︸︸ ︷
1⊗ . . .⊗ 1 + 1⊗v⊗

(m−2)−times︷ ︸︸ ︷
1⊗ . . .⊗ 1 + . . .+

(m−1)−times︷ ︸︸ ︷
1⊗ . . .⊗ 1⊗v, ∀v ∈ g ⊂ Sg.

(5.5)

6 Symplectic, presymplectic and Poisson manifolds

A symplectic manifold is a pair (N,ω), where N stands for a manifold and ω is
a non-degenerate closed two-form on N . We say that a vector field X on N is
Hamiltonian with respect to (N,ω) if there exists a function f ∈ C∞(N) such that1

ιXω = −df. (6.1)

In this case, we say that f is a Hamiltonian function for X. Conversely, given a
function f , there exists a unique vector field Xf on N , the so-called Hamiltonian
vector field of f , satisfying (6.1). This allows us to define a bracket {·, ·} : C∞ (N)×
C∞(N)→ C∞(N) given by2

{f, g} = ω(Xf , Xg) = Xf (g). (6.2)

This bracket turns C∞(N) into a Poisson algebra (C∞(N), ·, {·, ·}), i.e., {·, ·} is a
Lie bracket on C∞(N) which additionally holds the Leibniz rule with respect to the
standard product ‘· ’ of functions

{{f, g}, h} = {{f, h}, g}+ {g, {f, h}} ∀f, g, h ∈ C∞(N). (6.3)

The Leibniz rule can be rephrased by saying that {f, ·} is a derivation of the associa-
tive algebra (C∞(N), ·) for each f ∈ C∞(N). Actually, this derivation is represented
by the Hamiltonian vector field Xf . The bracket {·, ·} is called the Poisson bracket of
(C∞(N), ·, {·, ·}). Note that if (N,ω) is a symplectic manifold, the non-degeneracy
condition for ω implies that N is even dimensional [13].

1In geometric mechanics it is used the convention ιXω = df .
2In geometric mechanics {f, g} = Xgf . So, the mapping f → Xf becomes a Lie algebra anti-

homomorfism.



Chapter 2 33

The above observations lead to the concept of a Poisson manifold which is a
natural generalization of the symplectic one. A Poisson manifold is a pair (N, {·, ·}),
where {·, ·} : C∞(N)×C∞(N)→ C∞(N) is the Poisson bracket of (C∞(N), ·, {·, ·})
which is also referred to as a Poisson structure on N . In view of this and (6.2), every
symplectic manifold is a particular type of Poisson manifold. Moreover, by noting
that {f, ·} is a derivation on (C∞(N), ·) for every f ∈ C∞(N), we can associate with
every function f a single vector field Xf , called the Hamiltonian vector field of f ,
such that {f, g} = Xfg for all g ∈ C∞(N), like in the symplectic case.

As the Poisson structure is a derivation in each entry, it gives rise to a bivec-
tor field Λ, i.e., an element of Γ(

∧2 TN), the referred to as Poisson bivector, such
that {f, g} = Λ(df, dg). It is known that the Jacobi identity for {·, ·} amounts to
[Λ,Λ]SN = 0, with [·, ·]SN being the Schouten–Nijenhuis bracket [401]. Conversely,
a bivector Λ satisfying [Λ,Λ]SN = 0 gives rise to a Poisson bracket on C∞(N) by
setting {f, g} = Λ(df, dg). Hence, a Poisson manifold can be considered, equiva-
lently, as (N, {·, ·}) or (N,Λ). It is remarkable that Λ induces a bundle morphism
Λ̂ : αx ∈ T∗N → Λ̂(αx) ∈ TN , where ᾱx(Λ̂(αx)) = Λx(αx, ᾱx) for all ᾱx ∈ T ∗xN ,
which enables us to write Xf = Λ̂(df) for every f ∈ C∞(N).

Another way of generalizing a symplectic structure is to consider a two-form
ω which is merely closed (not necessarily of constant rank), forgetting the non-
degeneracy assumption. In this case, ω is said to be a presymplectic form and the
pair (N,ω) is called a presymplectic manifold [293]. Like in the symplectic case, we
call a vector field X on N Hamiltonian if there exists a function f ∈ C∞(N), a
Hamiltonian function for X, such that (6.1) holds for the presymplectic form ω.

The possible degeneracy of ω introduces several differences with respect to the
symplectic setting. For example, given an f ∈ C∞(N), we cannot ensure neither
the existence nor the uniqueness of a vector field Xf satisfying ιXfω = −df . If it
exists, we say that f is an admissible function with respect to (N,ω). Since the
linear combinations and multiplications of admissible functions are also admissible
functions, the space Adm(N,ω) of admissible functions of (N,ω) is a real associative
algebra. It is canonically also a Poisson algebra. Indeed, observe that every f ∈
Adm(N,ω) is associated to a family of Hamiltonian vector fields of the form Xf +Z,
with Z being a vector field taking values in kerω. Hence, (6.2) does not depend
on the representatives Xf and Xg and becomes a Poisson bracket on the space
Adm(N,ω), making the latter into a Poisson algebra. It is also remarkable that

ι[Xf ,Xg ]ω = LXf ιXgω − ιXgLXfω = −LXfdg = −d{f, g} . (6.4)

In consequence, [Xf , Xg] is a Hamiltonian vector field with a Hamiltonian function
{f, g}.

Proposition 1. The Casimir co-distribution of a Poisson manifold is involutive.
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Proof. Given two sections ω, ω′ ∈ CΛ, we have that Λ̂(ω) = Λ̂(ω′) = 0 and then
Λ(ω, ω′) = 0. In consequence,

[ω, ω′]Λ = L
Λ̂(ω)

ω′ − L
Λ̂(ω′)ω − dΛ(ω, ω′) = 0. (6.5)

7 Dirac manifolds

The concept of Dirac structure was proposed by Dorfman [147] in the Hamiltonian
framework of integrable evolution equations and defined in [136] as a subbundle of
the Whitney sum, TN ⊕N T ∗N , called the extended tangent or Pontryagin bundle.
It was thought-out as a common generalization of Poisson and presymplectic struc-
tures. It was designed also to deal with constrained systems, including constraints
induced by degenerate Lagrangians investigated by Dirac [146], hence their name.
See [74, 136, 137, 139, 264, 401, 430] for details.

Definition 1. We call a Pontryagin bundle PN a vector bundle TN ⊕N T ∗N on
N .

Definition 2. An almost-Dirac manifold is a pair (N,L), where L is a maximally
isotropic subbundle of PN with respect to the pairing

〈Xx + αx, X̄x + ᾱx〉+ ≡
1

2
(ᾱx(Xx) + αx(X̄x)), (7.1)

where Xx + αx, X̄x + ᾱx ∈ TxN ⊕ T ∗xN = PxN. In other words, L is isotropic and
has rank n = dimN .

Definition 3. A Dirac manifold is an almost-Dirac manifold (N,L) whose subbun-
dle L, its Dirac structure, is involutive relative to the Courant–Dorfman bracket
[136, 147, 212, 264], namely

[[X + α, X̄ + ᾱ]]C ≡ [X, X̄] + LX ᾱ− ιX̄dα , (7.2)

where X + α, X̄ + ᾱ ∈ Γ(TN ⊕N T∗N).

Note that the Courant–Dorfman bracket satisfies the Jacobi identity in the form

[[ [[e1, e2]]C , e3]]C =[[e1, [[e2, e3]]C ]]C −[[e2, [[e1, e3]]C ]]C , ∀e1, e2, e3∈Γ(PN), (7.3)

but is not skew-symmetric. It is, however, skew-symmetric on sections of the Dirac
subbundle L, defining a Lie algebroid structure (L, [[·, ·]]C , ρ), where ρ : L 3 Xx +
αx 7→ Xx ∈ TN . This means that (Γ(L), [[·, ·]]C) is a Lie algebra and the vector
bundle morphism ρ : L→ TN , the anchor, satisfies

[[e1, fe2]]C = (ρ(e1)f)e2 + f [[e1, e2]]C (7.4)
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for all e1, e2 ∈ Γ(L) and f ∈ C∞(N) [136]. One can prove that, automatically, ρ
induces a Lie algebra morphism of (Γ(L), [[·, ·]]C) into the Lie algebra of vector fields
on N . The generalized distribution ρ(L), called the characteristic distribution of the
Dirac structure, is therefore integrable in the sense of Stefan–Sussmann [391].

Definition 4. A vector field X on N is said to be an L-Hamiltonian vector field
(or simply a Hamiltonian vector field if L is fixed) if there exists an f ∈ C∞(N)
such that X + df ∈ Γ(L). In this case, f is an L-Hamiltonian function for X and
an admissible function of (N,L). Let us denote by Ham(N,L) and Adm(N,L) the
spaces of Hamiltonian vector fields and admissible functions of (N,L), respectively.

The space Adm(N,L) becomes a Poisson algebra (Adm(N,L), ·, {·, ·}L) relative
to the standard product of functions and the Lie bracket given by {f, f̄}L = Xf̄
where X is an L-Hamiltonian vector field for f . Since L is isotropic, {f, f̄}L is well
defined, i.e., its value is independent on the choice of the L-Hamiltonian vector field
associated to f . The elements f ∈ Adm(N,L) possessing trivial Hamiltonian vector
fields are called the Casimir functions of (N,L) [430]. We write Cas(N,L) for the
set of Casimir functions of (N,L). We can also distinguish the space G(N,L) of
L-Hamiltonian vector fields which admit zero (or, equivalently, any constant) as an
L-Hamiltonian function. We call them gauge vector fields of the Dirac structure.

Note that, if X and X̄ are L-Hamiltonian vector fields with Hamiltonian func-
tions f and f̄ , then {f, f̄}L is a Hamiltonian for [X, X̄]

[[X + df, X̄ + df̄ ]]C = [X, X̄] + LXdf̄ − ιX̄d2f = [X, X̄] + d{f, f̄}L. (7.5)

This implies that (Ham(N,L), [·, ·]) is a Lie algebra in which G(N,L) is a Lie ideal.

Denote the quotient Lie algebra Ham(N,L)/G(N,L) by Ĥam(N,L).

Proposition 5. If (N,L) is a Dirac manifold, then {Cas(N,L),Adm(N,L)}L = 0,
i.e., Cas(N,L) is an ideal of the Lie algebra (Adm(N,L), {·, ·}L). Moreover, we
have the following exact sequence of Lie algebra homomorphisms

0 ↪→ Cas(N,L) ↪→ Adm(N,L)
BL−→ Ĥam(N,L)→ 0 , (7.6)

with BL(f) = π(Xf ), where the vector field Xf is an L-Hamiltonian vector field of

f , and π is the canonical projection π : Ham(N,L)→ Ĥam(N,L).

For every Dirac manifold (N,L), we have a canonical linear map ΩL
x : ρ(L)x ⊂

TxN → ρ(L)∗x ⊂ T ∗xN given by

[ΩL
x (Xx)](X̄x) = −αx(X̄x), Xx, X̄x ∈ ρ(L), (7.7)

where αx ∈ T ∗xN is such that Xx + αx ∈ L. Note that, as L is isotropic, ΩL
x is well

defined, i.e., the value of

ΩL
x (Xx, X̄x) = [ΩL

x (Xx)](X̄x) (7.8)



36 Geometric Fundamentals

is independent of the particular αx and defines a skew-symmetric bilinear form ΩL

on the (generalized) distribution ρ(L). Indeed, given Xx + ¯̄αx ∈ L, we have that
αx − ¯̄αx ∈ L. Since L is isotropic, 〈αx − ¯̄αx, X̄x + ᾱx〉+ = (αx − ¯̄αx)X̄x/2 = 0 for all
X̄x + ᾱx ∈ L. Then, [ΩL

x (Xx)](X̄x) = − ¯̄αx(X̄x) = −αx(X̄x) for all X̄x ∈ ρ(L) and
ΩL is well defined.

It is easy to see that gauge vector fields generate the gauge distribution ker ΩL.
Moreover, the involutivity of L ensures that ρ(L) is an integrable generalized distri-
bution in the sense of Stefan–Sussmann [391]. Therefore, it induces a (generalized)
foliation FL = {FLx : x ∈ N} on N .

Since ρ(Lx) = TxF
L
x , if the elements Xx +αx and Xx + ᾱx, with Xx ∈ TxFLx , are

in Lx ⊂ PxN = TxN⊕T ∗xN , then αx− ᾱx is in the annihilator of TxF
L
x , so the image

of αx under the canonical restriction σ : αx ∈ T ∗xN 7→ αx|TxFLx ∈ T
∗
xF

L
x is uniquely

determined. One can verify that σ(αx) = −ΩL
x (Xx). The two-form ΩL restricted to

FLx turns out to be closed, so that FLx is canonically a presymplectic manifold, and
the canonical restriction of L to FLx is the graph of this form [136].

As particular instances, Poisson and presymplectic manifolds are particular cases
of Dirac manifolds. On one hand, consider a presymplectic manifold (N,ω) and
define Lω to be the graph of minus the fiber bundle morphism ω̂ : Xx ∈ TN 7→
ωx(Xx, ·) ∈ T∗N . The generalized distribution Lω is isotropic, as

〈Xx − ω̂(Xx), X̄x − ω̂(X̄x)〉+ = −(ωx(Xx, X̄x) + ωx(X̄x, Xx))/2 = 0 . (7.9)

As Lω is the graph of −ω̂, then dimLωx = dimN and Lω is a maximally isotropic
subbundle of PN . In addition, its integrability relative to the Courant–Dorfman
bracket comes from the fact that dω = 0. Indeed, for arbitrary X,X ′ ∈ Γ(TN), we
have

[[X− ιXω,X ′− ιX′ω]]C = [X,X ′]−LXιX′ω+ ιX′dιXω = [X,X ′]− ι[X,X′]ω , (7.10)

since

LXιX′ω − ιX′dιXω = LXιX′ω − ιX′LXω = ι[X,X′]ω . (7.11)

In this case, ρ : Lω → TN is a bundle isomorphism. Conversely, given a Dirac
manifold whose ρ : L→ TN is a bundle isomorphism, its characteristic distribution
satisfies ρ(L) = TN and it admits a unique integral leaf, namely N , on which ΩL is
a closed two-form, i.e., (N,ΩL) is a presymplectic manifold.

On the other hand, every Poisson manifold (N,Λ) induces a subbundle LΛ given
by the graph of Λ̂. It is isotropic,

〈Λ̂(αx) + αx, Λ̂(ᾱx) + ᾱx〉+ = (Λx(ᾱx, αx) + Λx(αx, ᾱx))/2 = 0, (7.12)

for all αx, ᾱx ∈ T ∗xN and x ∈ N , and of rank dimN as the graph of Λ̂ is a map
from T∗N . Additionally, LΛ is integrable. Indeed, as Λ̂(d{f, g}) = [Λ̂(df), Λ̂(dg)]
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for every f, g ∈ C∞(N) [401], we have

[[Λ̂(df)+df,Λ̂(dg) + dg]]C=[Λ̂(df),Λ̂(dg)] + L
Λ̂(df)

dg − ι
Λ̂(dg)

d2f= (7.13)

Λ̂(d{f, g}) + d{f, g} (7.14)

and the involutivity follows from the fact that the module of 1-forms is generated
locally by exact 1-forms.

Conversely, every Dirac manifold (N,L) such that ρ∗ : L → T∗N is a bundle
isomorphism is the graph of Λ̂ of a Poisson bivector.

Let us motivate our terminology. We call ρ(L) the characteristic distribution of
(N,L), which follows the terminology of [430] instead of the original one by Courant
[136]. This is done because when L comes from a Poisson manifold, ρ(L) coincides
with the characteristic distribution of the Poisson structure [401]. Meanwhile, the
vector fields taking values in ker ΩL are called gauge vector fields. In this way, when
L is the graph of a presymplectic structure, such vector fields are its gauge vector
fields [152].

From here, we see that the Dirac structure incorporates the presymplectic and
Poisson structures as particular cases. Courant [136, 137] provided the theory to
this statement.

Recall that every presymplectic manifold (N,ω) gives rise to a Dirac manifold
(N,Lω) whose distribution Lω is spanned by elements of Γ(TN⊕N T∗N) of the form
X− ιXω with X ∈ Γ(TN). Obviously, this shows that the Hamiltonian vector fields
for (N,ω) are L-Hamiltonian vector fields relative to (N,L).

8 Jacobi manifolds

Jacobi manifolds were independently introduced by Kirillov and Lichnerowicz [270,
294]. We now briefly survey their most fundamental properties. Several known
results will be illustrated during the proof of the main results of the paper.

Definition 1. A Jacobi manifold is a triple (N,Λ, R), where Λ is a bivector field on
N and R is a vector field, the referred to as Reeb vector field, satisfying:

[Λ,Λ]SN = 2R ∧ Λ, [R,Λ]SN = 0. (8.1)

Example 1. Every Poisson manifold (N,Λ) can be considered as a Jacobi manifold
(N,Λ, R = 0).

Example 2. The continuous Heisenberg group [413] can be described as the space
of matrices

H =


 1 x z

0 1 y
0 0 1

∣∣∣∣x, y, z ∈ R

 , (8.2)
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endowed with the standard matrix multiplication, where {x, y, z} is the natural coor-
dinate system on H induced by (8.2). Consider the bivector field on H given by

ΛH ≡ −y
∂

∂y
∧ ∂

∂z
+

∂

∂x
∧ ∂

∂y
(8.3)

and the vector field RH ≡ ∂/∂z. After a simple calculation, we obtain that

[ΛH,ΛH]SN = 2
∂

∂x
∧ ∂

∂y
∧ ∂

∂z
= 2RH ∧ ΛH, [RH,ΛH]SN = 0. (8.4)

So, (H,ΛH, RH) is a Jacobi manifold.

Definition 2. We say that X is a Hamiltonian vector field with respect to the
Jacobi manifold (N,Λ, R) if there exists a function f ∈ C∞(N) such that

X = [Λ, f ]SN + fR = Λ̂(df) + fR. (8.5)

In this case, f is said to be a Hamiltonian function of X and we write X = Xf . If
f is also a first-integral of R, we say that f is a good Hamiltonian function and we
call Xf a good Hamiltonian vector field.

Example 3. Given the Jacobi manifold (H,ΛH, RH) and the vector field XL
1 ≡ ∂/∂x,

we have that
XL

1 = [ΛH,−y]SN − yRH = Λ̂H(−dy)− yRH. (8.6)

Hence, XL
1 is a Hamiltonian vector field with Hamiltonian function hL1 = −y with

respect to (H,ΛH, RH).

Each function gives rise to a unique Hamiltonian vector field. Nevertheless,
each vector field may admit several Hamiltonian functions. This last result will be
illustrated afterwards within relevant results concerning Lie–Jacobi systems. We
write Ham(Λ, R) for the space of Hamiltonian vector fields relative to (N,Λ, R). It
can be proved that Ham(Λ, R) is a Lie algebra with respect to the standard Lie
bracket of vector fields. Additionally, a Jacobi manifold allow us to define a Lie
bracket on C∞(N) given by

{f, g}Λ,R = Λ(df, dg) + fRg − gRf. (8.7)

This Lie bracket becomes a Poisson bracket if and only if R = 0. Moreover, the
morphism φΛ,R : f ∈ C∞(N) 7→ Xf ∈ Ham(Λ, R) is a Lie algebra morphism. It is
important to emphasize that it may not be injective.
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Lie systems

1 The interest of Lie systems

Lie systems constitute a very specific class of nonautonomous systems of first-order
ordinary differential equations admitting a superposition rule, i.e., a t-independent
function allowing us to write its general solution in terms of a generic family of
its particular solutions and a set of constants to be related to initial conditions
[102, 297, 300, 301, 303, 403, 404, 405].

The analysis of Lie systems dates back to the end of the XIX century, when
Vessiot, Guldberg and Lie [225, 303, 403] found the fundamental properties of such
systems. In that time, Lie proved the nowadays called Lie–Scheffers Theorem [303],
which states that a nonautonomous system of first-order ordinary differential equa-
tions in normal form admits a superposition rule if and only if it describes the
integral curves of a t-dependent vector field taking values in a finite-dimensional
real Lie algebra V of vector fields [91]. We call V a Vessiot–Guldberg Lie algebra
[102] of the Lie system.

The theory of Lie systems was deeply analyzed in its origins only to be forgotten
soon after. In the XX century, Winternitz and coworkers revived the theory by
deriving superposition rules for many relevant systems of first-order ordinary differ-
ential and superdifferential equations and studied the existence of particular types
of Lie systems on Rn [18, 44, 45, 250, 419].

Posteriorly, there has been strong interest in using modern geometrical tech-
niques [35, 61, 62, 363, 419] to investigate Lie systems [99, 107, 108, 236, 284, 286,
308]. For instance, Cariñena, Grabowski and Marmo interpreted superposition rules
as a particular type of projective foliations [91]. Also, the outlook of Lie systems as
curves within finite-dimensional real Lie algebras of vector fields [303, 384] suggests
the inspection of generalized distributions of vector fields and Lie group actions to
study their properties [89, 91, 102].
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The Lie–Scheffers Theorem shows that there exists a quite restricted number of
Lie systems in the literature: most differential equations cannot be described as a
curve in a finite-dimensional Lie algebras of vector fields [102, 258]. Nevertheless, this
fact does not downplay their great importance. For instance, Lie systems appear
in the study of relevant physical models, Mathematics and Control theory [113,
114, 283, 386]. More specifically, Lie systems have also been employed to study
the integrability of Riccati and matrix Riccati equations [112, 228, 278], Floquet
theory [190, 191, 192, 193], etc. They can also be employed in Quantum Mechanics
[100, 113] or in the computation of geometric phases in [192]. Furthermore, they
have served as a way for the geometric investigation of stochastic equations [283],
superequations [249, 250], and other topics [87, 113].

In recent years, the concepts of Lie systems and superposition rules have been
extrapolated to higher-order systems of ordinary differential equations [87]. This was
employed to study systems of higher-order ordinary differential equations appearing
in Classical Mechanics and Mathematics. For instance, the higher-order Riccati
equation [108, 216], the second- and third-order Kummer–Schwarz [308], Milne–
Pinney and dissipative Milne–Pinney equations [99, 286], etcetera [106].

The theory of Lie systems has also been expanded to the realm of PDE Lie
systems by Odzijewicz and Grundland in [335] and Cariñena, Grabowski and Marmo
in [91]. Additionally, other extensions of Lie systems to other realms have been
carried out during latter decades, e.g., to stochastic equations [283].

Many new examples of Lie systems have been found along the research for this
thesis. Concerning PDEs Lie systems [91], the findings of this thesis are almost the
only applications of this theory existing in the actual literature [166]. Addition-
ally, we unveil new applications of Lie systems. Among other systems, we analyze
through our methods the Hamilton equations describing certain second-order Riccati
equations, Cayley–Klein Riccati equations [166], planar Riccati equations, coupled
Riccati equations, Smorodinsky–Winternitz oscillators [35], systems of trigonomet-
ric nonlinearities [35], among many others [109]. A plethora of other Lie systems
and applications can be consulted in [35, 87, 109, 236].

Although the Lie–Scheffers theorem determines whether a system is a Lie system,
it can be difficult to determine when a system is a Lie system using this theorem.
This is due to the fact that it is complicated to distinguish whether a system pos-
sesses a Vessiot–Guldberg Lie algebra of very high dimension or it has no Vessiot–
Guldberg Lie algebra at all. In such cases, it is helpful to know all the possible
Vessiot–Guldberg Lie algebras on the manifold where the system is defined as this
delimites the dimension and structures of the possible Vessiot–Guldberg algebras for
the system (see [216]).

Considering the definition of a Lie system, a classification of finite-dimensional
Lie algebras of vector fields on a manifold N amounts to a classification of Lie
systems on N [210]. There exists a classification of finite-dimensional Lie algebras
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on the real plane by Lie [299, 302]. This classification was retaken and refurbished by
Gonzalez, Kamran and Olver giving rise to the henceforth called GKO classification
[210].

As a byproduct of the big number of new applications of Lie systems found in
recent years by the author of this thesis and her collaborators, it was found that many
of them possess a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields [109,
32, 35]. This led us to focus on studying geometric structures compatible with Lie
systems. The idea consists in identifying Lie systems admitting Vessiot–Guldberg
Lie algebras of Hamiltonian vector fields with respect to a certain geometric structure
[88, 109]. The geometric structures that we used simplified very much the study of
Lie systems. For example, the case of Hamiltonian vector fields with respect to a
Poisson structure led to the derivation of a superposition rule for Riccati equations
by using the Casimir function of sl(2,R) [35].

Lie systems admitting a Vessiot–Guldberg Lie algebra of Hamiltonian vector
fields with respect to a Poisson structure, are known as Lie–Hamilton systems.
Some of the abovementioned systems, as some second-order Riccati equations or
the second-order Kummer–Schwarz equations, are Lie–Hamilton systems. On the
other hand, the third-order Kummer–Schwarz equation is not a Lie–Hamilton sys-
tem. Our no-go theorem explains how a Lie–Hamilton system is always a particular
type of Lie system but the converse is not true [88].

It is also possible to classify Lie–Hamilton systems attending to their underlying
Vessiot–Guldberg Lie algebras. We give such a classification in this part of this
thesis. Based on the previous GKO classification, we classify Vessiot–Guldberg
Lie algebras of Hamiltonian planar vector fields relative to a symplectic structure.
Their associated Poisson or Hamiltonian functions shall be obtained [32]. Table 2
in Appendix 3 summarizes our results.

One of the main advantages of Lie–Hamilton systems is that they allow us to
use a Poisson coalgebra approach to derive algebraically their superposition rules.
An analogue of the structure of a co-algebra symmetry, first noticed by Ragnisco,
Ballesteros and coworkers for the study of integrable systems [33, 34, 36, 41], nat-
urally appears in the study of Lie–Hamilton systems. Each Lie–Hamilton system
is endowed with a finite-dimensional Lie algebra of Hamiltonian functions. The
polynomials on the elements of a basis of this Lie algebra form a Poisson algebra.
Next, the diagonal prolongations of the Lie–Hamilton system, which are employed
to obtain its superposition rules [91], naturally induces another Poisson algebra for
each diagonal prolongation. There also exists a primitive coproduct passing from
the initial Poisson algebra to the prolongated ones. Using this structure, the Casimir
operators of the Vessiot–Guldberg Lie algebra for the Lie–Hamilton system induce,
via the coproduct, naturally constants of motion for the diagonal prolongations of
the Lie–Hamilton system. These constants of motion allow us to derive superpo-
sition rules. This method is much easier and geometrically more clarifying than
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previous methods to obtain superposition rules based on integrating vector fields
that involved solving ODEs or PDEs [89, 91, 419].

Meanwhile, there are certain systems which do not admit a symplectic nor a
Poisson structure turning any of their Vessiot–Guldberg Lie algebras into Hamil-
tonian vector fields. Instead, they do admit a presymplectic form, a closed two
form, turning one of their Vessiot–Guldberg Lie algebras into Hamiltonian vector
fields [88]. Indeed, the third-order Kummer–Schwarz, which is not a Lie–Hamilton
system, admit such a property.

A class of systems including all the previous types of Lie systems with respect
to the mentioned structures are the so-called Dirac–Lie systems. This type of Lie
systems admits Vessiot–Guldberg Lie algebras of Hamiltonian vector fields of a very
general kind. Most properties of other Hamiltonian vector fields with respect to
the other structures can naturally be extended to these “generalized” vector fields
[88]. Generalized Hamiltonian vector fields imply generalized admissible functions
[88] with respect to a Dirac structure and will enjoy a plethora of properties that
will be explained in this thesis. Examples of physical interest will be accompanying
as well.

It is worth of mentioning Jacobi–Lie systems. In a similar fashion, Jacobi–
Lie systems are Lie systems admitting Hamiltonian vector fields with respect to a
Jacobi structure. Furthermore, we can find k-symplectic Lie systems, which admit
a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields with respect to the
presymplectic forms of a k-symplectic structure [310, 311].

The content of this third Chapter by sections corresponds to:

• Section 1: Lie systems: We define Lie systems, superposition rules and
Vessiot–Guldberg Lie algebras. We describe the Lie–Scheffers theorem. Sub-
sequently, four important examples of Lie systems are contemplated: the Ric-
cati equation, a planar Riccati equation with t-dependent real coefficients, a
system of coupled Riccati equations and a matrix Riccati equation. Next, we
review Lie systems on Lie groups whose superposition rules are given through
the action of the Lie group on itself. The theorem of reduction of Lie systems
is briefly commented to solve Lie systems defined on Lie groups. We show how
to derive superposition rules by using the so-called diagonal prolongations of
the vector fields of a Vessiot–Guldberg Lie algebra. As a new application, we
study three Lie systems: the second-order Riccati equation and the Kummer–
Schwarz equations of second- and third-order. We obtain a solution in terms
of a Lie group action for all these Lie systems, which have Vessiot–Guldberg
Lie algebras isomorphic to sl(2,R). To conclude, we show the link between the
Schwarzian derivative and the third-order Kummer–Schwarz equation and we
find a superposition rule for the latter.

• Section 2: Lie–Hamilton systems: We introduce Lie–Hamilton systems.
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We show the planar Riccati equations are Lie–Hamilton systems and we study
their properties. Some new examples of Lie–Hamilton systems are given: the
coupled Riccati equations, the Hamilton equations of the second-order Ric-
cati equations, the Hamilton equations of the second-order Kummer–Schwarz
equations, and the Hamilton equations of the Smorodinsky–Winternitz oscil-
lator.

We study t-dependent Hamiltonians for Lie–Hamilton systems. We analyze
the properties of constants of motion for Lie–Hamilton systems. We use
Poisson coalgebras to divise an algebraic and geometric method for the con-
struction of superposition rules. We will explicitly construct superposition
rules for certain systems of physical and mathematical relevance: the classical
Ermakov system, four coupled Riccati equations, the Hamilton equations of
the second-order Kummer–Schwarz equations, the Hamilton equations of the
Smorodinsky–Winternitz oscillator and a system with trigonometric nonlin-
earities.

• Section 3: Classification of Lie–Hamilton systems on the plane: First,
we introduce the notion generic points of Lie algebras, primitive and imprim-
itive Lie algebras, integrating factors and modular generating systems. From
these concepts, a number of new results give rise to classify Vessiot–Guldberg
Lie algebras of Hamiltonian vector fields on the plane (with respect to a Poisson
structure). To do so, we rely on the GKO classification for finite-dimensional
Lie algebras on the plane. We obtain that, out of the initial non-diffeomorphic
28 classes of finite-dimensional Lie algebras of vector fields on R2 given by the
GKO classification, 12 of them consist of Hamiltonian vector fields. We will
inspect all of them and describe their properties.

• Section 4: Applications of Lie–Hamilton systems on the plane: The
classification of Lie–Hamilton systems on the plane enables us to classify Lie–
Hamilton systems on the plane with physical applications. In this section we
aim to give examples of Lie–Hamilton systems on the plane of physical and
mathematical interest.

We start by Lie–Hamilton systems with Lie algebras isomorphic to sl(2,R).
Some examples are: the Milne–Pinney equation, the second-order Kummer–
Schwarz equations, and the complex Riccati equation with t-dependent real
coefficients.

Then, we study Lie–Hamilton systems with biological and physical applica-
tions: the generalized Buchdahl equations, time-dependent Lotka-Volterra
systems, quadratic polynomial models and viral infection models. More Lie–
Hamilton systems on the plane with relevance are displayed: the Cayley–Klein
Riccati equations which is a compendium of Double-Clifford or split-complex
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Riccati equations and the Dual-Study Riccati equation. Next, we present
other Lie–Hamilton systems with Vessiot–Guldberg Lie algebras isomorphic
to sl(2,R) and we study the equivalence between them. More specifically, we
analyze coupled Riccati equations, the Milne–Pinney equations, the second-
order Kummer–Schwarz equation and a planar diffusion Riccati system. Later,
we present Lie–Hamilton systems of two-photon type, which encompasses: the
dissipative harmonic oscillator and the second-order Riccati equation. To con-
clude, we study Lie systems with Vessiot–Guldberg Lie algebras isomorphic to
h2. This covers: the complex Bernoulli equation with t-dependent real coef-
ficients, generalized Buchdahl equations t-dependent Lotka–Volterra systems,
etc.

• Section 6: Dirac–Lie systems: We motivative the study of Dirac–Lie sys-
tems by showing that third-order Kummer–Schwarz equations and a Riccati
system cannot be studied through Lie–Hamilton systems. Nevertheless, they
admit a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields relative to
a a presymplectic structure. This has led us to make use of Dirac’s structures
and its corresponding geometry. The non Lie–Hamiltonian nature of the men-
tioned two examples also suggests to enunciate the so-called “no-go” theorem,
which tells us when a Lie system cannot be a Lie–Hamilton one.

We state how a Dirac–Lie system covers Lie systems with Hamiltonian Vessiot–
Guldberg Lie algebras with respect to presymplectic and Poisson structures as
particular cases. In this way, we generalize Lie–Hamilton systems to a more
general class of Lie systems covering the aforementioned structures.

In a similar fashion as for Lie–Hamilton systems, we derive Dirac–Lie Hamil-
tonians and all their corresponding concepts are reformulated: the concept of
diagonal prolongation is redefined to the realm of Dirac–Lie systems in order
to work out their superposition rules. Certain properties for their constants
of motion are reconsidered. To conclude, we show a superposition rule for
third-order Kummer–Schwarz equations treated with Dirac–Lie systems the-
ory. It is obvious that the previously studied coalgebra method to derive su-
perposition rules can also be extrapolated to Dirac–Lie systems. To conclude,
we introduce bi-Lie-Dirac systems, or Lie systems admitting two compatible
Dirac structures. A method for generating bi-Lie-Dirac systems is given. We
find out that our techniques can be applied to Schwarzian Korteweg-de Vries
(SKdV) equations [27, 46]. This provides a new approach to the study of these
equations.

We derive soliton-type solutions for Schwarzian–KdV equations, namely shape-
preserving traveling wave solutions. Moreover, we show how Lie systems and
our methods can be applied to provide Bäcklund transformations for certain
solutions of these equations. This can be considered as one of the first applica-
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tions of Dirac–Lie systems in the study of PDEs of physical and mathematical
interest from the point of view of the theory of Lie systems.

• Section 7: Jacobi–Lie systems: In this section we search for Vessiot–
Guldberg Lie algebras of Hamiltonian vector fields relative to a Jacobi struc-
ture on the plane.

As in past sections, we introduce the concept of Hamiltonian vector field with
respect to a Jacobi structure and the consequent definition of Jacobi–Lie sys-
tems. Also, it is possible to define Jacobi–Lie Hamiltonians and to find a Lie
algebra of Hamiltonian functions with respect to a defined Jacobi–Lie bracket.

It is our purpose to classify all Jacobi–Lie systems on the plane (up to diffeo-
morphisms). We rely on our previous classification of Lie–Hamilton systems on
the plane and the GKO classification. The classification of Jacobi–Lie systems
on the plane is displayed in the appendix for Tables, in Table 5 in Appendix
3. An explicit example is given: the continuous Heisenberg group is under-
stood as a Jacobi manifold and a Jacobi–Lie system is constructed out of the
left-invariant vector fields associated with the continuous Heisenberg group.
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2 Lie systems

On a first approximation, a Lie system is a first-order system of ODEs that admits a
superposition rule. In this section we will describe Lie systems, their main properties
and the most relevant results used to study them.

2.1 Lie systems and superposition rules

Let us now turn to describing some fundamental notions appearing in the theory of
Lie systems.

Definition 1. A superposition rule depending on m particular solutions for a system
X on N is a function Φ : Nm×N → N , x = Φ(x(1), . . . , x(m);λ), such that the gen-
eral solution x(t) of X can be brought into the form x(t) = Φ(x(1)(t), . . . , x(m)(t);λ),
where x(1)(t), . . . , x(m)(t) is any generic family of particular solutions and λ is a point
of N to be related to initial conditions.

Example 1. The Riccati equation on the real line [419]

dx

dt
= a0(t) + a1(t)x+ a2(t)x2, (2.1)

where a0(t), a1(t), a2(t) are arbitrary t-dependent functions, admits the superposi-
tion rule Φ : (x(1), x(2), x(3); k) ∈ R3 × R 7→ x ∈ R given by

x =
x(1)(x(3) − x(2)) + kx(2)(x(1) − x(3))

(x(3) − x(2)) + k(x(1) − x(3))
. (2.2)

In other words, the general solution, x(t), to (2.1) can be brought into the form

x(t) =
x(1)(t)(x(3)(t)− x(2)(t)) + kx(2)(t)(x(1)(t)− x(3)(t))

(x(3)(t)− x(2)(t)) + k(x(1)(t)− x(3)(t))
. (2.3)

where x(1)(t), x(2)(t), x(3)(t) are three different particular solutions and k is an arbi-
trary constant.

The conditions ensuring that a system X possesses a superposition rule are
stated by the Lie–Scheffers Theorem [303, Theorem 44]. A modern statement of
this relevant result is described next (for a modern geometric description see [91,
Theorem 1]).

Theorem 2. (The Lie–Scheffers Theorem) A first-order system

dx

dt
= F (t, x), x ∈ N, (2.4)
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admits a superposition rule if and only if X can be written as

Xt =
r∑

α=1

bα(t)Xα (2.5)

for a certain family b1(t), . . . , br(t) of t-dependent functions and a family X1, . . . , Xr

of vector fields on N spanning an r-dimensional real Lie algebra of vector fields.

The Lie–Scheffers Theorem yields that every Lie system X is related to (at
least) one finite-dimensional real Lie algebra of vector fields V , a so-called Vessiot–
Guldberg Lie algebra, satisfying that {Xt}t∈R ⊂ V . This implies that V X must be
finite-dimensional. Conversely, if V X is finite-dimensional, this Lie algebra can be
chosen as a Vessiot–Guldberg Lie algebra for X. This proves the following theorem,
which motivates, among other reasons, the definition of V X [102].

Theorem 3. (The abbreviated Lie–Scheffers Theorem) A system X admits
a superposition rule if and only if V X is finite-dimensional.

Example 2. In order to illustrate the above concepts, let us consider the Riccati
equation (2.1). Observe that (2.1) is the system associated to the t-dependent vector
field X = a0(t)X1 + a1(t)X2 + a2(t)X3, where

X1 =
∂

∂x
, X2 = x

∂

∂x
, X3 = x2 ∂

∂x
(2.6)

span a Vessiot–Guldberg Lie algebra V for (2.1) isomorphic to sl(2,R). The Lie–
Scheffers Theorem shows that Riccati equations must admit a superposition rule.
Indeed, the general solution of Riccati equation (2.1) can be brought into the form
Φ : (x(1), x(2), x(3); k) ∈ R3 × R 7→ x ∈ R given by (2.2) enabling us to write their
general solutions as x(t) = Φ(x(1)(t), x(2)(t), x(3)(t); k).

Example 3. Consider the system of differential equations

dx

dt
= a0(t) + a1(t)x+ a2(t)(x2 − y2),

dy

dt
= a1(t)y + a2(t)2xy, (2.7)

with a0(t), a1(t), a2(t) being arbitrary t-dependent real functions. This system is
a particular type of planar Riccati equation briefly studied in [154]. By writing
z = x+ iy, we find that (2.7) is equivalent to

dz

dt
= a0(t) + a1(t)z + a2(t)z2, z ∈ C, (2.8)

which is a particular type of complex Riccati equations, whose study has attracted
some attention. Particular solutions of periodic equations of this type have been
investigated in [83, 343].
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Every particular solution (x(t), y(t)) of (2.7) obeying that y(t0) = 0 at t0 ∈ R
satisfies that y(t) = 0 for every t ∈ R. In such a case, x(t) is a particular solution of
a real Riccati equation [419]. This suggests us to restrict ourselves to studying (2.7)
on R2

y 6=0 ≡ {(x, y) | y 6= 0} ⊂ R2.

Let us show that (2.7) on R2
y 6=0 is a Lie system. This is related to the t-dependent

vector field
Xt = a0(t)X1 + a1(t)X2 + a2(t)X3, (2.9)

where

X1 =
∂

∂x
, X2 = x

∂

∂x
+ y

∂

∂y
, X3 = (x2 − y2)

∂

∂x
+ 2xy

∂

∂y
(2.10)

span a Vessiot–Guldberg real Lie algebra V ' sl(2) with commutation relations

[X1, X2] = X1, [X1, X3] = 2X2, [X2, X3] = X3. (2.11)

Hence, {Xt}t∈R ⊂ V X ⊂ V and V X is finite-dimensional, which makes X into a
Lie system. Hence, it admits a superposition rule.

Example 4. Consider the following system of Riccati equations [102]

dxi
dt

= a0(t) + a1(t)xi + a2(t)x2
i , i = 1, . . . , n, (2.12)

with a0(t), a1(t), a2(t) being arbitrary t-dependent functions. System (2.12) is asso-
ciated to the t-dependent vector field XR = a0(t)X1 + a1(t)X2 + a2(t)X3, where

X1 =
n∑
i=1

∂

∂xi
, X2 =

n∑
i=1

xi
∂

∂xi
, X3 =

n∑
i=1

x2
i

∂

∂xi
. (2.13)

Hence, XR takes values in a Vessiot–Guldberg Lie algebra 〈X1, X2, X3〉 ' sl(2,R).
Lie proved that each Lie system on the real line is, up to a local change of variables,
a particular case of system (2.12) for n = 1 [102, 295].

Example 5. Consider the matrix Riccati equations on R2 [10, 236, 292], namely
dx

dt
= a0(t) + a11(t)x+ a12(t)y + b0(t)x2 + b1(t)xy,

dy

dt
= a1(t) + a21(t)x+ a22(t)y + b0(t)xy + b1(t)y2,

(2.14)

with a0(t), a1(t), a11(t), a12(t), a21(t), a22(t), b0(t), b1(t) being any t-dependent
functions. The associated t-dependent vector field reads
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X = a0(t)X0 + a1(t)X1 + a11(t)X2+a12(t)X3 + a21(t)X4+

a22(t)X5 + b0(t)X6 + b1(t)X7, (2.15)

where the vector fields

X0 =
∂

∂x
, X1 =

∂

∂y
, X2 = x

∂

∂x
, X3 = y

∂

∂x
, X4 = x

∂

∂y
,

X5 = y
∂

∂y
, X6 = x2 ∂

∂x
+ xy

∂

∂y
, X7 = xy

∂

∂x
+ y2 ∂

∂y

(2.16)

span an eight-dimensional Lie algebra V MR with non-vanishing commutation rela-
tions

[X0, X2] = X0, [X0, X4] = X1, [X0, X6] = 2X2 +X5, [X0, X7] = X3,

[X1, X3] = X0, [X1, X5] = X1, [X1, X6] = X4, [X1, X7] = X2 + 2X5,

[X2, X3] = −X3, [X2, X4] = X4, [X2, X6] = X6, [X3, X4] = X5 −X2,

[X3, X5] = −X3, [X3, X6] = X7, [X4, X5] = X4, [X4, X7] = X6.

[X5, X7] = X7.
(2.17)

Since X takes value in the Lie algebra V MR, it becomes a Lie system [236]. Indeed,
it can be proven that V MR is isomorphic to sl(3,R) (see Table 1 in Appendix 1
[210]).

2.2 Lie systems on Lie groups

Every Lie system X associated with a Vessiot–Guldberg Lie algebra V gives rise
by integrating V to a (generally local) Lie group action ϕ : G × N → N whose
fundamental vector fields are the elements of V and such that TeG ' V with e being
the neutral element of G [349]. If we assume X to be of the form (2.5), its associated
Lie group action allows us to write the general solution of X as

x(t) = ϕ(g1(t), x0), x0 ∈ Rn, (2.18)

with g1(t) being a particular solution of

dg

dt
= −

r∑
α=1

bα(t)XR
α (g), (2.19)

where XR
1 , . . . , X

R
r is a certain basis of right-invariant vector fields on G such that

XR
α (e) = aα ∈ TeG, with α = 1, . . . , r, and each aα is the element of TeG associated

to the fundamental vector field Xα (see [89] for details).
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Since XR
1 , . . . , X

R
r span a finite-dimensional real Lie algebra, the Lie–Scheffers

Theorem guarantees that (2.19) admits a superposition rule and becomes a Lie
system. Indeed, as the right-hand side of (2.19) is invariant under every Rg0∗ with
Rg0 : g′ ∈ G 7→ g′ · g0 ∈ G being the multiplication on the right on G by g0 ∈ G, the
general solution to (2.19) can be brought into the form

g(t) = Rg0g1(t), g0 ∈ G, (2.20)

where g1(t) is a particular solution of (2.19) [89]. In other words, (2.19) admits a
superposition rule.

Several methods can now be applied to solve (2.19). If g ' TeG is solvable,
the theory of reduction of Lie systems allows us to integrate (2.19) by quadratures.
More generally, we can use a Levi decomposition of g to write g ' r⊕s (s1 ⊕ · · · ⊕ sl),
where r is the radical of g, the Lie algebra s1⊕· · ·⊕sl is the direct sum of a family of
simple Lie subalgebras of g, and ⊕s denotes a semi-direct sum of r and s1⊕ · · · ⊕ sl.
The theorem of reduction of Lie systems [92, Theorem 2] yields, with the aid of the
previous decomposition, that the solution of a Lie system (2.19) defined on a Lie
group with Lie algebra s1⊕ · · · ⊕ sl enables us to construct a t-dependent change of
variables that transforms (2.19) into a Lie system on a Lie group with Lie algebra r,
which is integrable by quadratures (see [92] for details). Summarizing, the explicit
integration of (2.19) reduces to providing a particular solution of a Lie system related
to s1 ⊕ · · · ⊕ sl.

2.3 An algorithm to derive superposition rules

General solutions of Lie systems can also be investigated through superposition
rules. There exist different procedures to derive them [18, 91, 419], but we hereafter
use the method devised in [91], which is based on the diagonal prolongation notion
[91, 102].

Definition 4. Given a t-dependent vector field X on N , its diagonal prolongation
X̃ to N (m+1) is the unique t-dependent vector field on N (m+1) such that

• Given pr : (x(0), . . . , x(m)) ∈ N (m+1) 7→ x(0) ∈ N , we have that pr∗X̃t = Xt

∀t ∈ R.

• X̃ is invariant under the permutations x(i) ↔ x(j), with i, j = 0, . . . ,m.

In coordinates, we have that

X =

n∑
i=1

Xi(t, x)
∂

∂xi
⇒ X̃ =

m+1∑
j=0

X(j) =

m+1∑
j=0

n∑
i=1

Xi(t, x(j))
∂

∂(xi)(j)
. (2.21)

The procedure to determine superposition rules described in [91] goes as follows
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• Take a basis X1, . . . , Xr of a Vessiot–Guldberg Lie algebra V associated with
the Lie system.

• Choose the minimum integer m so that the diagonal prolongations to Nm of
X1, . . . , Xr are linearly independent at a generic point.

• Obtain n functionally independent first-integrals F1, . . . , Fn common to all the
diagonal prolongations, X̃1, . . . , X̃r, to N (m+1), for instance, by the method of
characteristics. We require such functions to hold that

∂(F1, . . . , Fn)

∂
(
(x1)(0), . . . , (xn)(0)

) 6= 0. (2.22)

• Assume that these integrals take certain constant values, i.e., Fi = ki with i =
1, . . . , n, and employ these equalities to express the variables (x1)(0), . . . , (xn)(0)

in terms of the variables of the other copies of N within N (m+1) and the
constants k1, . . . , kn. The obtained expressions constitute a superposition rule
in terms of any generic family of m particular solutions and n constants.

There exists another method to obtain superposition rules frequently used in
applications [419]. This second method goes as follows. The general solution x(t) of
X can be written as x(t) = ϕ(g1(t), x(0)), where g1(t) is the solution of the associated
Lie system (2.19) with g1(0) = e and ϕ is the Lie group action obtained by integrating
a Vessiot–Guldberg Lie algebra of X. The curve g1(t) can be characterized as the
unique solution to the algebraic system xp(t) = ϕ(g1(t), xp(0)), where xp(t) ranges
over a “sufficient large set” of particular solutions of X [419]. Obtaining g1(t)
from these equations and substituting in x(t) = ϕ(g1(t), x(0)), we can write x(t)
in terms of the particular solutions xp(t) and the parameter x(0) giving rise to a
superposition rule for X. In general, this and previous method are convenient to
derive superposition rules for different types of systems.

2.4 New applications of Lie systems

Here we show a few new applications of Lie systems through examples of physical
relevance. These applications were obtained by the author of this thesis for the first
time.

The second order Riccati equation

The most general class of second-order Riccati equations is given by the family of
second-order differential equations of the form

d2x

dt2
+ (f0(t) + f1(t)x)

dx

dt
+ c0(t) + c1(t)x+ c2(t)x2 + c3(t)x3 = 0, (2.23)
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with

f1(t) = 3
√
c3(t), f0(t) =

c2(t)√
c3(t)

− 1

2c3(t)

dc3

dt
(t), c3(t) 6= 0 (2.24)

and c0(t), c1(t), c2(t) being arbitrary t-dependent functions with c3(t) > 0 for every
t ∈ R. These equations arise by reducing third-order linear differential equations
through a dilation symmetry and a t-reparametrization [115]. Their interest is due
to their use in the study of several physical and mathematical problems [101, 115,
120, 197, 223].

It was recently discovered that a quite general family of second-order Riccati
equation (2.23) admits a t-dependent non-natural regular Lagrangian of the form

L(t, x, v) =
1

v + U(t, x)
, (2.25)

with U(t, x) = a0(t) + a1(t)x+ a2(t)x2 and a0(t), a1(t), a2(t) being certain functions
related to the t-dependent coefficients of (2.23), see [115]. Therefore,

p =
∂L

∂v
=

−1

(v + U(t, x))2
, (2.26)

and the image of the Legendre transform FL : (t, x, v) ∈ W ⊂ R× TR 7→ (t, x, p) ∈
R×T∗R, where W = {(t, x, v) ∈ R×TR | v+U(t, x) 6= 0}, is the open submanifold
R×O where O = {(x, p) ∈ T∗R | p < 0}. The Legendre transform is not injective,
as (t, x, p) = FL(t, x, v) for v = ±1/

√
−p − U(t, x). Nevertheless, it can become

so by restricting it to the open W+ = {(t, x, v) ∈ R × TR | v + U(t, x) > 0}. In
such a case, v = 1/

√
−p − U(t, x) and we can define over R × O the t-dependent

Hamiltonian

h(t, x, p) = p

(
1√
−p
− U(t, x)

)
−
√
−p = −2

√
−p− pU(t, x). (2.27)

Its Hamilton equations read
dx

dt
=
∂h

∂p
=

1√
−p
− U(t, x) =

1√
−p
− a0(t)− a1(t)x− a2(t)x2,

dp

dt
= −∂h

∂x
= p

∂U

∂x
(t, x) = p(a1(t) + 2a2(t)x).

(2.28)

Since the general solution x(t) of a second-order Riccati equation (2.23) can be
recovered from the general solution (x(t), p(t)) of its corresponding system (2.28),
the analysis of the latter provides information about general solutions of such second-
order Riccati equations.
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The important point now is that system (2.28) is a Lie system. Indeed, consider
the vector fields on O of the form

X1 =
1√
−p

∂

∂x
, X2 =

∂

∂x
, X3 = x

∂

∂x
− p ∂

∂p
, X4 = x2 ∂

∂x
− 2xp

∂

∂p
,

X5 =
x√
−p

∂

∂x
+ 2
√
−p ∂

∂p
.

(2.29)

Their non-vanishing commutation relations read

[X1, X3] =
1

2
X1, [X1, X4] = X5, [X2, X3] = X2, [X2, X4] = 2X3,

[X2, X5] = X1, [X3, X4] = X4, [X3, X5] =
1

2
X5,

(2.30)
and therefore span a five-dimensional Lie algebra V of vector fields. Additionally,
the t-dependent vector field Xt associated with (2.28) holds

Xt = X1 − a0(t)X2 − a1(t)X3 − a2(t)X4. (2.31)

In view of (2.31), system (2.28) is a Lie system. Note also that a similar result
would have been obtained by restricting the Legendre transform over the openW− =
{(t, x, v) ∈ R× TR | v + U(t, x) < 0}.

Let us use the theory of Lie systems to reduce the integration of (2.28) to solving
a Lie system on a Lie group. Using a Levi decomposition of V , we get V ' V1⊕s V2,
with V2 = 〈X2, X3, X4〉 being a semisimple Lie algebra isomorphic to sl(2,R) and
V1 = 〈X1, X5〉 being the radical of V . Hence, V is isomorphic to the Lie algebra
of a Lie group G ≡ R2 o SL(2,R), where o denotes a semidirect product of R2 by
SL(2,R), and there exists a local action Φ : G×O → O whose fundamental vector
fields are those of V . It is a long, but simple, computation to show that

Φ

((
(λ1, λ5),

(
α β
γ δ

))
, (x, p)

)
=

(√
−p̄x̄− λ1√
−p̄+ λ5

,−(
√
−p̄+ λ5)2

)
, (2.32)

where x̄ = (αx+β)/(γx+δ), p̄ = p (γx+ δ)2 and αδ−βγ = 1, is one of such actions
(for a detailed example of how to derive these actions see [102, Ch. 2]).

The above action enables us to write the general solution ξ(t) of system (2.28)
in the form ξ(t) = Φ(g(t), ξ0), where ξ0 ∈ G and g(t) is a particular solution of

dg

dt
= −

(
XR

1 (g)− a0(t)XR
2 (g)− a1(t)XR

3 (g)− a2(t)XR
4 (g)

)
, g(0) = e, (2.33)

on G, with the XR
α being a family of right-invariant vector fields on G whose vectors

XR
α (e) ∈ TeG close on the opposite commutation relations of the vector fields Xα

(cf. [102]).
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We now turn to apply to Lie systems the theory of reduction for Lie systems.
Since TeG ' R2 ⊕s sl(2,R), a particular solution of a Lie system of the form (2.33)
but on SL(2,R), which amounts to integrating (first-order) Riccati equations (cf.
[18, 102]), provides us with a transformation which maps system (2.33) into an easily
integrable Lie system on R2. In short, the explicit determination of the general
solution of a second-order Riccati equation reduces to solving Riccati equations.

Another way of analyzing the solutions of (2.28) is based on the determination of
a superposition rule. According to the method sketched in Subsection 2.3, a superpo-
sition rule for a Lie system (2.28), which admits a decomposition of the form (2.31),
can be obtained through two common functionally independent first-integrals I1, I2,
for the diagonal prolongations X̃1, X̃2, X̃3, X̃4, X̃5 to a certain T∗N (m+1) provided
their prolongations to T∗Rm are linearly independent at a generic point and

∂(I1, I2)

∂(x(0), p(0))
6= 0. (2.34)

In our case, it can easily be verified that m = 3. The resulting first-integrals, derived
through a long but easy calculation (see [101] for a similar procedure), read

F0 = (x(2) − x(3))
√
p(2)p(3) + (x(3) − x(1))

√
p(3)p(1) + (x(1) − x(2))

√
p(1)p(2),

F1 = (x(1) − x(2))
√
p(1)p(2) + (x(2) − x(0))

√
p(2)p(0) + (x(0) − x(1))

√
p(0)p(1),

F2 = (x(1) − x(3))
√
p(1)p(3) + (x(3) − x(0))

√
p(3)p(0) + (x(0) − x(1))

√
p(0)p(1).

(2.35)
Note that given a family of solutions (x(i)(t), p(i)(t)), with i = 0, . . . , 3, of (2.28), then

dF̄j/dt = X̃tFj = 0 for j = 0, 1, 2 and F̄j = Fj(x(0)(t), p(0)(t), . . . , x(3)(t), p(3)(t)).
In order to derive a superposition rule, we just need to obtain the value of p(0)

from the equation k1 = F1, where k1 is a real constant, to get√
−p(0) =

k1 + (x(2) − x(1))
√
p(1)p(2)

(x(2) − x(0))
√
−p(2) + (x(0) − x(1))

√
−p(1)

, (2.36)

and then plug this value into the equation k2 = F2 to have

x(0) =
k1Γ(x(1), p(1), x(3), p(3)) + k2Γ(x(2), p(2), x(1), p(1))− F0x(1)

√
−p(1)

k1(
√
−p(1) −

√
−p(3)) + k2(

√
−p(2) −

√
−p(1))−

√
−p(1)F0

,

p(0) = −
[
k1/F0(

√
−p(3) −

√
−p(1)) + k2/F0(

√
−p(1) −

√
−p(2)) +

√
−p(1)

]2
,

(2.37)
where Γ(x(i), p(i), x(j), p(j)) =

√
−p(i)x(i) −

√
−p(j)x(j). The above expressions give

us a superposition rule Φ : (x(1), p(1), x(2), p(2), x(3), p(3); k1, k2) ∈ T∗R3 × R2 7→
(x(0), p(0)) ∈ T∗R for system (2.28). Finally, since every x(i)(t) is a particular so-
lution for (2.23), the map Υ = τ ◦ Φ gives the general solution of second-order
Riccati equations in terms of three generic particular solutions x(1)(t), x(2)(t), x(3)(t)
of (2.23), the corresponding p(1)(t), p(2)(t), p(3)(t) and two real constants k1, k2.
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Kummer–Schwarz equations

Here we analyze second- and third-order Kummer–Schwarz equations (KS-2 and
KS-3, respectively), [51, 52, 224, 287], with the aid of Lie systems.

The KS-2 equations take the form

d2x

dt2
=

3

2x

(
dx

dt

)2

− 2c0x
3 + 2b1(t)x, (2.38)

with c0 being a real constant and b1(t) a t-dependent function. KS-2 equations are
a particular case of second-order Gambier equations [87, 224] and appear in the
study of cosmological models [329]. In addition, their relations to other differential
equations like Milne–Pinney equations [224], make them an alternative approach to
the analysis of many physical problems [87, 259, 287].

In the case of KS-3 equations, i.e., we have

d3x

dt3
=

3

2

(
dx

dt

)−1(d2x

dt2

)2

− 2c0(x)

(
dx

dt

)3

+ 2b1(t)
dx

dt
, (2.39)

where c0 = c0(x) and b1 = b1(t) are arbitrary.

The relevance of KS-3 equations resides in their relation to the Kummer’s prob-
lem [51, 52, 55], Milne–Pinney [287] and Riccati equations [130, 178, 287]. Such
relations can be useful in the interpretation of physical systems through KS-3 equa-
tions, e.g., the case of quantum non-equilibrium dynamics of many body systems
[218]. Furthermore, KS-3 equations with c0 = 0 can be rewritten as {x, t} = 2b1(t),
where {x, t} is the Schwarzian derivative [288] of the function x(t) relative to t.

KS-2 and KS-3 appear in other related themes [27, 51, 52, 57, 320, 393, 392].
Moreover, there is some interest on studying of particular solutions of KS-2 and
KS-3 equations, which have been analyzed in several manners in the literature, e.g.,
through non-local transformations or in terms of solutions to other differential equa-
tions [51, 55, 57, 224, 287]. From a physical viewpoint, KS-2 and KS-3 equations oc-
cur in the study of Milne–Pinney equations, Riccati equations, and time-dependent
frequency harmonic oscillators [87, 130, 224, 287], which are of certain relevancy
in two-body problems [47, 50], Quantum Mechanics [259, 276], Classical Mechanics
[329], etcetera [352].

We show that KS-2 equations can be studied through two sl(2,R)-Lie systems
[353], i.e., Lie systems that describe the integral curves of a t-dependent vector field
taking values in Vessiot–Guldberg Lie algebra isomorphic to sl(2,R). This new result
slightly generalizes previous findings about these equations [87].

Afterwards, we obtain two Lie group actions whose fundamental vector fields
correspond to those of the abovementioned Vessiot–Guldberg Lie algebras. These
actions allow us to prove that the explicit integration of KS-2 and KS-3 equations is
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equivalent to working out a particular solution of a Lie system on SL(2,R). Further,
we will see that Riccati and Milne–Pinney equations exhibit similar features.

We show that the knowledge of the general solution of any of the reviewed equa-
tions enables us to solve simultaneously any other related to the same equation
on SL(2,R). This fact provides a new powerful and general way of linking solu-
tions of these equations, which were previously known to be related through ad hoc
expressions in certain cases [130, 287].

Second-order Kummer Schwarz equations

Consider the first-order system associated with (2.38)
dx

dt
= v,

dv

dt
=

3

2

v2

x
− 2c0x

3 + 2b1(t)x,

(2.40)

on TR0, with R0 = R− {0}, obtained by adding the new variable v ≡ dx/dt to the
KS-2 equation (2.38). This system describes the integral curves of the t-dependent
vector field

Xt = v
∂

∂x
+

(
3

2

v2

x
−2c0x

3 + 2b1(t)x

)
∂

∂v
=M3 + b1(t)M1, (2.41)

where

M1 = 2x
∂

∂v
, M2 = x

∂

∂x
+ 2v

∂

∂v
, M3 = v

∂

∂x
+

(
3

2

v2

x
− 2c0x

3

)
∂

∂v
(2.42)

satisfy the commutation relations

[M1,M3] = 2M2, [M1,M2] = M1, [M2,M3] = M3. (2.43)

These vector fields span a three-dimensional real Lie algebra V of vector fields iso-
morphic to sl(2,R) [87, 102]. Hence, in view of (2.41) and the Lie–Scheffers The-
orem, X admits a superposition rule and becomes a Lie system associated with a
Vessiot–Guldberg Lie algebra isomorphic to sl(2,R), i.e., an sl(2,R)-Lie system.

The knowledge of a Lie group action ϕ2KS : G×TR0 → TR0 whose fundamental
vector fields are V and TeG ' V allows us to express the general solution of X in
the form (2.18), in terms of a particular solution of a Lie system (2.19) on G. Let
us determine ϕ2KS in such a way that our procedure can easily be extended to
third-order Kummer–Schwarz equations.

Consider the basis of matrices of sl(2,R) given by

a1 =

(
0 1
0 0

)
, a2 =

1

2

(
−1 0
0 1

)
, a3 =

(
0 0
−1 0

)
(2.44)
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satisfying the commutation relations

[a1, a3] = 2a2, [a1, a2] = a1, [a2, a3] = a3, (2.45)

which match those satisfied by M1,M2 and M3. So, the linear function ρ : sl(2,R)→
V mapping aα into Mα, with α = 1, 2, 3, is a Lie algebra isomorphism. If we consider
it as an infinitesimal Lie group action, we can then ensure that there exists a local
Lie group action ϕ2KS : SL(2,R)×TR0 → TR0 obeying the required properties. In
particular,

d

ds
ϕ2KS(exp(−saα), tx) = Mα(ϕ2KS(exp(−saα), tx)), (2.46)

where tx ≡ (x, v) ∈ TxR0 ⊂ TR0, α = 1, 2, 3, and s ∈ R. This condition determines
the action on TR0 of the elements of SL(2,R) of the form exp(−saα), with α = 1, 2, 3
and s ∈ R. By integrating M1 and M2, we obtain

ϕ(exp2KS(−λ1a1), tx) = (x, v + 2xλ1) ,

ϕ(exp2KS(−λ2a2), tx) =
(
xeλ2 , ve2λ2

)
.

(2.47)

Observe that M3 is not defined on TR0. Hence, its integral curves, let us say
(x(λ3), v(λ3)), must be fully contained in either TR+ or TR−. These integral curves
are determined by the system

dx

dλ3
= v,

dv

dλ3
=

3

2

v2

x
− 2c0x

3. (2.48)

When v 6= 0, we obtain

dv2

dx
=

3v2

x
− 4c0x

3 =⇒ v2(λ3) = x3(λ3)Γ− 4c0x
4(λ3), (2.49)

for a real constant Γ. Hence, for each integral curve (x(λ3), v(λ3)), we have

Γ =
v2(λ3) + 4c0x

4(λ3)

x3(λ3)
. (2.50)

Moreover, dΓ/dλ3 = 0 not only for solutions of (2.48) with v(λ3) 6= 0 for every λ3,
but for any solution of (2.48). Using the above results and (2.48), we see that

dx

dλ3
= sg(v)

√
Γx3 − 4c0x4 ⇒ x(λ3) =

x(0)

Fλ3(x(0), v(0))
, (2.51)

where sg is the well-known sign function and

Fλ3(tx) =

(
1− vλ3

2x

)2

+ c0x
2λ2

3. (2.52)
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Now, from (2.51) and taking into account the first equation within (2.48), it imme-
diately follows that

ϕ2KS(exp(−λ3a3), tx) =

(
x

Fλ3(tx)
,
v − v2+4c0x4

2x λ3

F 2
λ3

(tx)

)
. (2.53)

Let us employ previous results to determine the action on sl(2,R) of those el-
ements g close to the neutral element e ∈ SL(2,R). Using the so-called canonical
coordinates of the second kind [261], we can write g within an open neighborhood U
of e in a unique form as

g = exp(−λ3a3) exp(−λ2a2) exp(−λ1a1), (2.54)

for real constants λ1, λ2 and λ3. This allows us to obtain the action of every g ∈ U
on TR0 through the composition of the actions of elements exp(−λαaα), with λα ∈ R
for α = 1, 2, 3. To do so, we determine the constants λ1, λ2 and λ3 associated to
each g ∈ U in (2.54).

Considering the standard matrix representation of SL(2,R), we can express every
g ∈ SL(2,R) as

g =

(
α β
γ δ

)
, αδ − βγ = 1, α, β, γ, δ ∈ R. (2.55)

In view of (2.44), and comparing (2.54) and (2.55), we obtain

α = eλ2/2, β = −eλ2/2λ1, γ = eλ2/2λ3. (2.56)

Consequently,
λ1 = −β/α, λ2 = 2 logα, λ3 = γ/α, (2.57)

and, from the basis (2.44), the decomposition (2.54) and expressions (2.47) and
(2.53), the action reads

ϕ2KS (g, tx) =

(
x

Fg(tx)
,

1

F 2
g (tx)

[
(vα− 2xβ)

(
δ − γv

2x

)
− 2c0x

3αγ
])

, (2.58)

where

Fg(tx) =
(
δ − γv

2x

)2
+ c0x

2γ2. (2.59)

Although this expression has been derived for g being close to e, it can be proved
that the action is properly defined at points (g, tx) such that Fg(tx) 6= 0. If c0 > 0,
then Fg(tx) > 0 for all g ∈ SL(2,R) and tx ∈ TR0. So, ϕ2KS becomes globally
defined. Otherwise, Fg(tx) > 0 for g close enough to e. Then, ϕ2KS is only defined
on a neighborhood of e.



Chapter 3 59

The action ϕ2KS also permits us to write the general solution of system (2.40)
in the form (x(t), v(t)) = ϕ2KS(g(t), tx), with g(t) being a particular solution of

dg

dt
= −XR

3 (g)− b1(t)XR
1 (g), (2.60)

whereXR
α , with α = 1, 2, 3, are the right-invariant vector fields on SL(2,R) satisfying

XR
α (e) = aα [89, 102]. Additionally, as x(t) is the general solution of KS-2 equation

(2.38), we readily see that

x(t) = τ ◦ ϕ2KS(g(t), tx), (2.61)

with τ : (x, v) ∈ TR 7→ x ∈ R, the natural tangent bundle projection, provides us
with the general solution of (2.38) in terms of a particular solution of (2.60).

Conversely, we prove that we can recover a particular solution to (2.60) from the
knowledge of the general solution of (2.38). For simplicity, we will determine the
particular solution g1(t) with g1(0) = e. Given two particular solutions x1(t) and
x2(t) of (2.38) with dx1/dt(t) = dx2/dt(t) = 0, the expression (2.61) implies that

(xi(t), vi(t)) = ϕ2KS(g1(t), (xi(0), 0)), i = 1, 2. (2.62)

Writing the above expression explicitly, we get

−xi(0)vi(t)

2x2
i (t)

= β(t)δ(t) + c0x
2
i (0)α(t)γ(t),

xi(0)

xi(t)
= δ2(t) + c0x

2
i (0)γ2(t),

(2.63)

for i = 1, 2. The first two equations allow us to determine the value of β(t)δ(t)
and α(t)γ(t). Meanwhile, we can obtain the value of δ2(t) and γ2(t) from the other
two ones. As δ(0) = 1, we know that δ(t) is positive when close to t = 0. Taking
into account that we have already worked out δ2(t), we can determine δ(t) for small
values of t. Since we have already obtained β(t)δ(t), we can also derive β(t) for
small values of t by using δ(t). Note that α(0) = 1. So, α(t) is positive for small
values of t, and the sign of α(t)γ(t) determines the sign of γ(t) around t = 0. In
view of this, the value of γ(t) can be determined from γ2(t) in the interval around
t = 0. Summing up, we can obtain algebraically a particular solution of (2.63) with
g1(0) = e from the general solution of (2.38).
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Third-order Kummer–Schwarz equation

Let us write KS-3 equations (2.39) as a first-order system

dx

dt
= v,

dv

dt
= a,

da

dt
=

3

2

a2

v
− 2c0(x)v3 + 2b1(t)v,

(2.64)

in the open submanifold O2 = {(x, v, a) ∈ T2R | v 6= 0} of T2R ' R3, the referred
to as second-order tangent bundle of R [13].

Consider now the set of vector fields on O2 given by

N1 = 2v
∂

∂a
,

N2 = v
∂

∂v
+ 2a

∂

∂a
,

N3 = v
∂

∂x
+ a

∂

∂v
+

(
3

2

a2

v
− 2c0(x)v3

)
∂

∂a
,

(2.65)

which satisfy the commutation relations

[N1, N3] = 2N2, [N1, N2] = N1, [N2, N3] = N3. (2.66)

Thus, they span a three-dimensional Lie algebra of vector fields V isomorphic to
sl(2,R). Since (2.64) is determined by the t-dependent vector field

Xt = v
∂

∂x
+ a

∂

∂v
+

(
3

2

a2

v
− 2c0(x)v3 + 2b1(t)v

)
∂

∂a
, (2.67)

we can write Xt = N3 + b1(t)N1. Consequently, X takes values in the finite-
dimensional Vessiot–Guldberg Lie algebra V and becomes an sl(2,R)-Lie system.
This generalizes the result provided in [216] for c0(x) = const.

We shall now reduce the integration of (2.64) with c0(x) = const., and in con-
sequence the integration of the related (2.39), to working out a particular solu-
tion of the Lie system (2.60). To do so, we employ the Lie group action ϕ3KS :
SL(2,R) ×O2 → O2 whose infinitesimal action is given by the Lie algebra isomor-
phism ρ : sl(2,R)→ V satisfying that ρ(aα) = Nα, with α = 1, 2, 3. This Lie group
action holds that

d

ds
ϕ3KS(exp(−saα), t2

x) = Nα(ϕ3KS(exp(−saα), t2
x)), (2.68)
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with t2
x ≡ (x, v, a) ∈ O2 and α = 1, 2, 3. Integrating N1 and N2, we obtain that

ϕ3KS

(
exp(−λ1a1), t2

x

)
=

 x
v

a+ 2vλ1

 (2.69)

and

ϕ3KS

(
exp(−λ2a2), t2

x

)
=

 x
veλ2

ae2λ2

 . (2.70)

To integrate N3, we need to obtain the solutions of

dx

dλ3
= v,

dv

dλ3
= a,

da

dλ3
=

3

2

a2

v
− 2c0v

3. (2.71)

Proceeding mutatis mutandis, as in the analysis of system (2.48), we obtain

v(λ3)=
v(0)

Fλ3(x(0), v(0), a(0))
, (2.72)

with

Fλ3(t2
x) =

(
1− aλ3

2v

)2

+ c0v
2λ2

3. (2.73)

Taking into account this and the first two equations within (2.71), we see that

ϕ3KS

(
e−λ3a3 , t2

x

)
=


x+ v

∫ λ3

0 F−1
λ′3

(t2
x)dλ′3

F−1
λ3

(t2
x)v

v∂(F−1
λ3

(t2
x))/∂λ3

 . (2.74)

Using decomposition (2.54), we can reconstruct the new action

ϕ3KS

(
g, t2

x

)
=


x+ v

∫ γ/α
0 F̄−1

λ3,g
(t2
x)dλ3

F̄−1
γ/α,g(t

2
x)v

v
∂(F̄−1

λ3,g
(t2
x))

∂λ3

∣∣
λ3=γ/α

 , (2.75)

with F̄λ3,g(t
2
x) = α−2Fλ3(x, vα2, (aα− 2vβ)α3λ3), i.e.,

F̄λ3,g(t
2
x) =

(
1

α
− aα− 2vβ

2v
λ3

)2

+ c0v
2α2λ2

3. (2.76)

This action enables us to write the general solution of (2.64) as

(x(t), v(t), a(t)) = ϕ3KS(g(t), t2
x), (2.77)
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where t2
x ∈ O2 and g(t) is a particular solution of the equation on SL(2,R) given

by (2.60). Hence, if τ2) : (x, v, a) ∈ T2R 7→ x ∈ R is the fiber bundle projection
corresponding to the second-order tangent bundle on R, we can write the general
solution of (2.39) in the form

x(t) = τ2) ◦ ϕ3KS(g(t), t2
x), (2.78)

where g(t) is any particular solution of (2.60).

Conversely, given the general solution of (2.39), we can obtain a particular solu-
tion of (2.60). As before, we focus on obtaining the particular solution g1(t), with
g1(0) = e. In this case, given two particular solution x1(t), x2(t) of (2.39) with
d2x1/dt

2(0) = d2x2/dt
2(0) = 0, we obtain that the t-dependent coefficients α(t),

β(t), γ(t) and δ(t) corresponding to the matrix expression of g1(t) obey a system
similar to (2.63) where v and x have been replaced by a and v, respectively.

The Schwarzian derivative and Kummer–Schwarz

The Schwarzian derivative of a real function f = f(t) is defined by

{f, t} =
d3f

dt3

(
df

dt

)−1

− 3

2

[
d2f

dt2

(
df

dt

)−1
]2

. (2.79)

This derivative is clearly related to KS-3 equations (2.39) with c0 = 0, which can be
written as {x, t} = 2b1(t).

Although a superposition rule for studying KS-3 equations was developed in
[87], the result provided in there was not valid when c0 = 0, which retrieves the
relevant equation {x, t} = 2b1(t). This is why we aim to reconsider this case and its
important connection to the Schwarzian derivative.

The vector fields N1, N2, N3 are linearly independent at a generic point of O2 ⊂
T2R0. Therefore, obtaining a superposition rule for (2.64) amounts to obtaining
three functionally independent first-integrals F1, F2, F3 common to all diagonal pro-
longations Ñ1, Ñ2, Ñ3 in (O2)2, such that

∂(F1, F2, F3)

∂(x0, v0, a0)
6= 0. (2.80)

As [Ñ1, Ñ3] = 2Ñ2, it suffices to obtain common first-integrals for Ñ1, Ñ3 to describe
first-integrals common to the integrable distribution D spanned by Ñ1, Ñ2, Ñ3.

Let us start by solving Ñ1F = 0, with F : O2 → R, i.e.,

v0
∂F

∂a0
+ v1

∂F

∂a1
= 0. (2.81)
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The method of characteristics shows that F must be constant along the solutions of
the associated Lagrange–Charpit equations [144], namely

da0

v0
=
da1

v1
, dx0 = dx1 = dv0 = dv1 = 0. (2.82)

Such solutions are the curves (x0(λ), v0(λ), a0(λ), x1(λ), v1(λ), a1(λ)) within O2 with
∆ = v1(λ)a0(λ) − a1(λ)v0(λ), for a real constant ∆ ∈ R, and constant xi(λ) and
vi(λ), with i = 0, 1. In other words, there exists a function F2 : R5 → R such that
F (x0, v0, a0, x1, v1, a1) = F2(∆, x0, x1, v0, v1).

If we now impose Ñ3F = 0, we obtain

Ñ3F = Ñ3F2 =
∆ + a1v0

v1

∂F2

∂v0
+ a1

∂F2

∂v1

+ v0
∂F2

∂x0
+ v1

∂F2

∂x1
+

3∆2 + 6∆a1v0

2v1v0

∂F2

∂∆
= 0. (2.83)

We can then write that Ñ2F2 = (a1/v1)Ξ1F2 + Ξ2F2 = 0, where

Ξ1 = v0
∂

∂v0
+ v1

∂

∂v1
+ 3∆

∂

∂∆
,

Ξ2 = v0
∂

∂x0
+ v1

∂

∂x1
+

∆

v1

∂

∂v0
+

3∆2

2v0v1

∂

∂∆
.

(2.84)

As F2 does not depend on a1 in the chosen coordinate system, it follows Ξ1F2 =
Ξ2F2 = 0. Using the characteristics method again, we obtain that Ξ1F2 = 0 im-
plies the existence of a new function F3 : R4 → R such that F2(∆, x0, x1, v0, v1) =
F3(K1 ≡ v1/v0,K2 ≡ v3

0/∆, x0, x1).

The only condition remaining is Ξ2F3 = 0. In the local coordinate system
{K1,K2, x0, x1}, this equation reads

v0

(
3

2K1

∂F3

∂K2
− 1

K2

∂F3

∂K1
+
∂F3

∂x0
+K1

∂F3

∂x1

)
= 0, (2.85)

and its Lagrange–Charpit equations becomes

−K2dK1 =
2K1dK2

3
= dx0 =

dx1

K1
. (2.86)

From the first equality, we obtain that K3
1K

2
2 = Υ1 for a certain real constant Υ1.

In view of this and with the aid of the above system, it turns out

2

3
K2

1dK2 = dx1 −→
2

3
Υ

2/3
1 K

−4/3
2 dK2 = dx1. (2.87)
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Integrating, we see that −2K2K
2
1 − x1 = Υ2 for a certain real constant Υ2. Finally,

these previous results are used to solve the last part of the Lagrange–Charpit system,
i.e.,

dx0 =
dx1

K1
=

4Υ1dx1

(x1 + Υ2)2
−→ Υ3 = x0 +

4Υ1

x1 + Υ2
. (2.88)

Note that ∂(Υ1,Υ2,Υ3)/∂(x0, v0, a0) 6= 0. Therefore, considering Υ1 = k1, Υ2 = k2

and Υ3 = k3, we can obtain a mixed superposition rule. From these equations, we
easily obtain

x0 =
x1k3 + k2k3 − 4k1

x1 + k2
. (2.89)

Multiplying numerator and denominator of the right-hand side by a non-null con-
stant Υ4, the above expression can be rewritten as

x0 =
αx1 + β

γx1 + δ
, (2.90)

with α = Υ4k3, β = Υ4(k2k3 − 4k1), γ = Υ4, δ = k2Υ4. Observe that

αδ − γβ = 4Υ2
4Υ1 =

4Υ2
4v

3
0v

3
1

(v1a0 − a1v0)2
6= 0. (2.91)

Then, choosing an appropriate Υ4, we obtain that (2.89) can be rewritten as (2.90)
for a family of constants α, β, γ, δ such that αδ− γβ = ±1. It is important to recall
that the matrices (

α β
γ δ

)
, I = αδ − βγ = ±1, (2.92)

are the matrix description of the Lie group PGL(2,R). Recall that we understand
each matrix as the equivalence class related to it.

Operating, we also obtain that

v0 =
Iv1

(γx1 + δ)
, a0 = I

[
a1

(γx1 + δ)2
− 2v2

1γ

(γx1 + δ)3

]
. (2.93)

The above expression together with (2.90) become a superposition rule for KS-3
equations with c0 = 0 (written as a first-order system). In other words, the general
solution (x(t), v(t), a(t)) of (2.39) with c0 = 0 can be written as

(x(t), v(t), a(t)) = Φ(A, x1(t), v1(t), a1(t)), (2.94)

with (x1(t), v1(t), a1(t)) being a particular solution, A ∈ PGL(2,R) and

Φ(A, x1, v1, a1) =

(
αx1 + β

γx1 + δ
,

Iv1

(γx1 + δ)2
, I

[
a1(γx1 + δ)− 2v2

1γ

(γx1 + δ)3

])
. (2.95)
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Moreover, x(t), which is the general solution of a KS-3 equation with c0 = 0, can be
determined out of a particular solution x1(t) and three constants through

x(t) = τ2) ◦ Φ

(
A, x1(t),

dx1

dt
(t),

d2x1

dt2
(t)

)
, (2.96)

where we see that the right-hand part does merely depend on A and x1(t). This
constitutes a basic superposition rule [87] for equations {x(t), t} = 2b1(t), i.e., it is an
expression that allows us to describe the general solution of any of these equations in
terms of a particular solution (without involving its derivatives) and some constants
to be related to initial conditions. We shall now employ this superposition rule to
describe some properties of the Schwarzian derivative.

From the equation above, we analyze the relation between two particular solu-
tions x1(t) and x2(t) of the same equation {x, t} = 2b1(t), i.e., {x1(t), t} = {x2(t), t}.
Our basic superposition rule (2.96) tells us that from x1(t) we can generate every
other solution of the equation. In particular, there must exist certain real constants
c1, c2, c3, c4 such that

x2(t) =
c1x1(t) + c2

c3x1(t) + c4
, c1c4 − c2c3 6= 0. (2.97)

In this way, we recover a relevant property of this type of equations [346].
Our superposition rule (2.96) also provides us with information about the Lie

symmetries of {x(t), t} = 2b1(t). Indeed, note that (2.96) implies that the local Lie
group action ϕ : PGL(2,R)× R→ R

ϕ(A, x) =
αx+ β

γx+ δ
, (2.98)

transforms solutions of {x(t), t} = 2b1(t) into solutions of the same equation. The
prolongation [72, 340] ϕ̂ : PGL(2,R)× T2R0 → T2R0 of ϕ to T2R0, i.e.,

ϕ̂(A, t2
x)=

(
αx+ β

γx+ δ
,

Iv

(γx+ δ)2
, I
a(γx+ δ)− 2γv2

(γx+ δ)3

)
, (2.99)

gives rise to a group of symmetries ϕ(A, ·) of (2.64) when c0 = 0. The fundamental
vector fields of this action are spanned by

Z1 = − ∂

∂x
, Z2 = x

∂

∂x
+ v

∂

∂v
+ a

∂

∂a
,

Z3 = −
[
x2 ∂

∂x
+ 2vx

∂

∂v
+ 2(ax+ v2)

∂

∂a

]
,

(2.100)

which close on a Lie algebra of vector fields isomorphic to sl(2,R) and commute
withXt for every t ∈ R. In addition, their projections onto R must be Lie symmetries



66 Lie systems

of {x(t), t} = 2b1(t). Indeed, they read

S1 = − ∂

∂x
, S2 = x

∂

∂x
, S3 = −x2 ∂

∂x
, (2.101)

which are the known Lie symmetries for these equations [345].

Consider now the equation {x(t), t} = 0. Obviously, this equation admits the
particular solution x(t) = t. This, together with our basic superposition rule, show
that the general solution of this equation is

x(t) =
αt+ β

γt+ δ
, αδ − γβ 6= 0, (2.102)

recovering another relevant known solution of these equations.

3 Lie–Hamilton systems

We have found that many instances of relevant Lie systems possess Vessiot–Guldberg
Lie algebras of Hamiltonian vector fields with respect to a Poisson structure. Such
Lie systems are hereafter called Lie–Hamilton systems.

Lie–Hamilton systems admit a plethora of geometric properties. For instance,
we proved that every Lie–Hamilton system admits a t-dependent Hamiltonian which
can be understood as a curve in finite-dimensional Lie algebra of functions (with
respect to a certain Poisson structure). These t-dependent Hamiltonians, the here
called Lie–Hamiltonian structures, are the key to understand the properties of Lie–
Hamilton systems [21, 89, 109, 191]. Additionally, Lie–Hamilton systems appear
in the analysis of relevant physical and mathematical problems, like second-order
Kummer–Schwarz equations and t-dependent Winternitz–Smorodinsky oscillators
[109].

In this section we study Lie–Hamilton systems and some of their applications.
In particular, our achievements are employed to study superposition rules, Lie sym-
metries and constants of motion for these systems.

3.1 On the necessity of Lie–Hamilton systems

In this section we start by showing how several relevant Lie systems admit a Vessiot–
Guldberg Lie algebra of Hamilton vector fields with respect to a Poisson or symplec-
tic structure. This will allow us to justify the interest of defining a new particular
type of Lie systems enjoying such a property: the Lie–Hamilton systems.

Example 1. Let us show that planar Riccati equations (2.7), described geo-
metrically by the t-dependent vector field X = a0(t)X1 + a1(t)X2 + a2(t)X3 given
by (2.9), admit a Vessiot–Guldberg Lie algebra consisting of Hamiltonian vector
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fields with respect to a symplectic structure. To do so, we search for a symplec-
tic form, let us say ω = f(x, y)dx ∧ dy, turning the Vessiot–Guldberg Lie algebra
V = 〈X1, X2, X3〉 into a Lie algebra of Hamiltonian vector fields with respect to
it. To ensure that the basis for V given by the vector fields X1, X2 and X3, (see
(2.10)), are locally Hamiltonian relative to ω, we impose LXiω = 0 (i = 1, 2, 3),
where LXiω stands for the Lie derivative of ω with respect to Xi. In coordinates,
these conditions read

∂f

∂x
= 0, x

∂f

∂x
+ y

∂f

∂y
+ 2f = 0, (x2 − y2)

∂f

∂x
+ 2xy

∂f

∂y
+ 4xf = 0. (3.1)

From the first equation, we obtain f = f(y). Using this in the second equation,
we find that f = y−2 is a particular solution of both equations (the third one is
therefore automatically fulfilled). This leads to a closed and non-degenerate two-
form on R2

y 6=0 ≡ {(x, y) ∈ R2 | y 6= 0}, namely

ω =
dx ∧ dy

y2
. (3.2)

Using the relation ιXω = dh between a Hamiltonian vector field X and one of its
corresponding Hamiltonian functions h, we observe that X1, X2 and X3 are Hamil-
tonian vector fields with Hamiltonian functions

h1 = −1

y
, h2 = −x

y
, h3 = −x

2 + y2

y
, (3.3)

respectively. Obviously, the remaining vector fields of V become also Hamiltonian.
Thus, planar Riccati equations (2.7) admit a Vessiot–Guldberg Lie algebra of Hamil-
tonian vector fields relative to (3.2).

Example 2. Let us now focus on analyzing the Hamilton equations for an n-
dimensional Smorodinsky–Winternitz oscillator [420] on T∗Rn0 of the form

dxi
dt

= pi,

dpi
dt

= −ω2(t)xi +
k

x3
i

,
i = 1, . . . , n, (3.4)

with ω(t) being any t-dependent function, Rn0 ≡ {(x1, . . . , xn) ∈ Rn0 |x1, . . . , xn 6= 0}
and k ∈ R. These oscillators have attracted quite much attention in Classical and
Quantum Mechanics for their special properties [220, 235, 424]. In addition, observe
that Winternitz–Smorodinsky oscillators reduce to t-dependent isotropic harmonic
oscillators when k = 0.

System (3.4) describes the integral curves of the t-dependent vector field

Xt =
n∑
i=1

[
pi

∂

∂xi
+

(
−ω2(t)xi +

k

x3
i

)
∂

∂pi

]
(3.5)
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on T∗Rn0 . This cotangent bundle admits a natural Poisson bivector Λ related to
the restriction to T∗Rn0 of the canonical symplectic structure on T∗Rn, namely Λ =∑n

i=1 ∂/∂xi ∧ ∂/∂pi. If we consider the vector fields

X1 = −
n∑
i=1

xi
∂

∂pi
, X2 =

n∑
i=1

1

2

(
pi

∂

∂pi
− xi

∂

∂xi

)
,

X3 =

n∑
i=1

(
pi

∂

∂xi
+

k

x3
i

∂

∂pi

)
,

(3.6)

we can write Xt = X3 + ω2(t)X1. Additionally, since

[X1, X3] = 2X2, [X1, X2] = X1, [X2, X3] = X3, (3.7)

it follows that (3.4) is a Lie system related to a Vessiot–Guldberg Lie algebra isomor-
phic to sl(2,R). In addition, this Lie algebra is again made of Hamiltonian vector
fields. In fact, it is easy to check that Xα = −Λ̂(dhα), with α = 1, 2, 3 and

h1 =
1

2

n∑
i=1

x2
i , h2 = −1

2

n∑
i=1

xipi, h3 =
1

2

n∑
i=1

(
p2
i +

k

x2
i

)
. (3.8)

Consequently, system (3.4) admits a Vessiot–Guldberg Lie algebra of Hamiltonian
vector fields relative to the Poisson structure Λ.

Example 3. Finally, let us turn to the system of Riccati equations (2.12) for n = 4.
The relevance of this system is due to the fact that it appears in the calculation of
superposition rules for Riccati equations [102].

We already know that coupled Riccati equations system (2.12) is a Lie system
possessing a Vessiot–Guldberg Lie algebra isomorphic to sl(2,R) spanned by the
vector fields X1, X2, X3 given by (2.13). Let us prove that this Vessiot–Guldberg
Lie algebra consists of Hamiltonian vector fields. Indeed, we can consider the Poisson
bivector

ΛR = (x1 − x2)2 ∂

∂x1
∧ ∂

∂x2
+ (x3 − x4)2 ∂

∂x3
∧ ∂

∂x4
, (3.9)

on O = {(x1, x2, x3, x4)|(x1 − x2)(x2 − x3)(x3 − x4) 6= 0} ⊂ R4. We have that
Xi = −Λ̂(dhi) on (O, ωR) for

h1 =
1

x1 − x2
+

1

x3 − x4
, h2 =

1

2

(
x1 + x2

x1 − x2
+
x3 + x4

x3 − x4

)
,

h3 =
x1x2

x1 − x2
+

x3x4

x3 − x4
.

(3.10)

Hence, the vector fields X1, X2, X3 given in (2.13) are Hamiltonian with respect
to (O,ΛR) and our system of Riccati equations admits a Vessiot–Guldberg Lie al-
gebra of Hamiltonian vector fields. The relevance of this result is due to the fact
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that it allowed us to obtain the superposition rule for Riccati equations through a
Casimir of sl(2,R) [35].

All previous examples lead to propose the following definition.

Definition 1. A system X on N is said to be a Lie–Hamilton system if N can
be endowed with a Poisson bivector Λ in such a way that V X becomes a finite-
dimensional real Lie algebra of Hamiltonian vector fields relative to Λ.

Although Lie–Hamilton systems form a particular class of Lie systems, it turns
out that it is easier to find applications of Lie–Hamilton systems than applications
of other types of Lie systems. Moreover, Lie–Hamilton systems admit much more
geometrical properties than general Lie systems.

3.2 Lie–Hamilton structures

Standard Hamiltonian systems can be described through a Hamiltonian. Likewise,
Lie–Hamilton systems admit a similar structure playing an analogous rôle: the Lie–
Hamiltonian structures.

Definition 2. A Lie–Hamiltonian structure is a triple (N,Λ, h), where (N,Λ) stands
for a Poisson manifold and h represents a t-parametrized family of functions ht :
N → R such that Lie({ht}t∈R, {·, ·}Λ) is a finite-dimensional real Lie algebra.

Definition 3. A t-dependent vector field X is said to admit, or to possess, a Lie–
Hamiltonian structure (N,Λ, h) if Xt is the Hamiltonian vector field corresponding
to ht for each t ∈ R. The Lie algebra Lie({ht}t∈R, {·, ·}Λ) is called a Lie–Hamilton
algebra for X.

Example 4. Recall that the vector fields X1, X2 and X3 for planar Riccati equations
(2.7) are Hamiltonian with respect to the symplectic form ω given by (3.2) and
form a basis for a Vessiot–Guldberg Lie algebra V ' sl(2,R). Assume that the
minimal Lie algebra for a planar Riccati equation, X, is V , i.e., V X = V . If
{·, ·}ω : C∞(R2

y 6=0)×C∞(R2
y 6=0)→ C∞(R2

y 6=0) stands for the Poisson bracket induced
by ω (see [401]), then

{h1, h2}ω = −h1, {h1, h3}ω = −2h2, {h2, h3}ω = −h3. (3.11)

Hence, the planar Riccati equation X possesses a Lie–Hamiltonian structure of the

form
(
R2
y 6=0, ω, h = a0(t)h1 + a1(t)h2 + a2(t)h3

)
and, as V X ' sl(2), we have that

(HΛ, {·, ·}ω) ≡ (〈h1, h2, h3〉, {·, ·}ω) is a Lie–Hamilton algebra for X isomorphic to
sl(2).

Proposition 4. If a system X admits a Lie–Hamiltonian structure, then X is a
Lie–Hamilton system.
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Proof. Let (N,Λ, h) be a Lie–Hamiltonian structure for X. Thus, Lie({ht}t∈R) is
a finite-dimensional Lie algebra. Moreover, {Xt}t∈R ⊂ Λ̂ ◦ d[Lie({ht}t∈R)], and as
Λ̂ ◦ d is a Lie algebra morphism, it follows that V = Λ̂ ◦ d[Lie({ht}t∈R)] is a finite-
dimensional Lie algebra of Hamiltonian vector fields containing {Xt}t∈R. Therefore,
V X ⊂ V and X is a Lie–Hamilton system.

Example 5. Consider again the second-order Riccati equation (2.23) in Hamilto-
nian form (2.28) and the vector fields (2.29) which span a five-dimensional Vessiot–
Guldberg Lie algebra for such equations. All the vector fields of this Lie algebra are
Hamiltonian vector fields with respect to the Poisson bivector Λ = ∂/∂x ∧ ∂/∂p on
O. Indeed, note that Xα = −Λ̂(dhα), with α = 1, . . . , 5 and

h1(x, p) = −2
√
−p, h2(x, p) = p, h3(x, p) = xp, h4(x, p) = x2p,

h5(x, p) = −2x
√
−p.

(3.12)

This system is therefore a Lie–Hamilton system. Moreover, the previous Hamilto-
nian functions span along with h̃0 = 1 a Lie algebra of functions isomorphic to the
two-photon Lie algebra h6 [35, 109] with non-vanishing Lie brackets given by

{h1, h3}ω = −1

2
h̃1, {h1, h4}ω = −h5, {h1, h5}ω = 2h0,

{h2, h3}ω = −h2, {h2, h4}ω = −2h3, {h2, h5}ω = −h1,

{h3, h4}ω = −h4, {h3, h5}ω = −1

2
h5.

(3.13)

In consequence, system (2.23) admits a t-dependent Hamiltonian structure given by
(T∗R,Λ, h = h1 − a0(t)h2 − a1(t)h3 − a2(t)h4).

Consider X to be a Lie–Hamilton system admitting a Lie–Hamiltonian structure
(N,Λ, h) leading to a Lie–Hamilton algebra Lie({ht}t∈R, {·, ·}Λ). Let us now analyze
the relations between all the previous geometric structures.

Lemma 5. Given a system X on N possessing a Lie–Hamiltonian structure (N,Λ, h),
we have that

0 ↪→ Cas(N,Λ) ∩ Lie({ht}t∈R) ↪→ Lie({ht}t∈R)
JΛ−→ V X → 0, (3.14)

where JΛ : f ∈ Lie({ht}t∈R) 7→ Λ̂ ◦ df ∈ V X , is an exact sequence of Lie algebras.

Proof. Consider the exact sequence of (generally) infinite-dimensional real Lie alge-
bras

0 ↪→ Cas(N,Λ) ↪→ C∞(N)
Λ̂◦d−→ Ham(N,Λ)→ 0. (3.15)

Since Xt = −Λ̂ ◦ dht, we see that V X = Lie(Λ̂ ◦ d({ht}t∈R)). Using that Λ̂ ◦ d
is a Lie algebra morphism, we have V X = Λ̂ ◦ d[Lie({ht}t∈R)] = JΛ(Lie({ht}t∈R)).
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Additionally, as JΛ is the restriction to Lie({ht}t∈R) of Λ̂◦d, we obtain that its kernel
consists of Casimir functions belonging to Lie({ht}t∈R), i.e. kerJΛ = Lie({ht}t∈R)∩
Cas(N,Λ). The exactness of sequence (3.14) easily follows from these results.

The above proposition entails that every X that possesses a Lie–Hamiltonian
structure (N,Λ, h) is such that Lie({ht}t∈R) is a Lie algebra extension of V X by
Cas(N,Λ)∩Lie({ht}t∈R), i.e., the sequence of Lie algebras (3.14) is exact. Note that
if Lie({ht}t∈R) is finite-dimensional by assumption, all the Lie algebras appearing
in such a sequence are finite-dimensional. For instance, the first-order system (2.28)
associated to second-order Riccati equations in Hamiltonian form admits a Lie–
Hamiltonian structure(

O, ∂
∂x
∧ ∂

∂p
, h1 − a0(t)h2 − a1(t)h3 − a2(t)h4

)
, (3.16)

where h1, h2, h3, h4 are given by (3.12). Note that Lie({ht}t∈R), for generic functions
a0(t),a1(t),a2(t), is a six-dimensional Lie algebra of functions W ' V X ⊕R. Hence,
we see that W is an extension of V X .

It is worth noting that every t-dependent vector field admitting a Lie–Hamiltonian
structure necessarily possesses many other Lie–Hamiltonian structures. For instance,
if a system X admits (N,Λ, h), then it also admits a Lie–Hamiltonian structure
(N,Λ, h′), with h′ : (t, x) ∈ R ×N 7→ h(t, x) + fC(x) ∈ R, where fC is any Casimir
function with respect to Λ. Indeed, it is easy to see that if h1, . . . , hr is a basis
for Lie({ht}t∈R), then h1, . . . , hr, fC span Lie({h′t}t∈R), which also becomes a finite-
dimensial real Lie algebra. As shown later, this has relevant implications for the
linearization of Lie–Hamilton systems.

We have already proved that every system X admitting a Lie–Hamiltonian struc-
ture must possess several ones. Nevertheless, we have not yet studied the conditions
ensuring that a Lie–Hamilton system X possesses a Lie–Hamiltonian structure. Let
us answer this question.

Proposition 6. Every Lie–Hamilton system admits a Lie–Hamiltonian structure.

Proof. Assume X to be a Lie–Hamilton system on a manifold N with respect to
a Poisson bivector Λ. Since V X ⊂ Ham(N,Λ) is finite-dimensional, there exists
a finite-dimensional linear space W0 ⊂ C∞(N) isomorphic to V X and such that
Λ̂ ◦ d(W0) = V X . Consequently, there exists a curve ht in W0 such that Xt =
−Λ̂ ◦ d(ht). To ensure that ht gives rise to a Lie–Hamiltonian structure, we need
to demonstrate that Lie({ht}t∈R, {·, ·}Λ) is finite-dimensional. This will be done by
constructing a finite-dimensional Lie algebra of functions containing the curve ht.

Define the linear isomorphism T : Xf ∈ V X 7→ −f ∈W0 ⊂ C∞(N) associating
each vector field in V X with minus its unique Hamiltonian function within W0.
This can be done by choosing a representative for each element of a basis of V X and
extending the map by linearity.
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Note that this mapping needs not be a Lie algebra morphism and hence ImT =
W0 does not need to be a Lie algebra. Indeed, we can define a bilinear map Υ :
V X × V X → C∞(N) of the form

Υ(Xf , Xg) = {f, g}Λ − T [Xf , Xg], (3.17)

measuring the obstruction for T to be a Lie algebra morphism, i.e. Υ is identically
null if and only if T is a Lie algebra morphism. In fact, if W0 were a Lie algebra, then
{f, g}Λ would be the only element of W0 with Hamiltonian vector field −[Xf , Xg],
i.e. T [Xf , Xg], and Υ would be a zero function.

Note that Υ(Xf , Xg) is the difference between two functions, namely {f, g}Λ
and T [Xf , Xg], sharing the same Hamiltonian vector field. Consequently, Im Υ ⊂
Cas(N,Λ) and it can be injected into a finite-dimensional Lie algebra of Casimir
functions of the form

WC ≡ 〈Υ(Xi, Xj)〉, i, j = 1, . . . , r, (3.18)

where X1, . . . , Xr is a basis for V X . From here, it follows that

{WC ,WC}Λ = 0, {WC ,W0}Λ = 0, {W0,W0}Λ ⊂WC + W0. (3.19)

Hence, W ≡W0 +WC is a finite-dimensional Lie algebra of functions containing the
curve ht. From here, it readily follows that X admits a Lie–Hamiltonian structure
(N,Λ,−TXt).

Since every Lie–Hamilton system possesses a Lie–Hamiltonian structure and ev-
ery Lie–Hamiltonian structure determines a Lie–Hamilton system, we obtain the
following theorem.

Theorem 7. A system X admits a Lie–Hamiltonian structure if and only if it is a
Lie–Hamilton system.

Example 6. Let us consider the Hamilton equations for the second-order Kummer–
Schwarz equations (2.38) in Hamiltonian form [55, 87]. They read

dx

dt
=
px3

2
,

dp

dt
= −3p2x2

4
− 4c0 +

4b1(t)

x2
,

(3.20)

on T∗R0, where R0 = R − {0}. Once again, the above system is a Lie system as
it describes the integral curves of the t-dependent vector field Xt = X3 + b1(t)X1,
where

X1 =
4

x2

∂

∂p
, X2 = x

∂

∂x
− p ∂

∂p
, X3 =

px3

2

∂

∂x
−
(

3p2x2

4
+ 4c0

)
∂

∂p
, (3.21)
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span a three-dimensional Lie algebra V 2KS isomorphic to sl(2,R). Indeed,

[X1, X3] = 2X2, [X1, X2] = X1, [X2, X3] = X3. (3.22)

Apart from providing a new approach to Kummer–Schwarz equations (see [87] for a
related method), our new description gives an additional relevant property: V 2KS

consists of Hamiltonian vector fields with respect to the Poisson bivector Λ = ∂/∂x∧
∂/∂p on T∗R0. In fact, Xα = −Λ̂(dhα) with α = 1, 2, 3 and

h1 =
4

x
, h2 = xp, h3 =

1

4
p2x3 + 4c0x. (3.23)

Therefore (3.20) is a Lie–Hamilton system. Moreover, we have that

{h1, h2} = −h1, {h1, h3} = −2h2, {h2, h3} = −h3. (3.24)

Therefore, (3.20) admits a Lie–Hamiltonian structure (T∗R0,Λ, h = h3 + b1(t)h1) as
ensured by Theorem 7.

3.3 t-independent constants of motion

Let us now study the structure of the space of t-independent constants of motion
for Lie–Hamilton systems. In particular, we are interested in studying the use of
Poisson structures to study such constants of motion.

Proposition 8. Given a system X admitting a Lie–Hamiltonian structure (N,Λ, h),
then CΛ ⊂ VX , where we recall that CΛ is the Casimir distribution relative to Λ.

Proof. Consider a θx ∈ CΛ
x , with x ∈ N . As X is a Lie–Hamilton system, for every

Y ∈ V X there exists a function f ∈ C∞(N) such that Y = −Λ̂(df). Then,

θx(Yx) = −θx(Λ̂x(dfx)) = −Λx(dfx, θx) = 0, (3.25)

where Λ̂x is the restriction of Λ̂ to T ∗xN . As the vectors Yx, with Y ∈ V X , span DXx ,
then θx ∈ VXx and CΛ ⊂ VX .

Observe that different Lie–Hamiltonian structures for a Lie–Hamilton system X
may lead to different families of Casimir functions, which may determine different
constants of motion for X.

Theorem 9. Let X be a system admitting a Lie–Hamiltonian structure (N,Λ, h),
the space IX |U of t-independent constants of motion of Xon an open U ⊂UX is a
Poisson algebra. Additionally, the codistribution VX |UX is involutive with respect to
the Lie bracket [·, ·]Λ induced by Λ on the space Γ(πN ) of smooth one-forms on N .



74 Lie systems

Proof. Let f1, f2 : U → R be two t-independent functions constants of motion for
X, i.e., Xtfi = 0, for i = 1, 2 and t ∈ R. As X is a Lie–Hamilton system, all the ele-
ments of V X are Hamiltonian vector fields and we can write Y {f, g}Λ = {Y f, g}Λ +
{f, Y g}Λ for every f, g ∈ C∞(N) and Y ∈ V X . In particular, Xt({f1, f2}Λ) =
{Xtf1, f2}Λ + {f1, Xtf2}Λ = 0. Hence, the Poisson bracket of t-independent con-
stants of motion is a new one. As λf1 + µf2 and f1 · f2 are also t-independent
constants of motion for every λ, µ ∈ R, it easily follows that IX |U is a Poisson
algebra.

In view of Lemma 2 in Chapter 2, the co-distribution VX admits a local basis of
exact forms df1, . . . , dfp(x) for every point x ∈ UX , where VX has local constant rank

p(x) ≡ dim N − dim DXx . Now, [dfi, dfj ]Λ = d({fi, fj}Λ) for i, j = 1, . . . , p(x). We
already proved that the function {fi, fj}Λ is another first-integral. Therefore, from
Lemma 2 in Chapter 2, it easily follows that {fi, fj}Λ = G(f1, . . . , fp(x)). Thus,

[dfi, dfj ]Λ ∈ VX |UX . Using the latter and the properties of the Lie bracket [·, ·]Λ,
it directly turns out that the Lie bracket of two one-forms taking values in VX |UX
belongs to VX |UX . Hence, VX |UX is involutive.

Corollary 10. Given a Lie–Hamilton system X, the space IX |U , where U ⊂ UX is
such that VX admits a local basis of exact forms, is a function group, that is

1. The space IX |U is a Poisson algebra.

2. There exists a family of functions f1, . . . , fs ∈ IX |U such that every element
f of IX |U can be put in the form f = F (f1, . . . , fs) for a certain function
F : Rs → R.

Proof. In view of the previous theorem, IX |U is a Poisson algebra with respect to
a certain Poisson bracket. Taking into account Proposition 1 in Chapter 2 and the
form of IX |U given by Lemma 2 in Chapter 2, we obtain that this space becomes a
function group.

The above properties do not necessarily hold for systems other than Lie–Hamilton
systems, as they do not need to admit any a priori relation among a Poisson bracket
of functions and the t-dependent vector field describing the system. Let us exemplify
this.

Example 7. Consider the Poisson manifold (R3,ΛGM ), where

ΛGM = σ3
∂

∂σ2
∧ ∂

∂σ1
− σ1

∂

∂σ2
∧ ∂

∂σ3
+ σ2

∂

∂σ3
∧ ∂

∂σ1
(3.26)

and (σ1, σ2, σ3) is a coordinate basis for R3, appearing in the study of Classical XYZ
Gaudin Magnets [41]. The system X = ∂/∂σ3 is not a Lie–Hamilton system with
respect to this Poisson structure as X is not Hamiltonian, namely LXΛGM 6= 0. In
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addition, this system admits two first-integrals σ1 and σ2. Nevertheless, their Lie
bracket reads {σ1, σ2} = −σ3, which is not a first-integral for X. On the other hand,
consider the system

Y = σ3
∂

∂σ2
+ σ2

∂

∂σ3
. (3.27)

This system is a Lie–Hamilton system, as it can be written in the form Y =
−Λ̂GM (dσ1), and it possesses two first-integrals given by σ1 and σ2

2 − σ2
3. Unsur-

prisingly, Y {σ1, σ
2
2 −σ2

3} = 0, i.e., the Lie bracket of two t-independent constants of
motion is also a constant of motion.

Let us prove some final interesting results about the t-independent constants of
motion for Lie–Hamilton systems.

Proposition 11. Let X be a Lie–Hamilton system that admits a Lie–Hamiltonian
structure (N,Λ, h). The function f : N → R is a constant of motion for X if and
only if f Poisson commutes with all elements of Lie({ht}t∈R, {·, ·}Λ).

Proof. The function f is a t-independent constant of motion for X if and only if

0 = Xtf = {f, ht}Λ, ∀t ∈ R. (3.28)

From here,

{f, {ht, ht′}Λ}Λ = {{f, ht}Λ, ht′}Λ + {ht, {f, ht′}Λ}Λ = 0, ∀t, t′ ∈ R, (3.29)

and inductively follows that f Poisson commutes with all successive Poisson brack-
ets of elements of {ht}t∈R and their linear combinations. As these elements span
Lie({ht}t∈R), we get that f Poisson commutes with Lie({ht}t∈R).

Conversely, if f Poisson commutes with Lie({ht}t∈R), it Poisson commutes with
the elements {ht}t∈R, and, in view of (3.28), it becomes a constant of motion for
X.

In order to illustrate the above proposition, let us show an example.

Example 8. Consider a Smorodinsky–Winternitz system (3.4) with n = 2. Recall
that this system admits a Lie–Hamiltonian structure (T∗R2

0,Λ, h = h3 + ω2(t)h1),
where Λ =

∑2
i=1 ∂/∂xi∧∂/∂pi is a Poisson bivector on T∗R2

0 and the functions h1, h3

are given within (3.8). For non-constant ω(t), we obtain that Lie({ht}t∈R, {·, ·}Λ) is a
real Lie algebra of functions isomorphic to sl(2,R) generated by the functions h1, h2

and h3 detailed in (3.8). When ω(t) = ω0 ∈ R, the Lie algebra Lie({ht}t∈R, {·, ·}Λ)
becomes a one-dimensional Lie subalgebra of the previous one. In any case, it is
known that

I = (x1p2 − p1x2)2 + k

[(
x1

x2

)2

+

(
x2

x1

)2
]

(3.30)
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is a t-independent constant of motion (cf. [105]). A simple calculation shows that

{I, hα}Λ = 0, α = 1, 2, 3. (3.31)

Then, the function I always Poisson commutes with the whole Lie({ht}t∈R, {·, ·}Λ),
as expected.

Obviously, every autonomous Hamiltonian system is a Lie–Hamilton system pos-
sessing a Lie–Hamiltonian structure (N,Λ, h), with h being a t-independent Hamil-
tonian. Consequently, above proposition shows that the t-independent first-integrals
for a Hamiltonian system are those functions that Poisson commute with its Hamil-
tonian, recovering as a particular case this wide-known result.

Moreover, the above proposition suggests us that the rôle played by autonomous
Hamiltonians for Hamiltonian systems is performed by the finite-dimensional Lie
algebras of functions associated with Lie–Hamiltonian structures in the case of Lie–
Hamilton systems. This can be employed to study t-independent first-integrals of
Lie–Hamilton systems or analyze the maximal number of such first-integrals in invo-
lution, which would lead to the interesting analysis of integrability/superintegrability
of Lie–Hamilton systems.

3.4 Symmetries, linearization and comomentum maps

Definition 12. We say that a Lie system X admitting a Lie–Hamilton struc-
ture (N,Λ, h) possesses a compatible strong comomentum map with respect to
this Lie–Hamilton structure if there exists a Lie algebra morphism λ : V X →
Lie({ht}t∈R, {·, ·}Λ) such that the following diagram

V X

ι
��

λ

tt
Lie({ht}t∈R, {·, ·}Λ)

Λ̂◦d // Ham(N,Λ)

where ι : V X ↪→ Ham(N,Λ) is the natural injection of V X into Ham(N,Λ), is
commutative.

Proposition 13. Let X be a Lie system possessing a Lie–Hamiltonian structure
(N,Λ, h) compatible with a strong comomentum map λ such that dim DXx = dimN =
dimV X at a generic x ∈ N . Then, there exists a local coordinate system defined on
a neighbourhood of each x such that X and Λ are simultaneously linearisable and
where X possesses a linear superposition rule.

Proof. As it is assumed that n ≡ dimN = dimV X = dimDXx at a generic x,
every basis X1, . . . , Xn of V X gives rise to a basis for the tangent bundle TN on a
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neighbourhood of x. Since X admits a strong comomentum map compatible with
(N,Λ, h), we have (V X , [·, ·]) ' (λ(V X), {·, ·}Λ) and the family of functions, hα =
λ(Xα), with α = 1, . . . , n, form a basis for the Lie subalgebra λ(V X). Moreover,
since Λ̂ ◦ d ◦ λ(V X) = V X and dim V X = dimDXx′ for x′ in a neighbourhood of x,

then Λ̂x′ ◦ d(λ(V X)) ' Tx′N and dh1 ∧ . . . ∧ dhn 6= 0 at a generic point. Hence, the
set (h1, . . . , hn) is a coordinate system on an open dense subset of N . Now, using
again that (λ(V X), {·, ·}Λ) is a real Lie algebra, the Poisson bivector Λ can be put
in the form

Λ =
1

2

n∑
i,j=1

{hi, hj}Λ
∂

∂hi
∧ ∂

∂hj
=

1

2

n∑
i,j,k=1

cijkhk
∂

∂hi
∧ ∂

∂hj
, (3.32)

for certain real n3 constants cijk. In other words, the Poisson bivector Λ becomes
linear in the chosen coordinate system.

Since we can write Xt = −Λ̂(dh̄t), with h̄t = −λ(Xt) being a curve in the Lie
algebra λ(V X) ⊂ Lie({ht}t∈R), expression (3.32) yields

Xt = −Λ̂(dh̄t) = −Λ̂ ◦ d

(
n∑
l=1

bl(t)hl

)

= −
n∑
l=1

bl(t)(Λ̂ ◦ dhl) = −
n∑

l,j,k=1

bl(t)cljkhk
∂

∂hj
,

(3.33)

and Xt is linear in this coordinate system. Consequently, as every linear system, X
admits a linear superposition rule in the coordinate system (h1, . . . , hn).

Let us turn to describing some features of t-independent Lie symmetries for Lie–
Hamilton systems. Our exposition will be based upon the properties of the hereafter
called symmetry distribution.

Definition 14. Given a Lie–Hamilton system X that possesses a Lie–Hamiltonian
structure (N,Λ, h), we define its symmetry distribution, SXΛ , by

(SXΛ )x = Λ̂x(VXx ) ∈ TxN, x ∈ N. (3.34)

As its name indicates, the symmetry distribution can be employed to investigate
the t-independent Lie symmetries of a Lie–Hamilton system. Let us give some basic
examples of how this can be done.

Proposition 15. Given a Lie–Hamilton system X with a Lie–Hamiltonian structure
(N,Λ, h), then

1. The symmetry distribution SXΛ associated with X and Λ is involutive on an
open subset of UX , where UX is the open dense subset of N where VX is
differentiable.
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2. If f is a t-independent constant of motion for X, then Λ̂(df) is a t-independent
Lie symmetry of X.

3. The distribution SXΛ admits a local basis of t-independent Lie symmetries of
X defined around a generic point of N . The elements of such a basis are
Hamiltonian vector fields of t-independent constants of motion of X.

Proof. By definition of SXΛ and using that VX has constant rank on the connected
components of an open U ⊂ UX , where Λ has locally constant rank, we can ensure
that given two vector fields in Y1, Y2 ∈ SXΛ |U , there exist two forms ω, ω′ ∈ VX |U
such that Y1 = Λ̂(ω), Y2 = Λ̂(ω′). Since X is a Lie–Hamilton system, VX |U is
involutive and Λ̂ is an anchor, i.e.,a Lie algebra morphism from (Γ(πN ), [·, ·]Λ) to
(Γ(τN ), [·, ·]), then

[Y1, Y2] = [Λ̂(w), Λ̂(w′)] = Λ̂([w,w′]Λ) ∈ SXΛ . (3.35)

In other words, since VX is involutive on U , then SXΛ is so, which proves (1).
To prove (2), note that

[Xt, Λ̂(df)] = −[Λ̂(dht), Λ̂(df)] = −Λ̂(d{ht, f}Λ) = Λ̂[d(Xtf)] = 0. (3.36)

Finally, the proof of (3) is based upon the fact that VX admits, around a point
x ∈ UX ⊂ N , a local basis of one-forms df1, . . . , dfp(x), with f1, . . . , fp(x) being a

family of t-independent constants of motion for X and p(x) = dim N − dimDXx .
From (2), the vector fields Xf1 , . . . , Xfp(x)

form a family of Lie symmetries of X

locally spanning SXΛ . Hence, we can easily choose among them a local basis for
SXΛ .

Example 9. As a particular example of the usefulness of the above result, let us
turn to a two-dimensional Smorodinsky–Winternitz oscillator X given by (3.4) and
its known constant of motion (3.30). In view of the previous proposition, Y = Λ̂(dI)
must be a Lie symmetry for these systems. A little calculation leads to

Y = 2(x1p2 − p1x2)

(
x2

∂

∂x1
− x1

∂

∂x2

)
+ 2

[
(x1p2 − p1x2)p2

+k
x4

1 − x4
2

x3
1x

2
2

]
∂

∂p1
− 2

[
(x1p2 − p1x2)p1 + k

x4
1 − x4

2

x3
2x

2
1

]
∂

∂p2
, (3.37)

and it is straightforward to verify that Y commutes with X1, X2, X3, given by (3.6),
and therefore with every Xt, with t ∈ R, i.e., Y is a Lie symmetry for X.

Proposition 16. Let X be a Lie–Hamilton system with a Lie–Hamiltonian structure
(N,Λ, h). If [V X , V X ] = V X and Y ∈ Ham(N,Λ) is a Lie symmetry of X, then
Y ∈ SXΛ .
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Proof. As Y is a t-independent Lie symmetry, then [Y,Xt] = 0 for every t ∈ R.
Since Y is a Hamiltonian vector field, then Y = −Λ̂ ◦ df for a certain f ∈ C∞(N).
Using that Xt = −Λ̂(dht), we obtain

0 = [Y,Xt] = [Λ̂(df), Λ̂(dht)] = Λ̂(d{f, ht}Λ) = Λ̂[d(Xtf)]. (3.38)

Hence, Xtf is a Casimir function. Therefore, as every Xt′ is a Hamiltonian vector
field for all t′ ∈ R, it turns out that Xt′Xtf = 0 for every t, t′ ∈ R and, in conse-
quence, Z1f is a Casimir function for every Z1 ∈ V X . Moreover, as every Z2 ∈ V X

is Hamiltonian, we have

Z2Z1f = Z1Z2f = 0 =⇒ (Z2Z1 − Z1Z2)f = [Z2, Z1]f = 0. (3.39)

As [V X , V X ] = V X , every element Z of V X can be written as the commutator of
two elements of V X and, in view of the above expression, Zf = 0 which shows
that f is a t-independent constant of motion for X. Finally, as Y = −Λ̂(df), then
Y ∈ SXΛ .

Note that, roughly speaking, the above proposition ensures that, when V X is
perfect, i.e., [V X , V X ] = V X (see [81]), then SXΛ contains all Hamiltonian Lie sym-
metries of X. This is the case for Smorodinsky–Winternitz systems (3.4) with a
non-constant ω(t), whose V X was already shown to be isomorphic to sl(2,R).

3.5 On t-dependent constants of motion

The aim of this section is to present an analysis of the algebraic properties of the t-
dependent constants of motion for Lie–Hamilton systems. More specifically, we prove
that a Lie–Hamiltonian structure (N,Λ, h) for a Lie–Hamilton system X induces a
Poisson bivector on R×N . This allows us to endow the space of constants of motion
for X with a Poisson algebra structure, which can be used to produce new constants
of motion from known ones.

Definition 17. We call autonomization of a vector field X, to the explicit t-
dependent vector field X̄ = X + d/dt.

Given a system X on N , a constant of motion for X is a first-integral f ∈
C∞(R×N) of the autonomization X̄.

∂f

∂t
+Xf = X̄f = 0, (3.40)

where X is understood as a vector field on R × N . Using this, we can straightfor-
wardly prove the following proposition.

Proposition 18. The space ĪX of t-dependent constants of motion for a system X
forms an R-algebra (ĪX , ·).
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Lemma 19. Every Poisson manifold (N,Λ) induces a Poisson manifold (R×N, Λ̄)
with Poisson structure

{f, g}Λ̄(t, x) ≡ {ft, gt}Λ(x), (t, x) ∈ R×N. (3.41)

Definition 20. Given a Poisson manifold (N,Λ), the associated Poisson manifold
(R×N, Λ̄) is called the autonomization of (N,Λ). Likewise, the Poisson bivector Λ̄
is called the autonomization of Λ.

The following lemma allows us to prove that (ĪX , ·, {·, ·}Λ̄) is a Poisson algebra.

Lemma 21. Let (N,Λ) be a Poisson manifold and X be a Hamiltonian vector field
on N relative to Λ. Then, LX̄Λ̄ = 0.

Proof. Given a coordinate system {x1, . . . , xn} for N and x0 ≡ t in R, we can
naturally define a coordinate system {x0, x1, . . . , xn} on R × N . Since (x0)t =
t is constant as a function on N , then Λ̄(dx0, df) = {(x0)t, ft}Λ = 0 for every
f ∈ C∞(R × N). Additionally, (xi)t = xi for i = 1, . . . , n. Hence, we have that
Λ̄(dxi,dxj) = {xi, xj}Λ̄ is a x0-independent function for i, j = 0, . . . , n. So,

(LX̄Λ̄)(t, x) =

L ∂
∂x0

+X

 n∑
i<j=1

{xi, xj}Λ
∂

∂xi
∧ ∂

∂xj

 (x) = (LXΛ)(x). (3.42)

Since X is Hamiltonian, we obtain 0 = (LXΛ)(x) = (LX̄Λ̄)(t, x) = 0.

Now, we can establish the main result of this section.

Proposition 22. Let X be a Lie–Hamilton system on N with a Lie–Hamiltonian

structure (N,Λ, h), then the space (IX , ·, {·, ·}Λ̄) is a Poisson algebra.

Proof. From Proposition 18, we see that (ĪX , ·) is an R-algebra. To demonstrate that
(ĪX , ·, {·, ·}Λ̄) is a Poisson algebra, it remains to prove that the Poisson bracket of
any two elements f, g of ĪX remains in it, i.e., X{f, g}Λ̄ = 0. By taking into account
that the vector fields {Xt}t∈R are Hamiltonian relative to (N,Λ) and Lemma 21,
we find that Λ̄ is invariant under the autonomization of each vector field Xt′ with
t′ ∈ R, i.e., LXt′ Λ̄ = 0. Therefore,

X̄{f, g}Λ̄(t′, x) = Xt′{f, g}Λ̄(t′, x) = {Xt′f, g}Λ̄(t′, x) + {f,Xt′g}Λ̄(t′, x)

= {X̄f, g}Λ̄(t′, x) + {f, X̄g}Λ̄(t′, x) = 0. (3.43)

That is, {f, g}Λ̄ is a t-dependent constant of motion for X.
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3.6 Lie integrals

Definition 23. Given a Lie–Hamilton system X on N possessing a Lie–Hamiltonian
structure (N,Λ, h), a Lie integral of X with respect to (N,Λ, h) is a (generally t-
dependent) constant of motion f of X such that {ft}t∈R ⊂ HΛ. In other words,
given a basis h1, . . . , hr of the Lie algebra (HΛ, {·, ·}Λ), we have that X̄f = 0 and
ft =

∑r
α=1 fα(t)hα for every t ∈ R and certain t-dependent functions f1, . . . , fr.

The Lie integrals of a Lie–Hamilton system X relative to a Lie–Hamiltonian
structure (N,Λ, h) are the solutions of the equation

0 = X̄f =
∂f

∂t
+Xf =

∂f

∂t
+ {f, h}Λ̄ =⇒ ∂f

∂t
= {h, f}Λ̄. (3.44)

Since f and h can be understood as curves t 7→ ft and t 7→ gt within HΛ, the above
equation can be rewritten as

dft
dt

= {ht, ft}Λ, (3.45)

which can be thought of as an Euler equation on the Lie algebra (HΛ, {·, ·}Λ). Equa-
tions of this type quite frequently appear in the literature such as in the Lewis–
Riesenfeld method and works concerning Lie–Hamilton systems [191, 307, 313].

Proposition 24. Given a Lie–Hamilton system X with a Lie–Hamiltonian structure
(N,Λ, h), the space LΛ

h of Lie integrals relative to (N,Λ, h) gives rise to a Lie algebra
(LΛ

h , {·, ·}Λ̄) isomorphic to (HΛ, {·, ·}Λ).

Proof. Since the Lie integrals of X are the solutions of the system of ODEs (3.45) on
HΛ, they span an R-linear space of dimension dim HΛ. In view of Proposition 22,
the Poisson bracket {f, g}Λ̄ of two constants of motion f, g for X is another constant
of motion. If f and g are Lie integrals, the function {f, g}Λ̄ is then a new constant
of motion that can additionally be considered as a curve t 7→ {ft, gt}Λ taking values
in HΛ, i.e., a new Lie integral.

Consider now the linear morphism E0 : f ∈ LΛ
h 7→ f0 ∈ HΛ relating every Lie

integral to its value in HΛ at t = 0. As every initial condition in HΛ is related to
a single solution of (3.45), we can relate every v ∈ HΛ to a unique Lie integral f of
X such that f0 = v. Therefore, E0 is an isomorphism. Indeed, it is a Lie algebra
isomorphism since ({f, g}Λ̄)0 = {f0, g0}Λ for every f, g ∈ LΛ

h .

Proposition 25. Given a Lie–Hamilton system X on N which possesses a Lie–
Hamiltonian structure (N,Λ, h), then LΛ

h consists of t-independent constants of mo-
tion if and only if HΛ is Abelian.

Proof. If (HΛ, {·, ·}Λ) is Abelian, then {ft, ht}Λ = 0 and the system (3.45) reduces to
dft/dt = 0, whose solutions are of the form ft = g ∈ HΛ, i.e., LΛ

h = HΛ. Conversely,
if LΛ

h = HΛ, then every g ∈ HΛ is a solution of (3.45) and {g, ht}Λ = 0 ∀t ∈ R.
Hence, every g ∈ HΛ commutes with the whole HΛ, which becomes Abelian.
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3.7 Polynomial Lie integrals

Let us formally define and investigate a remarkable class of constants of motion for
Lie–Hamilton systems appearing in the literature [191, 313], the hereafter called Lie
integrals, and a relevant generalization of them, the polynomial Lie integrals. We
first prove that Lie integrals can be characterized by an Euler equation on a finite-
dimensional real Lie algebra of functions, retrieving as a particular case a result
given in [191]. Then, we show that Lie integrals form a finite-dimensional real Lie
algebra and we devise several methods to determine them. Our results can easily
be extended to investigate certain quantum mechanical systems [307]. Finally, we
investigate polynomial Lie integrals and the relevance of Casimir functions to derive
them.

Definition 26. Given a Lie–Hamilton system X on N possessing a Lie–Hamiltonian
structure (N,Λ, h), a Lie integral of X with respect to (N,Λ, h) is a constant of
motion f of X such that {ft}t∈R ⊂ HΛ. In other words, given a basis h1, . . . , hr of
the Lie algebra (HΛ, {·, ·}Λ), we have that X̄f = 0 and ft =

∑r
α=1 fα(t)hα for every

t ∈ R and certain t-dependent functions f1, . . . , fr.

The Lie integrals of a Lie–Hamilton system X relative to a Lie–Hamiltonian
structure (N,Λ, h) are the solutions of the equation

0 = X̄f =
∂f

∂t
+Xf =

∂f

∂t
+ {f, h}Λ̄ =⇒ ∂f

∂t
= {h, f}Λ̄. (3.46)

Since f and h can be understood as curves t 7→ ft and t 7→ gt within HΛ, the above
equation can be rewritten as

dft
dt

= {ht, ft}Λ, (3.47)

which can be thought of as an Euler equation on the Lie algebra (HΛ, {·, ·}Λ) [191].
Equations of this type quite frequently appear in the literature such as in the Lewis–
Riesenfeld method and works concerning Lie–Hamilton systems [191, 307, 313].

Polynomial Lie integrals and Casimir functions

We here investigate a generalization of Lie integrals: the hereafter called polynomial
Lie integrals. Although we prove that these constants of motion can be determined
by Lie integrals, we also show that their determination can be simpler in some cases.
In particular, we can obtain polynomial Lie integrals algebraically by means of the
Casimir functions related to the Lie algebra of Lie integrals.

Definition 27. Let X be a Lie–Hamilton system admitting a compatible Lie–
Hamiltonian structure (N,Λ, h). A polynomial Lie integral for X with respect to
(N,Λ, h) is a constant of motion f for X of the form ft =

∑
I∈M λI(t)h

I , where
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the I’s are r-multi-indexes, i.e., sets (i1, . . . , ir) of nonnegative integers, the set M
is a finite family of multi-indexes, the λI(t) are certain t-dependent functions, and
hI = hi11 · . . . · hirr for a fixed basis {h1, . . . , hr} for HΛ.

The study of polynomial Lie integrals can be approached through the symmetric
Lie algebra Sg, where g ' HΛ.

Lemma 28. Every Lie algebra isomorphism φ : (g, [·, ·]g) → (HΛ, {·, ·}Λ) can be
extended in a unique way to a Poisson algebra morphism D : (Sg, ·, {·, ·}Sg) →
(C∞(N), ·, {·, ·}Λ). Indeed, if {v1, . . . , vr} is a basis for g, then D(P (v1, . . . , vr)) =
P (φ(v1), . . . , φ(vr)), for every polynomial P ∈ Sg.

Proof. The elements of Sg given by vI ≡ vi11 · . . . · virr , where the I’s are r-multi-
indexes, “·” denotes the product of elements of g as functions on g∗ and {v1, . . . , vr}
is a basis for g, form a basis of Sg. Then, every P ∈ Sg can be written in a unique
way as P =

∑
I∈M λIv

I , where M is a finite family of multi-indexes and each λI ∈ R.
Hence, the R-algebra morphism D : (Sg, ·) → (C∞(N), ·) extending φ : g → HΛ is
determined by the image of the elements of a basis for g. Indeed,

D(P ) =
∑
I

λID(vI) =
∑
I

λIφ(vi11 ) · . . . · φ(virr ). (3.48)

Let us prove that D is also an R-algebra morphism. From (3.48), we see that D is
linear. Moreover, D(PQ) = D(P )D(Q) for every P,Q ∈ Sg. In fact, if we write
Q =

∑
J∈M λJv

J , we obtain

D(PQ) = D

(∑
I

λIv
I
∑
J

λJv
J

)
=
∑
K

∑
I+J=K

λIλJD(vK)

=
∑
I

λID(vI)
∑
J

λJD(vJ) = D(P )D(Q), (3.49)

where I + J = (i1 + j1, . . . , ir + jr) with I = (i1, . . . , ir) and J = (j1, . . . , jr).
Let us show that D is also a Poisson morphism. By linearity, this reduces

to proving that D
(
{vI , vJ}Sg

)
= {D(vI), D(vJ)}Λ for arbitrary I and J . Define

|I| = i1 + . . .+ ir. If |J | = 0 or |I| = 0 this is satisfied, as a Poisson bracket vanishes
when any entry is a constant. We now prove by induction the remaining cases. For
|I|+ |J | = 2, we have

D
(
{vα, vβ}Sg

)
= φ([vα, vβ]g) = {φ(vα), φ(vβ)}Λ = {D(vα), D(vβ)}Λ, (3.50)

for all α, β = 1, . . . , r. If D is a Poisson morphism for |I| + |J | = m > 2, then for

|I|+ |J | = m+ 1 we can set vI = vĪv
iγ
γ for iγ 6= 0 and some γ to obtain

D
(
{vI , vJ}Sg

)
= D

(
{vĪviγγ , vJ}Sg

)
= D

(
{vĪ , vJ}Sgv

iγ
γ + vĪ{viγγ , vJ}Sg

)
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= {D(vĪ), D(vJ)}ΛD(v
iγ
γ ) +D(vĪ){D(v

iγ
γ ), D(vJ)}Λ

= {D(vĪ)D(v
iγ
γ ), D(vJ)}Λ = {D(vI), D(vJ)}Λ. (3.51)

By induction, D
(
{vI , vJ}Sg

)
= {D(vI), D(vJ)}Λ for any I and J .

Recall that “·” denotes the standard product of elements of Sg understood as
polynomial functions on Sg. It is remarkable that D does not need to be injective,
which causes that Sg is not in general isomorphic to the space of polynomials on
the elements of a basis of HΛ. For instance, consider the Lie algebra isomorphism
φ : (sl(2,R), [·, ·]sl(2,R)) → (HΛ, {·, ·}Λ), with {v1, v2, v3} being a basis of sl(2,R), of
the form φ(v1) = p2, φ(v2) = xp and φ(v3) = x2 and {·, ·}Λ being the standard
Poisson structure on T∗R. Then, D(v1v3 − v2

2) = φ(v1)φ(v3)− φ2(v2) = 0.

The following notion enables us to simplify the statement and proofs of our
results.

Definition 29. Given a curve Pt in Sg, its degree, deg(Pt), is the highest degree
of the polynomials {Pt}t∈R. If there exists no finite highest degree, we say that
deg(Pt) =∞.

Proposition 30. A function f is a polynomial Lie integral for a Lie–Hamilton
system X with respect to the Lie–Hamiltonian structure (N,Λ, h) if and only if
for every t ∈ R we have ft = D(Pt), where D is the Poisson algebra morphism
D : (Sg, ·, {·, ·}Sg)→ (C∞(N), ·, {·, ·}Λ) induced by φ : (g, [·, ·]g)→ (HΛ, {·, ·}Λ), and
the curve Pt is a solution of finite degree for

dP

dt
+ {P,wt}Sg = 0, P ∈ Sg, (3.52)

where wt stands for a curve in g such that D(wt) = ht for every t ∈ R.

Proof. Let Pt be a particular solution of (3.52). Since D is a Poisson algebra mor-
phism and ht = D(wt) for every t ∈ R, we obtain by applying D to (3.52) that

∂D(Pt)

∂t
+ {D(Pt), D(wt)}Λ̄ =

∂D(Pt)

∂t
+ {D(Pt), ht}Λ̄ = 0. (3.53)

So, D(Pt) is a Lie integral for X. Note that this does not depend on the chosen
curve wt satisfying D(wt) = ht.

Conversely, given a polynomial Lie integral f for X, there exists a curve Pt of
finite degree such that D(Pt) = ft for every t ∈ R. Hence, we see that

D

(
dPt
dt

+ {Pt, wt}Sg

)
=
∂D(Pt)

∂t
+ {D(Pt), D(wt)}Λ̄ = 0
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=⇒ dPt
dt

+ {Pt, wt}Sg = ξt, (3.54)

where ξt is a curve in kerD. As deg(dPt/dt) and deg({Pt, wt}Sg) are at most deg(Pt),
then deg(ξt) ≤ deg(Pt). Next, consider the equation

dη

dt
+ {η, wt}Sg = ξt, deg(η) ≤ deg(P ) and η ⊂ kerD. (3.55)

Note that this equation is well defined. Indeed, since deg(η) ≤ deg(P ) and deg(wt) ≤
1 for every t ∈ R, then deg({η, wt}Sg) ≤ deg(P ) for all t ∈ R. In addition, as
D(ηt) ⊂ kerD, then {η, wt}Sg ∈ kerD. Then, the above equation can be restricted
to the finite-dimensional space of elements of kerD with degree at most deg(Pt).
Given a particular solution ηt of this equation, which exists for the Theorem of
existence and uniqueness, we have that Pt− ηt is a solution of (3.52) projecting into
ft.

Proposition 31. Every polynomial Lie integral f of a Lie–Hamilton system X ad-
mitting a Lie–Hamiltonian structure (N,Λ, h) can be brought into the form f =∑

I∈M cI l
I , where M is a finite set of multi-indexes, the cI ’s are certain real con-

stants, and lI = f i11 · . . . · f irr , with f1, . . . , fr being a basis of the space LΛ
h .

Proof. From Proposition 30, we have that ft = D(Pt) for a solution Pt of finite degree
p for (3.52). So, it is a solution of the restriction of this system to P(p, g), i.e., the
elements of Sg of degree at most p. Given the isomorphism φ : g → HΛ, define
φ−1(fj), with j = 1, . . . , r, to be the curve in g of the form t 7→ φ−1(fj)t. Note that
v1 ≡ φ−1(f1)0, . . . , vr ≡ φ−1(fr)0 form a basis of g. Hence, their polynomials up to
order p span a basis for P(p, g) and we can write P0 =

∑
I∈M cIv

I , where vI = vi11 ·. . .·
virr . As P ′t =

∑
I∈M cI [φ

−1(f1)]i1t · · · [φ−1(fr)]
ir
t and Pt are solutions with the same

initial condition of the restriction of (3.52) to P(p, g), they must be the same in virtue
of the Theorem of existence and uniqueness of systems of differential equations.
Applying D, we obtain that ft = D(Pt) = D(

∑
I∈M cI [φ

−1(f1)t]
i1 · · · [φ−1(fr)t]

ir) =∑
I∈M cI l

I
t .

Corollary 32. Let X be a Lie–Hamilton system that possesses a Lie–Hamiltonian
structure (N,Λ, h) inducing a Lie algebra isomorphism φ : g → HΛ and a Poisson
algebra morphism D : Sg → C∞(N). The function F = D(C), where C is a Casimir
element of Sg, is a t-independent constant of motion of X. If C is a Casimir element
of Ug, then F = D(λ−1(C)) is t-independent constant of motion for X.

Note that if C is a constant of motion for X, it is also so for any other X ′

whose V X′ ⊂ V X . From Proposition 31 and Corollary 32, it follows that F =
D(C) =

∑
I∈M cI l

I . Therefore, the knowledge of Casimir elements provides not
only constants of motion for Lie–Hamilton systems, but also information about the
Lie integrals of the system.
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As Casimir functions are known for many Lie algebras, we can use them to
derive constants of motion for the corresponding Lie–Hamilton systems algebraically
instead of applying the usual procedure, i.e., by solving a system of PDEs or ODEs.

In particular, Casimir functions for (semi)simple Lie algebras of arbitrary di-
mension are known [222, 351]. The same is true for the so-called “quasi-simple”
Lie algebras, which can be obtained from simple Lie algebras through contraction
techniques [238]. Moreover, the Casimir invariants (Casimir elements of the Pois-
son algebra (C∞(g∗), {·, ·}g∗), being {·, ·}g∗ the Poisson structure induced by the
Lie bracket for all real Lie algebras with dimension d ≤ 5 were given in [350] (re-
call that the Casimir invariants for some of the solvable cases are not polynomial,
i.e.,they cannot be considered as elements of Sg), and the literature dealing with
Casimir invariants for solvable and nilpotent Lie algebras is not scarce (see, e.g.,
[15, 80, 82]).

3.8 The coalgebra method, constants of motion and superposition
rules

We here prove that each Lie–Hamiltonian structure (N,Λ, h) for a Lie–Hamilton
system X gives rise in a natural way to a Poisson coalgebra (Sg, ·, {·, ·}Sg ,∆) where
g ' (HΛ, {·, ·}Λ). This allows us to use the coproduct of this coalgebra to construct
new Lie–Hamiltonian structures for all the diagonal prolongations of X and to derive
algebraically t-independent constants of motion for such diagonal prolongations. In
turn, these constants can further be employed to obtain a superposition rule for the
initial system. Our findings, which are only applicable to “primitive” Poisson coal-
gebras, give rigorous proof and generalizations of previous achievements established
in [33, 36, 41].

Lemma 33. If X is a Lie–Hamilton system with a Lie–Hamiltonian structure
(N,Λ, h), then the space (Sg, ·, {·, ·}Sg ,∆), with g ' (HΛ, {·, ·}Λ), is a Poisson coal-
gebra with a coproduct ∆ : Sg → Sg ⊗ Sg satisfying

∆(v) = v ⊗ 1 + 1⊗ v, ∀v ∈ g ⊂ Sg. (3.56)

Proof. We know that (Sg, ·, {·, ·}Sg) and (Sg ⊗ Sg, ·Sg⊗Sg , {·, ·}Sg⊗Sg) are Poisson
algebras. The coassociativity property for the coproduct map (3.56) is straight-
forward. Therefore, let us prove that there exists a Poisson algebra morphism
∆ : (Sg, ·, {·, ·}Sg) → (Sg ⊗ Sg, ·Sg⊗Sg , {·, ·}Sg⊗Sg) satisfying (3.56), which turns
(Sg, ·, {·, ·}Sg ,∆) into a Poisson coalgebra.

The elements of Sg of the form vI ≡ vi11 · . . . · virr , where the I’s are r-multi-index
with r = dim g, form a basis for Sg (considered as a linear space). Then, every
P ∈ Sg can be written in a unique way as P =

∑
I∈M λIv

I , where the λI are real
constants and I runs all the elements of a finite set M . In view of this, an R-algebra
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morphism ∆ : Sg → Sg ⊗ Sg is determined by the image of the elements of a basis
for g, i.e.,

∆(P ) =
∑
I

λI∆(vI) =
∑
I

λI∆(vi11 ) · . . . ·∆(virr ). (3.57)

Therefore, two R-algebra morphisms that coincide on the elements on g are neces-
sarily the same. Hence, if there exists such a morphism, it is unique. Let us prove
that there exists an R-algebra morphism ∆ satisfying (3.56).

From (3.57), we easily see that ∆ is R-linear. Let us also prove that ∆(PQ) =
∆(P )∆(Q) for every P,Q ∈ Sg, which shows that ∆ is an R-algebra morphism. If
we write Q =

∑
J∈M λJv

J , we obtain that

∆(PQ) =
∑
K

( ∑
I+J=K

λIλJ

)
∆(vK) =

∑
I

λI∆(vI)
∑
J

λJ∆(vJ)

= ∆(P )∆(Q). (3.58)

Finally, we show that ∆ is also a Poisson morphism. By linearity, this reduces
to proving that ∆({vI , vJ}Sg) = {∆(vI),∆(vJ)}Sg⊗Sg . If |I| = 0 or |J | = 0,
this result is immediate as the Poisson bracket involving a constant is zero. For
the remaining cases and starting by |I| + |J | = 2, we have that ∆({vα, vβ}Sg) =
{∆(vα),∆(vβ)}Sg⊗Sg , ∀α, β = 1, . . . , r. Proceeding by induction, we prove that this

holds for every value of |I|+ |J |; by writing vI = vĪv
iγ
γ and using induction hypoth-

esis, we get

∆
(
{vI , vJ}Sg

)
= ∆

(
{vĪviγγ , vJ}Sg

)
= ∆

(
{vĪ , vJ}Sgv

iγ
γ + vĪ{viγγ , vJ}Sg

)
=
{

∆(vĪ),∆(vJ)
}
Sg⊗Sg

∆(v
iγ
γ ) + ∆(vĪ)

{
∆(v

iγ
γ ),∆(vJ)

}
Sg⊗Sg

=
{

∆(vĪ)∆(v
iγ
γ ),∆(vJ)

}
Sg⊗Sg

=
{

∆(vI),∆(vJ)
}
Sg⊗Sg

. (3.59)

The coproduct defined in the previous lemma gives rise to a new Poisson algebra
morphism as stated in the following immediate lemma.

Lemma 34. The map ∆(m) : (Sg, ·, {·, ·}Sg)→ (S
(m)
g , ·

S
(m)
g
, {·, ·}

S
(m)
g

) , with m > 1,

defined by the recursion rule (5.4) with ∆(2) = ∆ given by (3.56), is a Poisson
algebra morphism.

The injection ι : g → HΛ ⊂ C∞(N) is a Lie algebra morphism that can be ex-
tended to a Poisson algebra morphismD : Sg → C∞(N) given byD(P (v1, . . . , vr)) =
P (ι(v1), . . . , ι(vr)). Recall that this map need not to be injective.
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Lemma 35. The Lie algebra morphism g ↪→ C∞(N) gives rise to a family of

Poisson algebra morphisms D(m) : S
(m)
g ↪→ C∞(N)(m) ⊂ C∞(Nm ) satisfying, for

all v1, . . . , vm ∈ g ⊂ Sg, that[
D(m)(v1 ⊗ . . .⊗ vm)

]
(x(1), . . . , x(m))=[D(v1)](x(1)) · . . . · [D(vm)](x(m)), (3.60)

where x(i) is a point of the manifold N placed in the i-position within the product
N × . . .×N ≡ Nm.

From the above results, we can easily demonstrate the following statement which
shows that the diagonal prolongations of a Lie–Hamilton system X are also Lie–
Hamilton ones admitting a structure induced by that of X.

Proposition 36. If X is a Lie–Hamilton system on N with a Lie–Hamiltonian
structure (N,Λ, h), then the diagonal prolongation X̃ to each Nm+1 is also a Lie–
Hamilton system endowed with a Lie–Hamiltonian structure (Nm+1,Λm+1, h̃) given
by Λm+1(x(0), . . . , x(m)) =

∑m
a=0 Λ(x(a)), where we make use of the vector bundle

isomorphism TNm+1 ' TN ⊕ · · · ⊕ TN , and h̃t = D(m+1)(∆(m+1)(ht)), where
D(m+1) is the Poisson algebra morphism (3.60) induced by the Lie algebra morphism
g ↪→ HΛ ⊂ C∞(N).

The above results enable us to prove the following theorem that provides a
method to obtain t-independent constants of motion for the diagonal prolongations
of a Lie–Hamilton system. From this theorem, one may obtain superposition rules
for Lie–Hamilton systems in an algebraic way. Additionally, this theorem is a gen-
eralization, only valid in the case of primitive coproduct maps, of the integrability
theorem for coalgebra symmetric systems given in [41].

Theorem 37. If X is a Lie–Hamilton system with a Lie–Hamiltonian structure
(N,Λ, h) and C is a Casimir element of (Sg, ·, {, }Sg), where g ' HΛ, then
(i) The functions defined as

F (k) = D(k)(∆(k)(C)), k = 2, . . . ,m, (3.61)

are t-independent constants of motion for the diagonal prolongation X̃ to Nm. Fur-
thermore, if all the F (k) are non-constant functions, they form a set of (m − 1)
functionally independent functions in involution.
(ii) The functions given by

F
(k)
ij = Sij(F

(k)), 1 ≤ i < j ≤ k, k = 2, . . . ,m, (3.62)

where Sij is the permutation of variables x(i) ↔ x(j), are t-independent constants of

motion for the diagonal prolongation X̃ to Nm.



Chapter 3 89

Proof. Every P ∈ S
(j)
g can naturally be considered as an element P⊗

(k−j)−times︷ ︸︸ ︷
1⊗ . . .⊗ 1

∈ S
(k)
g . Since j ≤ k, we have that {∆(j)(v̄),∆(k)(v)}

S
(k)
g

= {∆(j)(v̄),∆(j)(v)}
S

(j)
g

,

∀v̄, v ∈ g. So,

{∆(j)(C),∆(k)(v)}
S

(k)
g

= {∆(j)(C),∆(j)(v)}
S

(j)
g

= ∆(j)
(
{C, v}

S
(j)
g

)
= 0. (3.63)

Hence, by using that every function f ∈ C∞(N j) can be understood as a function
π∗f ∈ C∞(Nk), being π : N j ×Nk−j → N j the projection onto the first factor, and
by applying the Poisson algebra morphisms introduced in Lemma 35 we get{

D(j)(∆(j)(C)), D(k)(∆(k)(v))
}

Λk
=
{
F (j), D(k)(∆(k)(v))

}
Λk

= 0, ∀v ∈ g, (3.64)

which leads to
{
F (j), F (k)

}
Λk

= 0, that is, the functions (3.61) are in involution. By
construction (see Lemma 34), if these are non-constant, then they are functionally
independent functions since F (j) lives in N j , meanwhile F (k) is defined on Nk.

Let us prove now that all the functions (3.61) and (3.62) are t-independent
constants of motion for X̃. Using that HΛ ' g and Xt = −Λ̂ ◦ dht, we see that X
can be brought into the form Xt = −Λ̂ ◦ d ◦D(vt) for a unique curve t → vt in g.
From this and Proposition 36, it follows

X̃t = −Λm◦dD(m)(∆(m)(vt)) =⇒

X̃t(F
(k)) =

{
D(k)(∆(k)(C)), D(m)(∆(m)(vt))

}
Λm

= 0. (3.65)

Then, F (k) is a common first-integral for every X̃t. Finally, consider the permutation
operators Sij , with 1 ≤ i < j ≤ k for k = 2, . . . ,m. Note that

0 = Sij

{
F (k), D(m)(∆(m)(vt))

}
Λm

=
{
Sij(F

(k)), Sij

(
D(m)(∆(m)(vt))

)}
Λm

=
{
F

(k)
ij , D(m)(∆(m)(vt))

}
Λm

= X̃t(F
(k)
ij ).

(3.66)

Consequently, the functions F
(k)
ij are t-independent constants of motion for X̃.

Note that the “omitted” case with k = 1 in the set of constants (3.61) is, precisely,
the one provided by Corollary 32 as F (1) ≡ F = D(C). Depending on the system
X, or more specifically, on the associated HΛ, the function F can be either a useless
trivial constant or a relevant function. It is also worth noting that constants (3.62)
need not be functionally independent, but we can always choose those fulfilling such
a property. Finally, observe that if X ′ is such that V X′ ⊂ V X , then the functions
(3.61) and (3.62) are also constants of motion for the diagonal prolongation of X ′

to Nm.
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4 Applications of the geometric theory of Lie–Hamilton
systems

In this section we aim to achieve superposition rules and constants of motion through
the coalgebra formalism. We find of special interest our achievement of finding a
superposition rule for Riccati equations with the aid of the coalgebras.

4.1 The Ermakov system

Let us consider the classical Ermakov system [102]
d2x

dt2
= −ω2(t)x+

b

x3
,

d2y

dt2
= −ω2(t)y,

(4.1)

with a non-constant t-dependent frequency ω(t), being b a real constant. This system
appears in a number of applications related to problems in Quantum and Classical
Mechanics [287]. By writting this system as a first-order one

dx

dt
= vx,

dvx
dt

= −ω2(t)x+
b

x3
,

dy

dt
= vy,

dvy
dt

= −ω2(t)y,

(4.2)

we can apply the theory of Lie systems. Indeed, this is a Lie system related to a
Vessiot–Guldberg Lie algebra V isomorphic to sl(2,R) [97]. In fact, system (4.2)
describes the integral curves of the t-dependent vector field X = X3 + ω2(t)X1,
where the vector fields

X1 = −x ∂

∂vx
− y ∂

∂vy
, X2 =

1

2

(
vx

∂

∂vx
+ vy

∂

∂vy
− x ∂

∂x
− y ∂

∂y

)
,

X3 = vx
∂

∂x
+ vy

∂

∂y
+

b

x3

∂

∂vx
,

(4.3)

satisfy the commutation relations

[X1, X2] = X1, [X1, X3] = 2X2, [X2, X3] = X3. (4.4)

As a first new result we show that this is a Lie–Hamilton system. The vector fields
are Hamiltonian with respect to the Poisson bivector Λ = ∂/∂x ∧ ∂/∂vx + ∂/∂y ∧
∂/∂vy provided that Xα = −Λ̂(dhα) for α = 1, 2, 3. Thus, we find the following
Hamiltonian functions which form a basis for (HΛ, {·, ·}Λ) ' (sl(2,R), [·, ·])

h1 =
1

2
(x2 + y2), h2 = −1

2
(xvx + yvy), h3 =

1

2

(
v2
x + v2

y +
b

x2

)
, (4.5)
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as they fulfil

{h1, h2} = −h1, {h1, h3} = −2h2, {h2, h3} = −h3. (4.6)

Since X = X3+ω2(t)X1 and ω(t) is not a constant, every t-independent constant
of motion f for X is a common first-integral for X1, X2, X3. Instead of searching
an f by solving the system of PDEs given by X1f = X2f = X3f = 0, we use
Corollary 32. This easily provides such a first integral through the Casimir element
of the symmetric algebra of sl(2,R). Explicitly, given a basis {v1, v2, v3} for sl(2,R)
satisfying

[v1, v2] = −v1, [v1, v3] = −2v2, [v2, v3] = −v3, (4.7)

the Casimir element of sl(2,R) reads C = 1
2(v1⊗̃v3+v3⊗̃v1)−v2⊗̃v2 ∈ Usl(2,R). Then,

the inverse of symmetrizer morphism (5.1), λ−1 : Usl(2,R) → Ssl(2,R), gives rise to the
Casimir element of Ssl(2,R)

C = λ−1(C) = v1v3 − v2
2. (4.8)

According to Lemma 28 we consider the Poisson algebra morphism D induced by the
isomorphism φ : sl(2,R)→ HΛ defined by φ(vα) = hα for α = 1, 2, 3. Subsequently,
via Corollary 32, we obtain

F = D(C) = φ(v1)φ(v3)− φ2(v2) =h1h3 − h2
2 =

= (vyx− vxy)2 + b

(
1 +

y2

x2

)
. (4.9)

In this way, we recover, up to an additive and multiplicative constant, the well-
known Lewis–Riesenfeld invariant [287]. Note that when ω(t) is a constant, then
V X ⊂ V and the function F is also a constant of motion for X (4.2).

4.2 A superposition rule for Riccati equations

Let us turn to the system of Riccati equations on O = {(x1, x2, x3, x4) |xi 6= xj , i 6=
j = 1, . . . , 4} ⊂ R4, given by

dxi
dt

= a0(t) + a1(t)xi + a2(t)x2
i , i = 1, . . . , 4, (4.10)

where a0(t), a1(t), a2(t) are arbitrary t-dependent functions. The knowledge of a
non-constant t-independent constant of motion for any system of this type leads
to obtaining a superposition rule for Riccati equations [91]. Usually, this requires
the integration of a system of PDEs [91] or ODEs [419]. We here obtain such a
t-independent constant of motion through algebraic methods by showing that (4.10)
is a Lie–Hamilton system with a given Lie–Hamiltonian structure and obtaining an
associated polynomial Lie integral.
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Observe that (4.10) is a Lie system related to a t-dependent vector field XR =
a0(t)X1 + a1(t)X2 + a2(t)X3, where

X1 =

4∑
i=1

∂

∂xi
, X2 =

4∑
i=1

xi
∂

∂xi
, X3 =

4∑
i=1

x2
i

∂

∂xi
(4.11)

span a Vessiot–Guldberg Lie algebra V for (4.10) isomorphic to sl(2,R) satisfying the
same commutation relations (4.4). For simplicity, we assume V X = V . Nevertheless,
our final results are valid for any other case.

To show that (4.10) is a Lie–Hamilton system for arbitrary functions a0(t), a1(t),
a2(t), we need to search for a symplectic form ω such that V consists of Hamiltonian
vector fields. By impossing LXαω = 0, for α = 1, 2, 3, we obtain the 2-form

ωR =
dx1 ∧ dx2

(x1 − x2)2
+

dx3 ∧ dx4

(x3 − x4)2
, (4.12)

which is closed and non-degenerate on O. Now, observe that ιXαω = dhα, with
α = 1, 2, 3 and

h1 =
1

x1 − x2
+

1

x3 − x4
, h2 =

1

2

(
x1 + x2

x1 − x2
+
x3 + x4

x3 − x4

)
,

h3 =
x1x2

x1 − x2
+

x3x4

x3 − x4
.

So, h1, h2 and h3 are Hamiltonian functions for X1, X2 and X3, correspondingly.
Using the Poisson bracket {·, ·}ω induced by ω, we obtain that h1, h2 and h3 satisfy
the commutation relations (4.6), and (〈h1, h2, h3〉, {·, ·}ω) ' sl(2,R). Next, we again
express sl(2,R) in the basis {v1, v2, v3} with Lie brackets (4.7) and Casimir function
(4.8), and we consider the Poisson algebra morphism D : Ssl(2,R) → C∞(O) given by
the isomorphism φ(vα) = hα for α = 1, 2, 3. As (O, {·, ·}ω, ht = a0(t)h1 + a1(t)h2 +
a2(t)h3) is a Lie–Hamiltonian structure for X and applying Corollary 32, we obtain
the t-independent constant of motion for X

F = D(C) = h1h3 − h2
2 =

(x1 − x4)(x2 − x3)

(x1 − x2)(x3 − x4)
. (4.13)

As in the previous example, if V X ⊂ V , then F is also a constant of motion for X.
It is worth noting that F is the known constant of motion obtained for deriving a
superposition rule for Riccati equations [91, 419], which is here deduced through a
simple algebraic calculation.

It is also interesting that V also becomes a Lie algebra of Hamiltonian vector
fields with respect to a second symplectic structure given by ω =

∑4
1≤i<j

dxi∧dxj
(xi−xj)2 .

Consequently, the system (4.10) can be considered, in fact, as a bi–Lie–Hamilton
system.



Chapter 3 93

4.3 Kummer–Schwarz equations in Hamilton form

It was proved in [109] that the second-order Kummer–Schwarz equations [56, 87]
admit a t-dependent Hamiltonian which can be used to work out their Hamilton’s
equations, namely 

dx

dt
=
px3

2
,

dp

dt
= −3p2x2

4
− b0

4
+

4b1(t)

x2
,

(4.14)

where b1(t) is assumed to be a non-constant t-dependent function, (x, p) ∈ T∗R0

with R0 ≡ R−{0}, and b0 is a real constant. This is a Lie system associated to the
t-dependent vector field X = X3 + b1(t)X1 [109], where the vector fields

X1 =
4

x2

∂

∂p
, X2 = x

∂

∂x
− p ∂

∂p
,

X3 =
px3

2

∂

∂x
− 1

4

(
3p2x2 + b0

) ∂
∂p

(4.15)

span a Vessiot–Guldberg Lie algebra V isomorphic to sl(2,R) fulfilling (4.4). More-
over, X is a Lie–Hamilton system as V consists of Hamiltonian vector fields with
respect to the Poisson bivector Λ = ∂/∂x∧ ∂/∂p on T∗R0. Indeed, Xα = −Λ̂(dhα),
with α = 1, 2, 3 and

h1 =
4

x
, h2 = xp, h3 =

1

4

(
p2x3 + b0x

)
(4.16)

are a basis of a Lie algebra isomorphic to sl(2,R) satisfying the commutation rela-
tions (4.6). Therefore, (4.14) is a Lie–Hamilton system possessing a Lie–Hamiltonian
structure (T∗R0,Λ, h), where ht = h3 + b1(t)h1.

To obtain a superposition rule for X we need to determine an integer m so that
the diagonal prolongations of Xα to T∗Rm0 (α = 1, 2, 3) become linearly independent
at a generic point (see [91]). This happens for m = 2. We consider a coordinate
system in TR3

0, namely {x(1), p(1), x(2), p(2), x(3), p(3)}. A superposition rule forX can
be obtained by determining two common first integrals for the diagonal prolongations
X̃α to T∗R3

0 satisfying

∂(F1, F2)

∂(x(1), p(1))
6= 0. (4.17)

Instead of searching F1, F2 in the standard way, i.e., by solving the system of PDEs
given by X̃αf = 0, we make use of Theorem 37. This provides such first integrals
through the Casimir element C (4.8) of the symmetric algebra of HΛ ' sl(2,R).
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Indeed, the coproduct (3.56) enables us to define the elements

∆(C) = ∆(v1)∆(v3)−∆(v2)2

= (v1 ⊗ 1 + 1⊗ v1)(v3 ⊗ 1 + 1⊗ v3)−(v2 ⊗ 1 + 1⊗ v2)2,

∆(3)(C) = ∆(3)(v1)∆(3)(v3)−∆(3)(v2)2

= (v1 ⊗ 1⊗ 1 + 1⊗ v1 ⊗ 1 + 1⊗ 1⊗ v1)(v3 ⊗ 1⊗ 1 + 1⊗ v3 ⊗ 1

+ 1⊗ 1⊗ v3)− (v2 ⊗ 1⊗ 1 + 1⊗ v2 ⊗ 1 + 1⊗ 1⊗ v2)2,

(4.18)

for S
(2)
sl(2,R) and S

(3)
sl(2,R), respectively. By applying D, D(2) and D(3) coming from

the isomorphism φ(vα) = hα for the Hamiltonian functions (4.16), we obtain, via
Theorem 37, the following constants of motion of the type (3.61)

F = D(C) = h1(x1, p1)h3(x1, p1)− h2
2(x1, p1) = b0,

F (2) = D(2)(∆(C))

= [h1(x1, p1) + h1(x2, p2)] [h3(x1, p1) + h3(x2, p2)]

− [h2(x1, p1) + h2(x2, p2)]2

=
b0 (x1 + x2)2 +

(
p1x

2
1 − p2x

2
2

)2
x1x2

=
b0(x2

1 + x2
2) +

(
p1x

2
1 − p2x

2
2

)2
x1x2

+ 2b0,

F (3) = D(3)(∆(C)) =
3∑
i=1

h1(xi, pi)
3∑
j=1

h3(xj , pj)−

(
3∑
i=1

h2(xi, pi)

)2

=
3∑

1≤i<j

b0(xi + xj)
2 + (pix

2
i − pjx2

j )
2

xixj
− 3b0,

(4.19)
where, for the sake of simplicity, hereafter we denote (xi, pi) the coordinates (x(i), p(i)).

Thus F simply gives rise to the constant b0, while F (2) and F (3) are, by construction,
two functionally independent constants of motion for X̃ fulfilling (4.17) which, in
turn, allows us to to derive a superposition rule for X. Furthermore, the function

F (2) ≡ F (2)
12 provides two other constants of the type (3.62) given by F

(2)
13 = S13(F (2))

and F
(2)
23 = S23(F (2)) that verify F (3) = F (2) +F

(2)
13 +F

(2)
23 −3b0. Since it is simpler to

work with F
(2)
23 than with F (3), we choose the pair F (2), F

(2)
23 as the two functionally

independent first integrals to obtain a superposition rule. We set

F (2) = k1 + 2b0, F
(2)
23 = k2 + 2b0, (4.20)

and compute x1, p1 in terms of the other variables and k1, k2. From (4.20), we have

p1 = p1(x1, x2, p2, x3, p3, k1) =
p2x

2
2 ±

√
k1x1x2 − b0(x2

1 + x2
2)

x2
1

. (4.21)
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Substituying in the second relation within (4.20), we obtain

x1 = x1(x2, p2, x3, p3, k1, k2) =
A2B+ + b0B−(x2

2 − x2
3)± 2A

√
Υ

B2
− + 4b0A2

, (4.22)

provided that the functions A,B±,Υ are defined by

A = p2x
2
2 − p3x

2
3, B± = k1x2 ± k2x3,

Υ = A2 [k1k2x2x3 − 2b20 (x2
2 + x2

3)− b0A2
]

+ b0x2x3B−(k2x2 − k1x3)− b30
(
x2

2 − x2
3

)2
.

(4.23)

By introducing this result into (4.21), we obtain p1 = p1(x2, p2, x3, p3, k1, k2) which,
along with x1 = x1(x2, p2, x3, p3, k1, k2), provides a superposition rule for X.

In particular for (4.14) with b0 = 0, it results

x1 =
A2
(
B+ ± 2

√
k1k2x2x3

)
B2
−

,

p1 = B3
−

[
B−p2x

2
2 ±A

√
k1x2

(
B+ ± 2

√
k1k2x2x3

) ]
A4
(
B+ ± 2

√
k1k2x2x3

)2 ,

(4.24)

where the functions A,B± remain in the above same form. As the constants of
motion were derived for non-constant b1(t), when b1(t) is constant we have V X ⊂ V .
As a consequence, the functions F , F (2), F (3) and so on are still constants of motion
for the diagonal prolongation X̃ and the superposition rules are still valid for any
system (4.14).

4.4 The n-dimensional Smorodinsky–Winternitz systems

Let us focus on the n-dimensional Smorodinsky–Winternitz systems [195, 420] with
unit mass and a non-constant t-dependent frequency ω(t) whose Hamiltonian is
given by

h =
1

2

n∑
i=1

p2
i +

1

2
ω2(t)

n∑
i=1

x2
i +

1

2

n∑
i=1

bi
x2
i

, (4.25)

where the bi’s are n real constants. The corresponding Hamilton’s equations read
dxi
dt

= pi,

dpi
dt

= −ω2(t)xi +
bi
x3
i

,
i = 1, . . . , n. (4.26)

These systems have been recently attracting quite much attention in Classical and
Quantum Mechanics for their special properties [109, 220, 234, 424]. Observe that
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Ermakov systems (4.2) arise as the particular case of (4.26) for n = 2 and b2 = 0. For
n = 1 the above system maps into the Milne–Pinney equations, which are of interest
in the study of several cosmological models [354, 102], through the diffeomorphism
(x, p) ∈ T∗R0 7→ (x, v = p) ∈ TR0.

Let us show that the system (4.26) can be endowed with a Lie–Hamiltonian
structure. This system describes the integral curves of the t-dependent vector field
on T∗Rn0 given by X = X3 + ω2(t)X1, where the vector fields

X1 = −
n∑
i=1

xi
∂

∂pi
, X2 =

1

2

n∑
i=1

(
pi

∂

∂pi
− xi

∂

∂xi

)
,

X3 =
n∑
i=1

(
pi

∂

∂xi
+
bi
x3
i

∂

∂pi

)
,

(4.27)

fulfil the commutation rules (4.4). Hence, (4.26) is a Lie system. The space T∗Rn0
admits a natural Poisson bivector Λ =

∑n
i=1 ∂/∂xi∧∂/∂pi related to the restriction

to this space of the canonical symplectic structure on T∗Rn. Moreover, the preceding
vector fields are Hamiltonian vector fields with Hamiltonian functions

h1 =
1

2

n∑
i=1

x2
i , h2 = −1

2

n∑
i=1

xipi, h3 =
1

2

n∑
i=1

(
p2
i +

bi
x2
i

)
(4.28)

which satisfy the commutation relations (4.6), so that HΛ ' sl(2,R). Consequently,
every curve ht that takes values in the Lie algebra spanned by h1, h2 and h3 gives
rise to a Lie–Hamiltonian structure (T∗Rn0 ,Λ, h). Then, the system (4.26), described

by the t-dependent vector field X = X3 + ω2(t)X1 = −Λ̂(dh3 + ω2(t)dh1), is a Lie–
Hamilton system with a Lie–Hamiltonian structure (T∗Rn0 ,Λ, ht = h3 + ω2(t)h1).

Subsequently, we derive an explicit superposition rule for the simplest case of the
system (4.26) corresponding to n = 1, and proceed as in the previous subsection. The
prolongations of Xα (α = 1, 2, 3) again become linearly independent for m = 2 and
we need to obtain two first integrals for the diagonal prolongations X̃α of T∗R3

0 fulfill-
ing (4.17) for the coordinate system {x(1), p(1), x(2), p(2), x(3), p(3)} of T∗R3

0. Similarly
to the previous example, we have an injection D : sl(2,R)→ C∞(T∗R0) which leads
to the morphisms D(2) and D(3). Then, by taking into account the Casimir function
(4.8) and the Hamiltonians (4.28), we apply Theorem 37 obtaining the following
first integrals:
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F (2) = D(2)(∆(C)) =
1

4
(x1p2 − x2p1)2 +

b(x2
1 + x2

2)2

4x2
1x

2
2

,

F (3) = D(3)(∆(C)) =
1

4

3∑
1≤i<j

[
(xipj − xjpi)2 +

b(x2
i + x2

j )
2

x2
ix

2
j

]
− 3

4
b,

F
(2)
13 = S13(F (2)),

F
(2)
23 = S23(F (2)),

F (3) = F (2) + F
(2)
13 + F

(2)
23 − 3b/4,

(4.29)

where (xi, pi) denote the coordinates (x(i), p(i)); notice that F = D(C) = b/4.

We choose F (2) and F
(2)
23 as the two functionally independent constants of motion

and we shall use F
(2)
13 in order to simplify the results. Recall that these functions

are exactly the first integrals obtained in other works, e.g., [97], for describing su-
perposition rules of dissipative Milne–Pinney equations (up to the diffeomorphism
ϕ : (x, p) ∈ T∗R0 7→ (x, v) = (x, p) ∈ TR0 to system (4.26) with n = 1), and lead
straightforwardly to deriving a superposition rule for these equations [98].

Indeed, we set

F (2) =
k1

4
+
b

2
, F

(2)
23 =

k2

4
+
b

2
, F

(2)
13 =

k3

4
+
b

2
, (4.30)

and from the first equation we obtain p1 in terms of the remaining variables and k1

p1 = p1(x1, x2, p2, x3, p3, k1) =
p2x

2
1x2 ±

√
k1x2

1x
2
2 − b(x4

1 + x4
2)

x1x2
2

. (4.31)

By introducing this value in the second expression of (4.30), one can determine the
expression of x1 as a function of x2, p2, x3, p3 and the constants k1, k2. Such a result
is rather simplified when the third constant of (4.30) enters, yielding

x1 = x1(x2, p2, x3, p3, k1, k2) = x1(x2, x3, k1, k2, k3)

=

{
µ1x

2
2 + µ2x

2
3 ±

√
µ
[
k3x2

2x
2
3 − b(x4

2 + x4
3)
]}1/2

,
(4.32)

where the constants µ1, µ2, µ are defined in terms of k1, k2, k3 and b as

µ1 =
2bk1 − k2k3

4b2 − k2
3

, µ2 =
2bk2 − k1k3

4b2 − k2
3

,

µ =
4
[
4b3 + k1k2k3 − b(k2

1 + k2
2 + k2

3)
]

(4b2 − k2
3)2

.

(4.33)
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And by introducing (4.32) into (4.31), we obtain

p1 = p1(x2, p2, x3, p3, k1, k2) = p1(x2, p2, x3, k1, k2, k3), (4.34)

which together with (4.32) provide a superposition rule for (4.26) with n = 1. These
expressions constitute the known superposition rule for Milne–Pinney equations [98].
Observe that, instead of solving systems of PDEs for obtaining the first integrals
as in [97, 98], we have obtained them algebraically in a simpler way. When b = 0
we recover, as expected, the superposition rule for the harmonic oscillator with a
t–dependent frequency. Similarly to previous examples, the above superposition rule
is also valid when ω(t) is constant.

4.5 A trigonometric system

Let us study a final example appearing in the study of integrability of classical
systems [21, 22]. Consider the system

dx

dt
=
√

1− x2 (Bx(t) sin p−By(t) cos p) ,

dp

dt
= −(Bx(t) cos p+By(t) sin p)

x√
1− x2

−Bz(t),
(4.35)

where Bx(t), By(t), Bz(t) are arbitrary t-dependent functions and (x, p) ∈ T∗I, with
I = (−1, 1). This system describes the integral curves of the t-dependent vector field

X =
√

1− x2(Bx(t) sin p−By(t) cos p)
∂

∂x

−
[

(Bx(t) cos p+By(t) sin p)x√
1− x2

+Bz(t)

]
∂

∂p
, (4.36)

which can be brought into the form X = Bx(t)X1 +By(t)X2 +Bz(t)X3, where

X1 =
√

1− x2 sin p
∂

∂x
− x√

1− x2
cos p

∂

∂p
,

X2 = −
√

1− x2 cos p
∂

∂x
− x√

1− x2
sin p

∂

∂p
,

(4.37)

and X3 = −∂/∂p satisfy the commutation relations

[X1, X2] = X3, [X3, X1] = X2, [X2, X3] = X1. (4.38)

In other words, X describes a Lie system associated with a Vessiot–Guldberg Lie
algebra isomorphic to su(2). As in the previous examples, we assume V X = V . Now,
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the vector fields Xα (α = 1, 2, 3) are Hamiltonian ones with Hamiltonian functions
given by

h1 = −
√

1− x2 cos p, h2 = −
√

1− x2 sin p, h3 = x, (4.39)

thus spanning a real Lie algebra isomorphic to su(2). Indeed,

{h1, h2} = −h3, {h3, h1} = −h2, {h2, h3} = −h1. (4.40)

Next we consider a basis {v1, v2, v3} for su(2) satisfying

[v1, v2] = −v3, [v3, v1] = −v2, [v2, v3] = −v1, (4.41)

so that su(2) admits the Casimir C = v1⊗̃v1 + v2⊗̃v2 + v3⊗̃v3 ∈ Usu(2). Then, the
Casimir element of Ssu(2) reads C = λ−1(C) = v2

1 + v2
2 + v2

3.
The diagonal prolongations of X1, X2, X3 are linearly independent at a generic

point for m = 2 and we have to derive two first integrals for the diagonal prolon-
gations X̃1, X̃2, X̃3 on T∗I3 satisfying (4.17) working with the coordinate system
{x(1), p(1), x(2), p(2), x(3), p(3)} of T∗I3. Then, by taking into account the Casimir
function C, the Hamiltonians (4.39), the isomorphism φ(vα) = hα and the injection
D : sl(2,R)→ C∞(T∗I), we apply Theorem 37 obtaining the following first integrals:

F (2) = 2

[√
1− x2

1

√
1− x2

2 cos(p1 − p2) + x1x2 + 1

]
,

F (3) = 2
3∑

1≤i<j

[√
1− x2

i

√
1− x2

j cos(pi − pj) + xixj

]
+ 3,

F
(2)
13 = S13(F (2)),

F
(2)
23 = S23(F (2)),

F (3) = F (2) + F
(2)
13 + F

(2)
23 − 3,

(4.42)

and F = D(C) = 1. We again choose F (2) and F
(2)
23 as the two functionally indepen-

dent constants of motion, which provide us, after cumbersome but straightforward
computations, with a superposition rule for these systems. This leads to a quartic
equation, whose solution can be obtained through known methods. All our results
are also valid for the case when V X ⊂ V .

5 Classification of Lie–Hamilton systems on the plane

In this section we classify finite-dimensional real Lie algebras of Hamiltonian vector
fields on the plane. In view of the definition of a Lie–Hamilton system, such a
classification provides a classification of Lie–Hamilton systems on the plane, as well.
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This classification will be of primordial importance, given the number of physical
system which can be interpreted in terms of Lie–Hamilton systems. This will be
illustrated in th following chapter.

5.1 On general definitions and properties

A natural problem in the theory of Lie systems is the classification of Lie systems
on a fixed manifold, which amounts to classifying finite-dimensional Lie algebras of
vector fields on it. Lie accomplished the local classification of finite-dimensional real
Lie algebras of vector fields on the real line. More precisely, he showed that each such
a Lie algebra is locally diffeomorphic to a Lie subalgebra of 〈∂x, x∂x, x2∂x〉 ' sl(2) on
a neighborhood of each generic point x0 of the Lie algebra [210]. He also performed
the local classification of finite-dimensional real Lie algebras of planar vector fields
and started the study of the analogous problem on C3 [14].

Lie’s local classification on the plane presented some unclear points which were
misunderstood by several authors during the following decades. To solve this,
González-López, Kamran and Olver retook the problem and provided a clearer in-
sight in [210]. Precisely, they proved that every non-zero Lie algebra of vector fields
on the plane is locally diffeomorphic around each generic point to one of the finite-
dimensional real Lie algebras (the GKO classification) given in Table 1 in Appendix
1.

As every Vessiot–Guldberg Lie algebra on the plane has to be locally diffeomor-
phic to one of the Lie algebras of the GKO classification, every Lie system on the
plane is locally diffeomorphic to a Lie system taking values in a Vessiot–Guldberg Lie
algebra within the GKO classification. So, the local properties of all Lie systems on
the plane can be studied through the Lie systems related to the GKO classification.
As a consequence, we say that the GKO classification gives the local classification
of Lie systems on the plane. Their classification divides finite-dimensional Lie alge-
bras of vector fields on R2 into 28 non-diffeomorphic classes, which, in fact, can be
regarded as a local classification of Lie systems on the plane [32, 210].

For instance, we see from the matrix Riccati equations (2.17) that system (2.14)
is related to a non-solvable eight-dimensional Vessiot–Guldberg Lie algebra. In view
of the GKO classification in Table 1 (cf. [32, 210]), all Lie algebras of this type are
locally diffeomorphic to P8 ' sl(3). That is why we say that the system (2.14) is a
Lie system of class P8.

The GKO classification of finite-dimensional Lie algebras of vector fields Xi

(i = 1, . . . , n) on the plane covers two subclasses called primitive (8 cases Px) and
imprimitive (20 cases Ix) ones [210].

Definition 1. A finite-dimensional real Lie algebra V of vector fields on an open
subset U ⊂ R2 is imprimitive when there exists a one-dimensional distribution D on
R2 invariant under the action of V by Lie brackets, i.e., for every X ∈ V and every
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vector field Y taking values in D, we have that [X,Y ] takes values in D. Otherwise,
V is called primitive.

Example 1. Consider the Lie algebra I4 which is spanned by the vector fields X1, X2

and X3 given in Table 1 in Appendix 1. If we define D to be the distribution on R2

generated by Y = ∂x, we see that:

[X1, Y ] = 0, [X2, Y ] = −Y, [X3, Y ] = −2xY. (5.1)

We infer from this that D is a one-dimensional distribution invariant under the
action of I4. Hence, I4 is an imprimitive Lie algebra of vector fields.

To determine which of the 28 classes can be considered as Vessiot–Guldberg Lie
algebras of Hamiltonian vector fields, a symplectic form

ω = f(x, y)dx ∧ dy (5.2)

must be found so that each Xi, belonging to the basis of the considered Lie algebra,
becomes Hamiltonian (see [32] for details). In particular, Xi are Hamiltonian vector
fields with respect to ω whenever the Lie derivative of ω relative to Xi vanishes,
that is, LXiω = 0. If ω exists, then Xi become Hamiltonian vector fields and
their corresponding Hamiltonian functions hi are obtained by using the relation
ιXiω = dhi. The functions 〈h1, . . . , hn〉 and their successive brackets with respect
to the Lie bracket

{·, ·}ω : C∞
(
R2
)
× C∞

(
R2
)
→ C∞

(
R2
)

(5.3)

induced by ω span a finite-dimensional Lie algebra of functions (W, {·, ·}ω). We will
call this Lie algebra a Lie–Hamilton algebra (LH algebra, in short).

In the case of the Vessiot–Guldberg Lie algebra VMR for matrix Riccati equa-
tions, we see that there exists no such a structure. Indeed, if X0 = ∂x and X2 = x∂x
which belong to VMP were Hamiltonian relative to a symplectic structure, let us
say ω = f(x, y)dx ∧ dy, we would have LX0ω = LX2ω = 0. This implies that
∂xf = x∂xf + f = 0. Hence, f = 0 and ω cannot be symplectic. In other words,
VMP is not a Lie algebra of Hamiltonian vector fields.

This example illustrates that not every Lie system admits a Vessiot–Guldberg
Lie algebra of Hamiltonian vector fields with respect to a Poisson structure [401].
When a Lie system does, we call it a Lie–Hamilton system (LH system) [109].

The problem of which of the Lie algebras within the GKO classification consist
of Hamiltonian vector fields with respect to some Poisson structure has recently
been solved by the present writer and collaborators in [32], showing that, among the
28 classes of the GKO classification, only 12 remain as Lie algebras of Hamiltonian
vector fields. Furthermore, examples of LH systems having applications in the above
mentioned fields have also been worked out in [32]. We recall that one advantage of
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LH systems is that their superposition rules might be obtained straightforwardly by
applying a coalgebra approach as it has been formulated in the past section [35].

It has been recently proven that the initial 8+20 cases of the GKO classification
are reduced to 4 + 8 classes of finite-dimensional Lie algebras of Hamiltonian vector
fields [32]. The final result is summarized in Table 1 in Appendix 1, where we indicate
the Lie algebra g of Hamiltonian vector fields Xi, a family of their corresponding
Hamiltonian functions hi and an associated symplectic form ω.

Minimal Lie algebras of Lie–Hamilton systems on the plane

In this section we study the local structure of the minimal Lie algebras of Lie–
Hamilton systems on the plane around their generic points.

Our main result, Theorem 6, and the remaining findings of this section enable us
to give the local classification of Lie–Hamilton systems on the plane in the following
subsections. To simplify the notation, U will hereafter stand for a contractible open
subset of R2.

Definition 2. Given a finite-dimensional Lie algebra V of vector fields on a manifold
N , we say that ξ0 ∈ N is a generic point of V when the rank of the generalized
distribution

DVξ = {X(ξ) | X ∈ V } ⊂ TξN, ξ ∈ N, (5.4)

i.e., the function rV (ξ) = dimDVξ , is locally constant around ξ0. We call generic
domain or simply domain of V the set of generic points of V .

Example 2. Consider the Lie algebra I4 = 〈X1, X2, X3〉 of vector fields on R2

detailed in Table 1. By using the expressions of X1, X2 and X3 in coordinates, we
see that rI4(x, y) equals the rank of the matrix(

1 x x2

1 y y2

)
, (5.5)

which is two for every (x, y) ∈ R2 except for points with y − x = 0, where the rank
is one. So, the domain of I4 is R2

x 6=y = {(x, y) |x 6= y} ⊂ R2.

Lemma 3. Let V be a finite-dimensional real Lie algebra of Hamiltonian vector
fields on R2 with respect to a Poisson structure and let ξ0 ∈ R2 be a generic point of
V . There exists a U 3 ξ0 such that V |U consists of Hamiltonian vector fields relative
to a symplectic structure.

Proof. If dimDVξ0 = 0, then dimDVξ = 0 for every ξ in a U 3 ξ0 because the rank of

DV is locally constant around generic points. Consequently, V |U = 0 and its unique
element become Hamiltonian relative to the restriction of ω = dx∧ dy to U . Let us
assume now dimDVξ0 6= 0. By assumption, the elements of V are Hamiltonian vector
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fields with respect to a Poisson bivector Λ ∈ Γ(Λ2TR2). Hence, DVξ ⊂ DΛ
ξ for every

ξ ∈ R2, with DΛ being the characteristic distribution of Λ [401]. Since dimDVξ0 6= 0

and rV is locally constant at ξ0, then dim DVξ > 0 for every ξ in a U 3 ξ0. Since

the rank of DΛ is even at every point of R2 and DVξ ⊂ DΛ
ξ for every ξ ∈ U , the rank

of DΛ is two on U . So, Λ comes from a symplectic structure on U and V |U is a Lie
algebra of Hamiltonian vector fields relative to it.

Roughly speaking, the previous lemma establishes that any Lie–Hamilton system
X on R2 can be considered around each generic point of V X as a Lie–Hamilton
system admitting a minimal Lie algebra of Hamiltonian vector fields with respect to
a symplectic structure. As our study of such systems is local, we hereafter focus on
analysing minimal Lie algebras of this type.

A volume form Ω on an n-dimensional manifold N is a non-vanishing n-form on
N . The divergence of a vector field X on N with respect to Ω is the unique function
divX : N → R satisfying LXΩ = (divX) Ω. An integrating factor for X on U ⊂ N
is a function f : U → R such that LfXΩ = 0 on U . Next we have the following
result [305].

Lemma 4. Consider the volume form Ω = dx ∧ dy on a U ⊂ R2 and a vector field
X on U . Then, X is Hamiltonian with respect to a symplectic form ω = fΩ on U
if and only if f : U → R is a non-vanishing integrating factor of X with respect to
Ω, i.e.,Xf = −fdivX on U .

Proof. Since ω is a symplectic form on U , then f must be non-vanishing. As

LXω = LX(fΩ) = (Xf)Ω + fLXΩ = (Xf + fdivX)Ω = LfXΩ, (5.6)

then X is locally Hamiltonian with respect to ω, i.e., LXω = 0, if and only if f is
a non-vanishing integrating factor for X on U . As U is a contractible open subset,
the Poincaré Lemma ensures that X is a local Hamiltonian vector field if and only
if it is a Hamiltonian vector field. Consequently, the lemma follows.

Definition 5. Given a vector space V of vector fields on U , we say that V admits
a modular generating system (U1, X1, . . . , Xp) if U1 is a dense open subset of U such
that every X ∈ V |U1 can be brought into the form X|U1 =

∑p
i=1 giXi|U1 for certain

functions g1, . . . , gp ∈ C∞(U1) and vector fields X1, . . . , Xp ∈ V .

Example 3. Given the Lie algebra P3 ' so(3) on R2 of Table 1 of Appendix 1, the
vector fields

X1 = y
∂

∂x
− x ∂

∂y
, X2 = (1 + x2 − y2)

∂

∂x
+ 2xy

∂

∂y
(5.7)
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of P3 satisfy that X3 = g1X1 + g2X2 on U1 = {(x, y) ∈ R2 | x 6= 0} for the functions
g1, g2 ∈ C∞(U1)

g1 =
x2 + y2 − 1

x
, g2 =

y

x
. (5.8)

Obviously, U1 is an open dense subset of R2. As every element of V is a linear
combination of X1, X2 and X3 = g1X1 + g2X2, then every X ∈ V |U1 can be written
as a linear combination with smooth functions on U1 of X1 and X2. So, (U1, X1, X2)
form a generating modular system for P3.

In Table 1 in Appendix 1 we detail a modular generating system, which is in-
dicated by the first one or two vector fields written between brackets in the list
of the Xi’s, for every finite-dimensional Lie algebra of vector fields of the GKO
classification.

Theorem 6. Let V be a Lie algebra of vector fields on U ⊂ R2 admitting a mod-
ular generating system (U1, X1, . . . , Xp). We have that: 1) The space V consists of
Hamiltonian vector fields relative to a symplectic form on U if and only if

• i) Let g1, . . . , gp be certain smooth functions on U1 ⊂ U . Then,

X|U1 =

p∑
i=1

giXi|U1 ∈ V |U1 =⇒ divX|U1 =

p∑
i=1

gidivXi|U1 . (5.9)

• ii) The elements X1, . . . , Xp admit a common non-vanishing integrating factor
on U .

2) If the rank of DV is two on U , the symplectic form is unique up to a multiplicative
non-zero constant.

Proof. Let us prove the direct part of 1). Since (U1, X1, . . . , Xp) form a modular
generating system for V , we have that every X|U1 ∈ V |U1 can be brought into the
form X|U1 =

∑p
i=1 giXi|U1 for certain g1, . . . , gp ∈ C∞(U1). As V is a Lie algebra of

Hamiltonian vector fields with respect to a symplectic structure on U , let us say

ω = f(x, y)dx ∧ dy, (5.10)

then Lemma 4 ensures that Y f = −fdivY for every Y ∈ V . Then,

fdivX = −Xf = −
p∑
i=1

giXif = f

p∑
i=1

gidivXi

⇐⇒ f

(
divX −

p∑
i=1

gidivXi

)
= 0

(5.11)
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on U1. As ω is non-degenerate, then f is non-vanishing and i) follows. Since all
the vector fields of V are Hamiltonian with respect to ω, they share a common
non-vanishing integrating factor, namely f . From this, ii) holds.

Conversely, if ii) is satisfied, then Lemma 4 ensures that X1, . . . , Xp are Hamil-
tonian with respect to (5.10) on U , with f being a non-vanishing integrating factor.
As (U1, X1, . . . , Xp) form a generating modular system for V , every X ∈ V can be
written as

∑p
i=1 giXi on U1 for certain functions g1, . . . , gp ∈ C∞(U1). From i) we

obtain divX =
∑p

i=1 gidivXi on U1. Then,

Xf =

p∑
i=1

giXif = −f
p∑
i=1

gidivXi = −fdivX (5.12)

on U1 and, since the elements of V are smooth and U1 is dense on U , the above
expresion also holds on U . Hence, f is a non-vanishing integrating factor for X,
which becomes a Hamiltonian vector field with respect to ω on U in virtue of Lemma
4. Hence, part 1) is proven.

As far as part 2) of the theorem is concerned, if the vector fields of V are
Hamiltonian with respect to two different symplectic structures on U , they admit
two different non-vanishing integrating factors f1 and f2. Hence,

X(f1/f2) = (f2Xf1 − f1Xf2)/f2
2 = (f2f1divX − f1f2divX)/f2

2 = 0 (5.13)

and f1/f2 is a common constant of motion for all the elements of V . Hence, it is
a constant of motion for every vector field taking values in the distribution DV .
Then rank of DV on U is two by assumption. So, DV is generated by the vector
fields ∂x and ∂y on U . Thus, the only constants of motion on U common to all the
vector fields taking values in DV , and consequently common to the elements of V ,
are constants. Since f1 and f2 are non-vanishing, then f1 = λf2 for a λ ∈ R\{0}
and the associated symplectic structures are the same up to an irrelevant non-zero
proportionality constant.

Using Theorem 6, we can immediately prove the following result.

Corollary 7. If a Lie algebra of vector fields V on a U ⊂ R2 consists of Hamiltonian
vector fields with respect to a symplectic form and admits a modular generating
system whose elements are divergence free, then every element of V is divergence
free.

5.2 Lie–Hamilton algebras

It is known that given a Lie–Hamilton system X, its Lie–Hamilton algebras are
not uniquely defined in general. Moreover, the existence of different types of Lie–
Hamilton algebras for the same Lie–Hamilton system is important in its linearization
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and the use of certain methods [109]. For instance, if a Lie–Hamilton system X on
N admits a Lie–Hamilton algebra isomorphic to V X and dimV X = dimN , then X
can be linearized together with its associated Poisson structure [109].

Example 4. Consider again the Lie–Hamilton system X given by the complex
Riccati equations with t-dependent real coefficients (2.7) and assume V X ' sl(2).
Recall that X admits a Lie–Hamilton algebra (HΛ, {·, ·}ω) ' sl(2) spanned by the
Hamiltonian functions h1, h2, h3 given by (3.3) relative to the symplectic structure
ω detailed in (3.2). We can also construct a second (non-isomorphic) Lie–Hamilton
algebra for X with respect to ω. The vector fields Xi, with i = 1, 2, 3, spanning V X

(see (2.10)) have also Hamiltonian functions h̄i = hi + 1, for i = 1, 2, 3, respectively.
Hence, (R2

y 6=0, ω, h = a0(t)h̄1 + a1(t)h̄2 + a2(t)h̄3) is a Lie–Hamiltonian structure

for X giving rise to a Lie–Hamilton algebra (HΛ, {·, ·}ω) ≡ (〈h̄1, h̄2, h̄3, 1〉, {·, ·}ω) '
sl(2)⊕ R for X.

Proposition 8. A Lie–Hamilton system X on a symplectic connected manifold
(N,ω) possesses an associated Lie–Hamilton algebra (HΛ, {·, ·}ω) isomorphic to V X

if and only if every Lie–Hamilton algebra non-isomorphic to V X is isomorphic to
V X ⊕ R.

Proof. Let (HΛ, {·, ·}ω) be an arbitrary Lie–Hamilton algebra for X. As X is defined
on a connected manifold, the sequence of Lie algebras

0 ↪→ (HΛ, {·, ·}ω) ∩ 〈1〉 ↪→ (HΛ, {·, ·}ω)
ϕ−→ V X → 0, (5.14)

where ϕ : HΛ → V X maps every function of HΛ to minus its Hamiltonian vector
field, is always exact (cf. [109]). Hence, (HΛ, {·, ·}ω) can be isomorphic either to V X

or to a Lie algebra extension of V X of dimension dimV X + 1.
If (HΛ, {·, ·}ω) is isomorphic to V X and there exists a second Lie–Hamilton al-

gebra (HΛ, {·, ·}ω) for X non-isomorphic to V X , we see from (5.14) that 1 ∈ HΛ

and 1 /∈ HΛ. Given a basis X1, . . . , Xr of V X , each element Xi, with i = 1, . . . , r,
has a Hamiltonian function hi ∈ HΛ and another hi ∈ HΛ. As V X is defined on
a connected manifold, then hi = hi − λi ∈ HΛ with λi ∈ R for every i = 1, . . . , r.
From this and using again that 1 ∈ HΛ\HΛ, we obtain that {h1, . . . , hr, 1} is a basis
for HΛ and (HΛ, {·, ·}ω) ' (HΛ ⊕ R, {·, ·}ω).

Let us assume now that every Lie–Hamilton algebra (HΛ, {·, ·}ω) non-isomorphic
to V X is isomorphic to V X ⊕ R. We can define a Lie algebra anti-isomorphism
µ : V X → HΛ mapping each element of V X to a Hamiltonian function belonging to
a Lie subalgebra of (HΛ, {·, ·}ω) isomorphic to V X . Hence, (N,ω, h = µ(X)), where
ht = µ(Xt) for each t ∈ R, is a Lie–Hamiltonian structure for X and (µ(V X), {·, ·}ω)
is a Lie–Hamilton algebra for X isomorphic to V X .

Proposition 9. If a Lie–Hamilton system X on a symplectic connected manifold
(N,ω) admits an associated Lie–Hamilton algebra (HΛ, {·, ·}ω) isomorphic to V X ,
then it admits a Lie–Hamilton algebra isomorphic to V X ⊕ R.
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Proof. Let (N,ω, h) be a Lie–Hamiltonian structure for X giving rise to the Lie–
Hamilton algebra (HΛ, {·, ·}ω). Consider the linear space Lh spanned by linear
combinations of the functions {ht}t∈R. Since we assume HΛ ' V X , the exact se-
quence (5.14) involves that 1 /∈ Lh. Moreover, we can write h =

∑p
i=1 bi(t)hti ,

where hti are the values of h at certain times t1, . . . , tp such that {ht1 , . . . , htp} are
linearly independent and b1, . . . , bp are certain t-dependent functions. Observe that
the vector fields (b1(t), . . . , bp(t)), with t ∈ R, span a p-dimensional linear space.
If we choose a t-dependent Hamiltonian h̄ =

∑p
i=1 bi(t)hti + bp+1(t), where bp+1(t)

is not a linear combination of b1(t), . . . , bp(t), and we recall that 1, ht1 , . . . , htp are
linearly independent over R, we obtain that the linear hull of the functions {h̄t}t∈R
has dimension dimLh + 1. Moreover, (N, {·, ·}ω, h̄) is a Lie–Hamiltonian structure
for X. Hence, they span, along with their successive Lie brackets, a Lie–Hamilton
algebra isomorphic to HΛ ⊕ R.

Corollary 10. If X is a Lie–Hamilton system with respect to a symplectic connected
manifold (N,ω) admitting a Lie–Hamilton algebra (HΛ, {·, ·}ω) satisfying that 1 ∈
{HΛ,HΛ}ω, then X does not possess any Lie–Hamilton algebra isomorphic to V X .

Proof. If 1 ∈ {HΛ,HΛ}ω, then HΛ cannot be isomorphic to V X ⊕ R because the
derived Lie algebra of HΛ, i.e. {HΛ,HΛ}ω, contains the constant function 1 and the
derived Lie algebra of a HΛ isomorphic to V X ⊕R does not. In view of Proposition
8, system X does not admit any Lie–Hamilton algebra isomorphic to V X .

Proposition 11. If X is a Lie–Hamilton system on a connected manifold N whose
V X consists of Hamiltonian vector fields with respect to a symplectic structure ω that
does not possess any Lie–Hamilton algebra (HΛ, {·, ·}ω) isomorphic to V X , then all
its Lie–Hamilton algebras (with respect to {·, ·}ω) are isomorphic.

Proof. Let (HΛ, {·, ·}ω) and (HΛ, {·, ·}ω) be two Lie–Hamilton algebras for X. Since
they are not isomorphic to V X and in view of the exact sequence (5.14), then
1 ∈ HΛ ∩ HΛ . Let X1, . . . , Xr be a basis of V X . Every vector field Xi admits
a Hamiltonian function hi ∈ HΛ and another h̄i ∈ HΛ. The functions h1, . . . , hr
are linearly independent and the same applies to h̄1, . . . , h̄r. Then, {h1, . . . , hr, 1}
is a basis for HΛ and {h̄1, . . . , h̄r, 1} is a basis for HΛ. As N is connected, then
hi = h̄i − λi with λi ∈ R for each i ∈ R. Hence, the functions hi belong to HΛ and
the functions h̄i belong to HΛ. Thus HΛ = HΛ.

For instance, the case P1 from Table 1 in Appendix 1 corresponds to the two-
dimensional Euclidean algebra iso(2) ' 〈X1, X2, X3〉, but the Hamiltonian functions
〈h1, h2, h3, h0 = 1〉 span the centrally extended Euclidean algebra iso(2). A similar
fact arises in classes P3 ' so(3), P5 ' sl(2) n R2, I8 ' iso(1, 1) (the (1 + 1)-
dimensional Poincaré algebra), I14B ' R n Rr and I16 ' h2nRr+1. Among them,
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only the family P3 ' so(3) is a simple Lie algebra in such a manner that h0 = 1 gives
rise to a trivial central extension which means that the LH algebra is isomorphic
to so(3) ⊕ R; otherwise the central extension is a non-trivial one and it cannot be
‘removed’.

In this respect, notice that the appearance of a non-trivial central extension is
the difference between the family I14B with respect to I14A. We also recall that the
LH algebra corresponding to the class P5, that is sl(2) nR2, is isomorphic to the
two-photon Lie algebra h6 (see [31, 428] and references therein) and, therefore, also
to the (1 + 1)-dimensional centrally extended Schrödinger Lie algebra [38].

We stress that the Lie algebra sl(2) appears four times (classes P2, I3, I4 and I5 in
the GKO classification) which means that there may be different LH systems sharing
isomorphic Vessiot–Guldberg Lie algebras that are non-diffeomorphic, namely there
exists no diffeomorphism mapping the elements of one into the other. In other
words, only LH systems belonging to each class can be related through a change of
variables. We shall explicitly apply this property throughout the paper.

5.3 Local classification

In this section we describe the local structure of Lie–Hamilton systems on the plane,
i.e., given the minimal Lie algebra of a Lie–Hamilton system X on the plane, we
prove that V X is locally diffeomorphic around a generic point of V X to one of the Lie
algebras given in Table 2 in Appendix 1. We also prove that, around a generic point
of V X , the Lie–Hamilton algebras of X must have one of the algebraic structures
described in Table 2, Appendix 1.

If X is a Lie–Hamilton system, its minimal Lie algebra must be locally diffeomor-
phic to one of the Lie algebras of the GKO classification that consists of Hamiltonian
vector fields with respect to a Poisson structure. As we are concerned with generic
points of minimal Lie algebras, Lemma 3 ensures that V X is locally diffeomorphic
around generic points to a Lie algebra of Hamiltonian vector fields with respect to
a symplectic structure. So, its minimal Lie algebra is locally diffeomorphic to one
of the Lie algebras of the GKO classification consisting of Hamiltonian vector fields
with respect to a symplectic structure on a certain open contractible subset of its
domain. By determining which of the Lie algebras of the GKO classification admit
such a property, we can classify the local structure of all Lie–Hamilton systems on
the plane.

Proposition 12. The primitive Lie algebras Pα 6=0
1 , P4, P6–P8 and the imprimitive

ones I2, I3, I6, I7, I
(α 6=−1)
8 , I9–I11, I13, I15, I

(α 6=−1)
16 , I17–I20 are not Lie algebras of

Hamiltonian vector fields on any U ⊂ R2.

Proof. Apart from I15, the remaining Lie algebras detailed in this statement admit a
modular generating system whose elements are divergence free on the whole R2 (see
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the elements written between brackets in Table 1). At the same time, we also observe
in Table 1 that these Lie algebras admit a vector field with non-zero divergence on
any U . In view of Corollary 7, they cannot be Lie algebras of Hamiltonian vector
fields with respect to any symplectic structure on any U ⊂ R2.

In the case of the Lie algebra I15, we have that (R2
y 6=0, X1 = ∂x, X2 = y∂y) form a

generating modular system of I15. Observe that X2 = y∂y and X3 = η1(x)∂y, where
η1 is a non-null function —it forms with η2(x), . . . , ηr(x) a basis of solutions of a
system of r first-order linear homogeneous differential equations in normal form with
constant coefficients (cf. [210, 295])— satisfy divX2 = 1 and divX3 = 0. Obviously,
divX3 6= η1divX2/y on any U . So, I15 does not satisfy Theorem 6 on any U and it
is not a Lie algebra of Hamiltonian vector fields on any U ⊂ R2.

To simplify the notation, we assume in this Chapter that all objects are defined
on a contractible U ⊂ R2 of the domain of the Lie algebra under study. Additionally,
U1 stands for a dense open subset of U . In the following two subsections, we explicitly
show that all of the Lie algebras of the GKO classification not listed in Proposition 12
consist of Hamiltonian vector fields on any U of their domains. For each Lie algebra,
we compute the integrating factor f of ω given by (5.10) turning the elements of
a basis of the Lie algebra into Hamiltonian vector fields and we work out their
Hamiltonian functions. Additionally, we obtain the algebraic structure of all the
Lie–Hamilton algebras of the Lie–Hamilton systems admitting such minimal Lie
algebras.

We stress that the main results covering the resulting Hamiltonian functions hi,
the symplectic form ω and the Lie–Hamilton algebra are summarized in Table 2
accordingly to the GKO classification of Table 1. We point out that the Lie alge-
bras of the class I14 give rise to two non-isomorphic Lie–Hamilton algebras: I14A

whenever 1 /∈ 〈η1, . . . , ηr〉 and I14B otherwise. Consequently, we obtain twelve finite-
dimensional real Lie algebras of Hamiltonian vector fields on the plane.

In order to shorten the presentation of the following results, we remark that for
some of such Lie–Hamilton algebras their symplectic structure is just the standard
one

Proposition 13. The Lie algebras P
(α=0)
1 , P5, I

(α=−1)
8 , I14B and I

(α=−1)
16 are Lie

algebras of Hamiltonian vector fields with respect to the standard symplectic form
ω = dx ∧ dy, that is, f ≡ 1.

Proof. We see in Table 1 that all the aforementioned Lie algebras admit a modular
generating system (U,X1 = ∂x, X2 = ∂y) and all their elements have zero divergence.
So, they satisfy condition (5.9). The vector fields X1, X2 are Hamiltonian with
respect to the symplectic structure ω = dx ∧ dy. In view of Theorem 6, the whole
Lie algebra consists of Hamiltonian vector fields relative to ω.
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Primitive Lie algebras

Lie algebra P
(α=0)
1 : A0 ' iso(2)

Proposition 13 states that A0 is a Lie algebra of Hamiltonian vector fields with
respect to the symplectic form ω = dx∧ dy. The basis of vector fields X1, X2, X3 of
A0 given in Table 1 satisfy the commutation relations

[X1, X2] = 0, [X1, X3] = −X2, [X2, X3] = X1. (5.15)

So, A0 is isomorphic to the two-dimensional Euclidean algebra iso(2). Using the
relation ιXω = dh between a Hamiltonian vector field and one of its Hamiltonian
functions, we get that the Hamiltonian functions for X1, X2, X3 read

h1 = y, h2 = −x, h3 = 1
2(x2 + y2), (5.16)

correspondingly. Along with h0 = 1, these functions fulfil

{h1, h2}ω = h0, {h1, h3}ω = h2, {h2, h3}ω = −h1, {h0, ·}ω = 0. (5.17)

Consequently, if X is a Lie–Hamilton system admitting a minimal Lie algebra A0, i.e.
X =

∑3
i=1 bi(t)Xi for certain t-dependent functions b1, b2, b3 such that V X ' A0,

then it admits a Lie–Hamiltonian structure (U, ω, h =
∑3

i=1 bi(t)hi) and a Lie–
Hamilton algebra (HΛ, {·, ·}ω) generated by the functions 〈h1, h2, h3, h0〉. Hence,
(HΛ, {·, ·}ω) is a finite-dimensional real Lie algebra of Hamiltonian functions iso-
morphic to the centrally extended Euclidean algebra iso(2) [29]. Indeed, note that
1 ∈ {HΛ,HΛ}ω. In virtue of Corollary 10, system X does not admit any Lie–
Hamilton algebra isomorphic to V X . Moreover, Proposition 11 ensures that all
Lie–Hamilton algebras for X are isomorphic to iso(2).

Lie algebra P2: sl(2)

We have already proved that the Lie algebra of vector fields P2, which is spanned by
the vector fields (2.10), is a Lie algebra of Hamiltonian vector fields with respect to
the symplectic structure (3.2). The Hamiltonian functions h1, h2, h3 for X1, X2 and
X3 were found to be (3.3), correspondingly. Then, a Lie system X with minimal
Lie algebra P2, i.e. a system of the form X =

∑3
i=1 bi(t)Xi for certain t-dependent

functions b1, b2, b3 such that V X = P2, is a Lie–Hamilton system with respect to
the Poisson bracket induced by (3.2). Then, X admits a Lie–Hamiltonian struc-
ture (U, ω, h =

∑3
i=1 bi(t)hi) and a Lie–Hamilton algebra isomorphic to sl(2) with

commutation relations (3.3). In view of Proposition 9, any Lie–Hamilton system
associated to P2 also admits a Lie–Hamilton algebra isomorphic to sl(2) ⊕ R. In
view of Proposition 8, these are the only algebraic structures of the Lie–Hamilton
algebras for such Lie–Hamilton systems.
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Lie algebra P3: so(3)

In this case, we must determine a symplectic structure ω turning the elements of
the modular generating system (U1, X1, X2) of P3 into locally Hamiltonian vector
fields with respect to a symplectic structure ω (5.10). In view of Theorem 6, this
ensures that every element of P3 is Hamiltonian with respect to ω. The condition
LX1ω = 0 gives

y
∂f

∂x
− x∂f

∂y
= 0. (5.18)

Applying the characteristics method, we find that f must be constant along the
integral curves of the system x dx+ y dy = 0, namely curves with x2 + y2 = k ∈ R.
So, f = f(x2 + y2). If we now require LX2ω = 0, we obtain that

(1 + x2 − y2)
∂f

∂x
+ 2xy

∂f

∂y
+ 4xf = 0. (5.19)

Using that f = f(x2 + y2), we have

f ′

f
= − 2

1 + x2 + y2
⇒ f(x2 + y2) = (1 + x2 + y2)−2. (5.20)

Then,

ω =
dx ∧ dy

(1 + x2 + y2)2
. (5.21)

So, P3 becomes a Lie algebra of Hamiltonian vector fields relative to ω. The vector
fields X1, X2 and X3 admit the Hamiltonian functions

h1 = − 1

2(1 + x2 + y2)
, h2 =

y

1 + x2 + y2
, h3 = − x

1 + x2 + y2
, (5.22)

which along h0 = 1 satisfy the commutation relations

{h1, h2}ω = −h3, {h1, h3}ω = h2,

{h2, h3}ω = −4h1 − h0, {h0, ·}ω = 0, (5.23)

with respect to the Poisson bracket induced by ω. Then, 〈h1, h2, h3, h0〉 span a Lie
algebra of Hamiltonian functions isomorphic to a central extension of so(3), denoted
so(3). It is well known [29] that the central extension associated with h0 is a trivial
one; if we define h̄1 = h1 + h0/4, then 〈h̄1, h2, h3〉 span a Lie algebra isomorphic
to so(3) and so(3) ' so(3) ⊕ R. In view of this and using Propositions 8 and 9,
a Lie system admitting a minimal Lie algebra P3 admits Lie–Hamilton structures
isomorphic to so(3)⊕ R and so(3).
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Lie algebra P5: sl(2) nR2

From Proposition 13, this Lie algebra consists of Hamiltonian vector fields with
respect to the symplectic form ω = dx∧dy. The vector fields of the basis X1, . . . , X5

for P5 given in Table 1 are Hamiltonian vector fields relative to ω with Hamiltonian
functions

h1 = y, h2 = −x, h3 = xy, h4 = 1
2y

2, h5 = −1
2x

2, (5.24)

correspondingly. These functions together with h0 = 1 satisfy the relations

{h1, h2}ω = h0, {h1, h3}ω = −h1, {h1, h4}ω = 0,

{h1, h5}ω = −h2, {h2, h3}ω = h2, {h2, h4}ω = −h1,

{h2, h5}ω = 0, {h3, h4}ω = 2h4, {h3, h5}ω = −2h5,

{h4, h5}ω = h3, {h0, ·}ω = 0.

(5.25)

Hence 〈h1, . . . , h5, h0〉 span a Lie algebra sl(2) nR2 which is a non-trivial central
extension of P5, i.e., it is not isomorphic to P5 ⊕ R. In fact, it is isomorphic to
the so-called two-photon Lie algebra h6 (see [31] and references therein); this can
be proven to be h6 ' sl(2) ⊕s h3, where sl(2) ' 〈h3, h4, h5〉, h3 ' 〈h1, h2, h0〉 is the
Heisenberg–Weyl Lie algebra, and ⊕s stands for a semidirect sum. Furthermore,
h6 is also isomorphic to the (1 + 1)-dimensional centrally extended Schrödinger Lie
algebra [38].

In view of Corollary 10, Proposition 11 and following the same line of reason-
ing than in previous cases, a Lie system admitting a minimal Lie algebra P5 only
possesses Lie–Hamilton algebras isomorphic to h6.

Imprimitive Lie algebras

Lie algebra I1: R

Note that X1 = ∂x is a modular generating basis of I1. By solving the PDE LX1ω = 0
with ω written in the form (5.10), we obtain that ω = f(y)dx ∧ dy with f(y) being
any non-vanishing function of y. In view of Theorem 6, the Lie algebra I1 becomes
a Lie algebra of Hamiltonian vector fields with respect to ω. Observe that X1,
a basis of I1, has a Hamiltonian function, h1 =

∫ y
f(y′)dy′. As h1 spans a Lie

algebra isomorphic to R, it is obvious that a system X with V X ' I1 admits a
Lie–Hamilton algebra isomorphic to I1. Proposition 9 yields that X possesses a
Lie–Hamilton algebra isomorphic to R2. In view of Proposition 8, these are the only
algebraic structures for the Lie–Hamilton algebras for X1.

Lie algebra I4: sl(2) of type II

This Lie algebra admits a modular generating system (R2
x6=y, X1 = ∂x + ∂y, X2 =

x∂x+y∂y). Let us search for a symplectic form ω (5.10) turning X1 and X2 into local
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Hamiltonian vector fields with respect to it. In rigour of Theorem 6, ifX1, X2 become
locally Hamiltonian, then we can ensure that every element of I4 is Hamiltonian with
respect to ω. By imposing LXiω = 0 (i = 1, 2), we find that

∂f

∂x
+
∂f

∂y
= 0, x

∂f

∂x
+ y

∂f

∂y
+ 2f = 0. (5.26)

Applying the method of characteristics to the first equation, we have that dx = dy.
Then f = f(x−y). Using this in the second equation, we obtain a particular solution
f = (x− y)−2 which gives rise to a closed and non-degenerate two-form, namely

ω =
dx ∧ dy

(x− y)2
. (5.27)

Hence,

h1 =
1

x− y
, h2 =

x+ y

2(x− y)
, h3 =

xy

x− y
(5.28)

are Hamiltonian functions of the vector fields X1, X2, X3 of the basis for I4 given in
Table 1, respectively. Using the Poisson bracket {·, ·}ω induced by (5.27), we obtain
that h1, h2 and h3 satisfy

{h1, h2}ω = −h1, {h1, h3}ω = −2h2, {h2, h3}ω = −h3. (5.29)

Then, (〈h1, h2, h3〉, {·, ·}ω) ' sl(2). Consequently, if X is a Lie–Hamilton system
admitting a minimal Lie algebra I4, it admits a Lie–Hamilton algebra that is iso-
morphic to sl(2) or, from Proposition 9, to sl(2)⊕R. From Proposition 8, these are
the only algebraic structures for its Lie–Hamilton algebras.

Lie algebra I5: sl(2) of type III

Observe that (U,X1 = ∂x, X2 = 2x∂x+y∂y) form a modular generating system of I5.
The conditions LX1ω = LX2ω = 0 ensuring that X1 and X2 are locally Hamiltonian
with respect to ω give rise to the equations

∂f

∂x
= 0, 2x

∂f

∂x
+ y

∂f

∂y
+ 3f = 0, (5.30)

so that f(x, y) = y−3 is a particular solution of the second equation right above,
and X1, X2 become locally Hamiltonian vector fields relative to the symplectic form

ω =
dx ∧ dy

y3
. (5.31)

In view of Theorem 6, this implies that every element of I5 is Hamiltonian with
respect to ω. Hamiltonian functions for the elements of the basis X1, X2, X3 for I5

given in Table 1 read

h1 = − 1

2y2
, h2 = − x

y2
, h3 = − x2

2y2
. (5.32)
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They span a Lie algebra isomorphic to sl(2)

{h1, h2}ω = −2h1, {h1, h3}ω = −h2, {h2, h3}ω = −2h3. (5.33)

Therefore, a Lie system possessing a minimal Lie algebra I5 possesses a Lie–Hamilton
algebra isomorphic to sl(2) and, in view of Proposition 9, to sl(2) ⊕ R. In view of
Proposition 8, these are the only possible algebraic structures for the Lie–Hamilton
algebras for X.

Lie algebra I
(α=−1)
8 : B−1 ' iso(1, 1)

In view of Proposition 13, this Lie algebra consists of Hamiltonian vector fields with
respect to the standard symplectic structure ω = dx∧dy. The elements of the basis
for B−1 detailed in Table 1 satisfy the commutation relations

[X1, X2] = 0, [X1, X3] = X1, [X2, X3] = −X2. (5.34)

Hence, these vector fields span a Lie algebra isomorphic to the (1+1)-dimensional
Poincaré algebra iso(1, 1). Their corresponding Hamiltonian functions turn out to
be

h1 = y, h2 = −x, h3 = xy, (5.35)

which together with a central generator h0 = 1 fulfil the commutation relations

{h1, h2}ω = h0, {h1, h3}ω = −h1, {h2, h3}ω = h2, {h0, ·}ω = 0. (5.36)

Thus, a Lie system X admitting a minimal Lie algebra B−1 possesses a Lie–Hamilton
algebra isomorphic to the centrally extended Poincaré algebra iso(1, 1) which, in
turn, is also isomorphic to the harmonic oscillator algebra h4. As is well known [29],
this Lie algebra is not of the form iso(1, 1) ⊕ R, then Proposition 8 ensures that
X does not admit any Lie–Hamilton algebra isomorphic to iso(1, 1). Moreover,
Proposition 11 states that all Lie–Hamilton algebras of X must be isomorphic to
iso(1, 1).

Lie algebra I12: Rr+1

The vector field X1 = ∂y is a modular generating system for I12 and all the elements
of this Lie algebra have zero divergence. By solving the PDE LX1ω = 0, where we
recall that ω has the form (5.10), we see that f = f(x) and X1 becomes Hamiltonian
for any non-vanishing function f(x). In view of Theorem 6, the remaining elements
of I12 become automatically Hamiltonian with respect to ω. Then, we obtain that
X1, . . . , Xr+1 are Hamiltonian vector fields relative to the symplectic structure ω =
f(x)dx ∧ dy with Hamiltonian functions

h1 = −
∫ x

f(x′)dx′, hj+1 = −
∫ x

f(x′)ξj(x
′)dx′, (5.37)
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with j = 1, . . . , r, and r ≥ 1, which span the Abelian Lie algebra Rr+1. In con-
sequence, a Lie–Hamilton system X related to a minimal Lie algebra I12 possesses
a Lie–Hamilton algebra isomorphic to Rr+1. From Propositions 8 and 9, it only
admits an additional Lie–Hamilton algebra isomorphic to Rr+2.

Lie algebra I14: Rn Rr

The functions η1(x), . . . , ηr(x) form a fundamental system of solutions of a system
of r differential equations with constant coefficients [14, 210]. Hence, none of them
vanishes in an open interval of R and I14 is such that (U1, X1, X2), where X1 and
X2 are given in Table 1, form a modular generating system. Since all the elements
of I14 have divergence zero and using Theorem 6, we infer that I14 consists of Hamil-
tonian vector fields relative to a symplectic structure if and only if X1 and X2 are
locally Hamiltonian vector fields with respect to a symplectic structure. By requiring
LXiω = 0, with i = 1, 2 and ω of the form (5.10), we obtain that

∂f

∂x
= 0, ηj(x)

∂f

∂y
= 0, j = 1, . . . , r. (5.38)

So, I14 is only compatible, up to nonzero multiplicative factor, with ω = dx ∧ dy.
The Hamiltonian functions corresponding to X1, . . . , Xr+1 turn out to be

h1 = y, hj+1 = −
∫ x

ηj(x
′)dx′, (5.39)

with j = 1, . . . , r, and r ≥ 1. We remark that different Lie–Hamilton algebras,
corresponding to the Lie algebras hereafter called I14A and I14B, are spanned by the
above Hamiltonian functions:

• Case I14A: If 1 /∈ 〈η1, . . . , ηr〉, then the functions (5.39) span a Lie algebra
R n Rr and, by considering Propositions 8 and 9, this case only admits an
additional Lie–Hamilton algebra isomorphic to (Rn Rr)⊕ R.

• Case I14B: If 1 ∈ 〈η1, . . . , ηr〉, we can choose a basis of I14 in such a way
that there exists a function, let us say η1, equal to 1. Then the Hamiltonian
functions (5.39) turn out to be

h1 = y, h2 = −x, hj+1 = −
∫ x

ηj(x
′)dx′, (5.40)

with j = 2, . . . , r, and r ≥ 1 which require a central generator h0 = 1 in order
to close a centrally extended Lie algebra (HΛ, {·, ·}ω) ' (Rn Rr).

In view of the above, a Lie system X with a minimal Lie algebra I14 is a Lie–
Hamilton system. Its Lie–Hamilton algebras can be isomorphic to I14 or I14 ⊕ R
when 1 /∈ 〈η1, . . . , ηr〉 (class I14A). If 1 ∈ 〈η1, . . . , ηr〉 (class I14B), a Lie–Hamilton
algebra is isomorphic to Rn Rr and since 1 ∈ {HΛ,HΛ}ω, we obtain from Corollary
10 and Proposition 11 that every Lie–Hamilton algebra for X is isomorphic to it.
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Lie algebra I
(α=−1)
16 : Cr−1 ' h2 nRr+1

In view of Proposition 13, this Lie algebra consists of Hamiltonian vector fields with
respect to the standard symplectic structure. The resulting Hamiltonian functions
for X1, . . . , Xr+3 are given by

h1 = y, h2 = −x, h3 = xy, hj+3 = − x
j+1

j + 1
, (5.41)

with j = 1, . . . , r, and r ≥ 1, which again require an additional central generator
h0 = 1 to close on a finite-dimenisonal Lie algebra. The commutation relations for
this Lie algebra are given by

{h1, h2}ω = h0, {h1, h3}ω = −h1,

{h2, h3}ω = h2, {h1, h4}ω = −h2,

{h1, hk+4}ω = −(k + 1)hk+3, {h2, hj+3}ω = 0,

{h3, hj+3}ω = −(j + 1)hj+3, {hj+3, hk+4}ω = 0,

{h0, ·}ω = 0,

(5.42)

with j = 1, . . . , r and k = 1, . . . , r − 1, which define the centrally extended Lie
algebra h2 nRr+1. This Lie algebra is not a trivial extension of h2 nRr+1.

Then, given a Lie system X with a minimal Lie algebra Cr−1, the system is a

Lie–Hamilton one which admits a Lie–Hamilton algebra isomorphic to h2 nRr+1.

As 1 ∈
{
h2 nRr+1, h2 nRr+1

}
ω
, Corollary 10 and Proposition 11 ensure that every

Lie–Hamilton algebra for X is isomorphic to h2 nRr+1.

6 Applications of Lie–Hamilton systems on the plane

Here we show Lie–Hamilton systems of relevance in Science. Given the recurrent
appearance of the sl(2,R)-Lie algebra, we show a few instances of Lie–Hamilton
systems with a sl(2,R) Vessiot–Guldberg Lie algebra. These are: the Milne–Pinney
and second-order Kummer–Schwarz equations, the complex Riccati equations with
t-dependent real coefficients, the coupled Riccati equations, planar diffusion Riccati
equations, etc. We will establish certain equivalences among some of the mentiones
systems.

The importance of Lie–Hamilton systems in biological applications is undoubtable.
Some examples will be displayed: the generalized Buchdahl equations, certain Lotka–
Volterra systems, quadratic polynomial systems and models for viral infections. An-
other two Lie algebras worth of mention in the realm of Lie–Hamilton systems are
the two-photon and h2-Lie algebras. Their respective applications are: the dissipa-
tive harmonic oscillator and the second-order Riccati equation for the first, and the
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complex Bernoulli and generalized Buchdahl equations and certain Lotka–Volterra
systems for the second. To conclude, we will add some other reputable Lie–Hamilton
systems as the Cayley–Klein Riccati equation and double–Clifford or split complex
Riccati equations. The forthcoming subsections show the abovementioned systems
in detail.

6.1 sl(2,R)-Lie–Hamilton systems

Let us employ our techniques to study sl(2)-Lie–Hamilton systems [308, 353]. More
specifically, we analyse Lie systems used to describe Milne–Pinney equations [97],
Kummer–Schwarz equations [87] and complex Riccati equations with real t-dependent
coefficients [154]. As a byproduct, our results also cover the t-dependent frequency
harmonic oscillator.

Example 1. The Milne–Pinney equation, which is well known for its multiple
properties and applications in physics (see [287] and references therein). For ex-
ample, it is useful to modelize the propagation of laser beams in nonlinear media,
plasma dynamics, Bose-Einstein condensates through the so-called Gross-Pitaevskii
equation, etc.

It takes the form
d2x

dt2
= −ω2(t)x+

c

x3
, (6.1)

where ω(t) is any t-dependent function and c is a real constant. It was first intro-
duced by Ermakov as a way to find first-integrals of its corresponding t-dependent
harmonic oscillator when c = 0. By adding a new variable y ≡ dx/dt, we can study
these equations through the first-order system

dx

dt
= y,

dy

dt
= −ω2(t)x+

c

x3
,

(6.2)

which is a Lie system [97, 419]. We recall that (6.2) can be regarded as the equa-
tions of motion of the one-dimensional Smorodinsky–Winternitz system [35, 195];
moreover, when the parameter c vanishes, this reduces to the harmonic oscillator
(both with a t-dependent frequency). Explicitly, (6.2) is the associated system to
the t-dependent vector field Xt = X3 + ω2(t)X1, where

X1 = −x ∂
∂y
, X2 =

1

2

(
y
∂

∂y
− x ∂

∂x

)
, X3 = y

∂

∂x
+

c

x3

∂

∂y
, (6.3)

span a finite-dimensional real Lie algebra V of vector fields isomorphic to sl(2) with
commutation relations given by

[X1, X2] = X1, [X1, X3] = 2X2, [X2, X3] = X3. (6.4)
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There are four classes of finite-dimensional Lie algebras of vector fields isomor-
phic to sl(2) in the GKO classification: P2 and I3–I5. To determine which one is
locally diffeomorphic to V , we first find out whether V is imprimitive or not. In this
respect, recall that V is imprimitive if there exists a one-dimensional distribution
D invariant under the action (by Lie brackets) of the elements of V . Hence, D is
spanned by a non-vanishing vector field

Y = gx(x, y)
∂

∂x
+ gy(x, y)

∂

∂y
, (6.5)

which must be invariant under the action of X1, X2 and X3. As gx and gy cannot
vanish simultaneously, Y can be taken either of the following local forms

Y =
∂

∂x
+ gy

∂

∂y
, Y = gx

∂

∂x
+

∂

∂y
. (6.6)

Let us assume that D is spanned by the first one and search for Y . Now, if D is
invariant under the Lie brackets of the elements of V , we have that

LX1Y =

(
1− x∂gy

∂y

)
∂

∂y
= γ1Y, (6.7a)

LX2Y =
1

2

[
∂

∂x
+

(
y
∂gy
∂y
− x∂gy

∂x
− gy

)
∂

∂y

]
= γ2Y, (6.7b)

LX3Y = −gy
∂

∂x
+

(
3c

x4
+ y

∂gy
∂x

+
c

x3

∂gy
∂y

)
∂

∂y
= γ3Y, (6.7c)

for certain functions γ1, γ2, γ3 locally defined on R2. The left-hand side of (6.7a) has
no term ∂x but the right-hand one has it provided γ1 6= 0. Therefore, γ1 = 0 and
gy = y/x+G for a certain G = G(x). Next by introducing this result in (6.7b), we
find that γ2 = 1/2 and 2G+ xG′ = 0, so that G(x) = µ/x2 for µ ∈ R. Substituting
this into (6.7c), we obtain that γ3 = −(µ + xy)/x2 and µ2 = −4c. Consequently,
when c > 0 it does not exist any non-zero Y spanning locally D satisfying (6.7a)–
(6.7c) and V is therefore primitive, whilst if c ≤ 0 there exists a vector field

Y =
∂

∂x
+
(y
x

+
µ

x2

) ∂

∂y
, µ2 = −4c, (6.8)

which spans D, so that V is imprimitive. The case of D being spanned by the second
form of Y (6.6) can be analysed analogously and drives to the same conclusion.

Therefore the system (6.2) belongs to different classes within the GKO classifi-
cation according to the value of the parameter c. The final result is established in
the following statement.

Proposition 1. The Vessiot Guldberg Lie algebra for system (6.2), corresponding
to the the Milne–Pinney equations, is locally diffeomorphic to P2 for c > 0, I4 for
c < 0 and I5 for c = 0.
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Proof. Since V is primitive when c > 0 and this is isomorphic to sl(2), the GKO
classification given in Table 1 implies that V is locally diffeomorphic to the primitive
class P2.

Let us now consider that c < 0 and prove that the system is diffeomorphic
to the class I4. We do this by showing that there exists a local diffeomorphism
φ : (x, y) ∈ U ⊂ R2

x 6=y 7→ Ū ⊂ (u, v) ∈ R2
u6=0, satisfying that φ∗ maps the basis for I4

listed in Table 1 into (6.3). Due to the Lie bracket [X1, X3] = 2X2, verified in both
bases, it is only necessary to search the map for the generators X1 and X3 (so for
X2 this will be automatically fulfilled). By writing in coordinates

φ∗(∂x + ∂y) = −x∂y, φ∗(x
2∂x + y2∂y) = y∂x + c/x3∂y, (6.9)

we obtain(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
1

1

)
=

(
0

−u

)
,

(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
x2

y2

)
=

(
v

c/u3

)
.

Hence, ∂xu + ∂yu = 0 ⇒ u = g(x − y) for a certain g : z ∈ R 7→ g(z) ∈ R.
Since x2∂xu + y2∂yu = v, then v = (x2 − y2)g′, where g′ is the derivative of g(z)
in terms of z. Using now that ∂xv + ∂yv = −u we get 2(x − y)g′ = −g so that
g = λ/|x − y|1/2 where λ ∈ R\{0}. Substituting this into the remaining equation
x2∂xv+ y2∂yv = c/u3, we find that λ4 = −4c. Since c < 0, we consistently find that

u =
λ

|x− y|1/2
, v = − λ(x+ y)

2|x− y|1/2
, λ4 = −4c. (6.10)

Finally, let us set c = 0 and search for a local diffeomorphism φ : (x, y) ∈ U ⊂
R2
y 6=0 7→ Ū ⊂ (u, v) ∈ R2 such that φ∗ maps the basis corresponding to I5 into (6.3);

namely
φ∗(∂x) = −x∂y, φ∗(x

2∂x + xy∂y) = y∂x, (6.11)

yielding(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
1

0

)
=

(
0

−u

)
,

(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
x2

xy

)
=

(
v

0

)
.

Hence, ∂xu = 0 ⇒ u = g1(y) for a certain g1 : R → R. Since ∂xv = −u, then
v = −g1(y)x + g2(y) for another g2 : R → R. Using now the PDEs of the second
matrix, we see that xy∂yu = xyg′1 = v = −g1x + g2, so that g2 = 0 and g1 = λ/y,
where λ ∈ R\{0} and λ 6= 0 to avoid φ not to be a diffeomorphism. It can be checked
that the remaining equation is so fulfilled. Therefore u = λ/y and v = −λx/y.

We remark that, since the three classes P2, I4 and I5 appear in Table 2 in
Appendix 1, system (6.2) can always be associated to a symplectic form turning
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their vector fields Hamiltonian. In this respect, recall that it was recently proved,
that the system (6.2) is a Lie–Hamilton one for any value of c [35]. However, we
shall show that identifying it to one of the classes of the GKO classification will be
useful to study the relation of this system to other ones.

Example 2. Let us turn now to reconsider the second-order Kummer–Schwarz
equation (2.38) written as a first-order system (2.40)

dx

dt
= v,

dv

dt
=

3

2

v2

x
− 2c0x

3 + 2b1(t)x,

(6.12)

on TR0, with R0 = R− {0}, obtained by adding the new variable v ≡ dx/dt to the
KS-2 equation (2.38).

It is well known that (6.12) is a Lie system [87, 308]. In fact, it describes
the integral curves of the t-dependent vector field Xt = X3 + b1(t)X1 where the
vector fields X1, X2, X3 correspond to those in (2.42). Since their corresponding
commutation relations are the same as in (2.42). spanning a Vessiot–Guldberg Lie
algebra V isomorphic to sl(2). Thus, V can be isomorphic to one of the four sl(2)-Lie
algebras of vector fields in the GKO classification.

As in the previous subsection, we analyse if there exists a distribution D stable
under V and locally generated by a vector field Y of the first form given in (6.6)
(the same results can be obtained by assuming the second one). Notice that in this
section we change the notation in the variable v in (6.12), as v ↔ y. So, impossing
D to be stable under V yields

LX1Y = 2

(
x
∂gy
∂y
− 1

)
∂

∂y
= γ1Y, (6.13a)

LX2Y = − ∂

∂x
+

(
x
∂gy
∂x

+ 2y
∂gy
∂y
− 2gy

)
∂

∂y
= γ2Y, (6.13b)

LX3Y = −gy
∂

∂x
+

[
X3gy +

3y2

2x2
+ 6c x2 − 3y

x
gy

]
∂

∂y
= γ3Y, (6.13c)

for certain functions γ1, γ2, γ3 locally defined on R2. The left-hand side of (6.13a)
has no term ∂x and the right-hand one does not have it provided γ1 = 0. Hence,
γ1 = 0 and gy = y/x + F for a F = F (x). In view of (6.13b), we then obtain
γ2 = −1 and F − xF ′ = 0, that is, F (x) = µx for µ ∈ R. Substituting gy in (6.13c),
we obtain that γ3 = −µx − y/x and µ2 = −4c. Hence, as in the Milne–Pinney
equations, we find that if c > 0 it does not exist any Y spanning locally D satisfying
(6.13a)–(6.13c) and V is primitive, meanwhile if c ≤ 0, then D is spanned by the
vector field

Y =
∂

∂x
+
(y
x

+ µx
) ∂

∂y
, µ2 = −4c, (6.14)
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and V is imprimitive.
The precise classes of the GKO classification corresponding to the system (2.40)

are summarized in the following proposition.

Proposition 2. The Vessiot–Guldberg Lie algebra for system (6.12), associated
with the second-order Kummer–Schwarz equations, is locally diffeomorphic to P2 for
c > 0, I4 for c < 0 and I5 for c = 0.

Proof. The case with c > 0 provides the primitive class P2 since Y = 0. If c < 0 we
look for a local diffeomorphism φ : (x, y) ∈ U ⊂ R2

x 6=y 7→ Ū ⊂ (u, v) ∈ R2
u6=0, such

that φ∗ maps the basis of I4 into (2.38), that is,

φ∗(∂x + ∂y) = 2x∂y, φ∗(x
2∂x + y2∂y) = y∂x + (3

2y
2/x− 2c x3)∂y. (6.15)

Then(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
1

1

)
=

(
0

2u

)
,

(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
x2

y2

)
=

(
v

3
2v

2/u− 2c u3

)
.

Proceeding as in the proof of Proposition 1 we find that u = g(x − y) and v =
(x2 − y2)g′ for g : R → R. As now ∂xv + ∂yv = 2u we obtain 2(x − y)g′ = 2g,
so that g = λ(x − y) with λ ∈ R\{0} and assume λ 6= 0 to avoid φ not being a
diffeomorphism. The remaining equation x2∂xv + y2∂yv = 3

2v
2/u − 2c u3 implies

that 4λ2 = −1/c, which is consistent with the value c < 0. Then

u = λ(x− y), v = λ(x2 − y2), 4λ2 = −1/c. (6.16)

In the third possibility with c = 0 we require that φ∗ maps the basis of I5 into
(2.38) so fulfilling

φ∗(∂x) = 2x∂y, φ∗(x
2∂x + xy∂y) = y∂x + 3

2y
2/x∂y, (6.17)

that is,(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
1

0

)
=

(
0

2u

)
,

(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
x2

xy

)
=

(
v

3
2v

2/u

)
.

By taking into account the proof of Proposition 1, it is straightforward to check that
the four PDEs are satisfied for u = λy2 and v = 2λxy2 with λ ∈ R\{0}.

Example 3. Let us return to complex Riccati equations with t-dependent
real coefficients in the form (2.7). We already showed that this system has a
Vessiot–Guldberg Lie algebra P2 ' sl(2). Therefore, it is locally diffeomorphic to the
Vessiot–Guldberg Lie algebra appearing in the above Milne–Pinney and Kummer–
Schwarz equations whenever the parameter c > 0. In view of the GKO classification,
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there exist local diffeomorphisms relating the three first-order systems associated
with these equations. For instance, we can search for a local diffeomorphism φ :
(x, y) ∈ U ⊂ R2

y 6=0 7→ Ū ⊂ (u, v) ∈ R2
u6=0 mapping every system (2.7) into one of the

form (6.2), e.g., satisfying that φ∗ maps the basis of P2 in Table 1, related to the
planar Riccati equation, into the basis (6.3) associated with the Milne–Pinney one.
By writing in coordinates

φ∗(∂x) = −x∂y, φ∗[(x
2 − y2)∂x + 2xy∂y] = y∂x + c/x3∂y, (6.18)

we obtain(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
1

0

)
=

(
0

−u

)
,

(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)(
x2 − y2

2xy

)
=

(
v

c/u3

)
.

Similar computations to those performed in the proof of Proposition 1 for the three
PDEs ∂xu = 0, ∂xv = −u and (x2−y2)∂xu+2xy∂yu = v gives u = λ/|y|1/2 and v =
−λx/|y|1/2 with λ ∈ R\{0}. Substituting these results into the remaining equation
we find that λ4 = c which is consistent with the positive value of c. Consequently,
this maps the system (2.7) into (6.2) and the solution of the first one is locally
equivalent to solutions of the second one.

Summing up, we have explicitly proven that the three sl(2) Lie algebras of the
classes P2, I4 and I5 given in Table 2 in Appendix 1 cover the following sl(2)-Lie
systems

• P2: Milne–Pinney and Kummer–Schwarz equations for c > 0 as well as com-
plex Riccati equations with t-dependent coefficients,

• I4: Milne–Pinney and Kummer–Schwarz equations for c < 0,

• I5: Milne–Pinney and Kummer–Schwarz equations for c = 0 and the harmonic
oscillator with t-dependent frequency.

This means that, only within each class, they are locally diffeomorphic and,
therefore, there exists a local change of variables mapping one into another. Thus,
for instance, there does not exist any diffeomorphism mapping the Milne–Pinney and
Kummer–Schwarz equations with c 6= 0 to the harmonic oscillator. These results also
explain from an algebraic point of view the existence of the known diffeomorphism
mapping Kummer–Schwarz equations to Milne–Pinney equations [287] provided that
the sign of c is the same in both systems.

6.2 Lie–Hamilton biological models

In this section we focus on new applications of the Lie–Hamilton approach to Lotka–
Volterra-type systems and to a viral infection model. We also consider here the
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analysis of Buchdahl equations which can be studied through a Lie–Hamilton system
diffeomorphic to a precise t-dependent Lotka–Volterra system.

Example 4. We call generalized Buchdahl equations [73, 118, 122] the second-
order differential equations

d2x

dt2
= a(x)

(
dx

dt

)2

+ b(t)
dx

dt
, (6.19)

where a(x) and b(t) are arbitrary functions of their respective arguments. In order
to analyse whether these equations can be studied through a Lie system, we add the
variable y ≡ dx/dt and consider the first-order system of differential equations

dx

dt
= y,

dy

dt
= a(x)y2 + b(t)y.

(6.20)

Note that if (x(t), y(t)) is a particular solution of this system with y(t0) = 0 for a
particular t0 ∈ R, then y(t) = 0 for every t ∈ R and x(t) = λ ∈ R. Moreover, if
a(x) = 0 then the solution of the above system is also trivial. As a consequence, we
can restrict ourselves to studying particular solutions on R2

y 6=0 with a(x) 6= 0.
Next let us prove that (6.20) is a Lie system. Explicitly, (6.20) is associated with

the t-dependent vector field Xt = X1 + b(t)X2, where

X1 = y
∂

∂x
+ a(x)y2 ∂

∂y
, X2 = y

∂

∂y
. (6.21)

Since
[X1, X2] = −X1, (6.22)

these vector fields span a Lie algebra V isomorphic to h2 leaving invariant the distri-
bution D spanned by Y ≡ X1. Since the rank of DV is two, V is locally diffeomorphic
to the imprimitive class I14A with r = 1 and η1(x) = ex given in Table 2. This proves
for the first time that generalized Buchdahl equations written as the system (6.20)
are, in fact, not only a Lie system [87] but a Lie–Hamilton one.

Next by determining a symplectic form obeying LXiω = 0, with i = 1, 2 for the
vector fields (6.21) and the generic ω (5.10), it can be shown that this reads

ω =
exp

(
−
∫
a(x)dx

)
y

dx ∧ dy, (6.23)

which turns X1 and X2 into Hamiltonian vector fields with Hamiltonian functions

h1 = y exp

(
−
∫ x

a(x′)dx′
)
, h2 = −

∫ x

exp

(
−
∫ x′

a(x̄)dx̄

)
dx′, (6.24)
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respectively. Note that all the these structures are properly defined on R2
y 6=0 and

hold {h1, h2} = h1. Consequently, the system (6.20) has a t-dependent Hamiltonian
given by ht = h1 + b(t)h2.

Example 5. Consider the specific t-dependent Lotka–Volterra system [263,
400] of the form 

dx

dt
= ax− g(t)(x− ay)x,

dy

dt
= ay − g(t)(bx− y)y,

(6.25)

where g(t) is a t-dependent function representing the variation of the seasons and
a, b are certain real parameters describing the interactions among the species. We
hereafter focus on the case a 6= 0, as otherwise the above equation becomes, up
to a t-reparametrization, an autonomous differential equation that can easily be
integrated. We also assume g(t) to be a non-constant function and we restrict
ourselves to particular solutions on Rx,y 6=0 = {(x, y)|x 6= 0, y 6= 0} (the remaining
ones can be trivially obtained).

Let us prove that (6.25) is a Lie system and that for some values of the real
parameters a 6= 0 and b this is a Lie–Hamilton system as well. This system describes
the integral curves of the t-dependent vector field Xt = X1 + g(t)X2 where

X1 = ax
∂

∂x
+ ay

∂

∂y
, X2 = −(x− ay)x

∂

∂x
− (bx− y)y

∂

∂y
, (6.26)

satisfy
[X1, X2] = aX2, a 6= 0. (6.27)

Hence, X1 and X2 are the generators of a Lie algebra V of vector fields isomorphic
to h2 leaving invariant the distribution D on Rx,y 6=0 spanned by Y ≡ X2. According
to the values of the parameters a 6= 0 and b we find that

• When a = b = 1, the rank of DV on the domain of V is one. In view of Table
1 the Lie algebra V is thus isomorphic to I2 and, by taking into account Table
2, we conclude that X is a Lie system, but not a Lie–Hamilton one.

• Otherwise, the rank of DV is two, so that this Lie algebra is locally diffeomor-
phic to I14A with r = 1 and η1 = eax given in Table 2 and, consequently, X
is a Lie–Hamilton system. As a straightforward consequence, when a = 1 and
b 6= 1 the system (6.25) is locally diffeomorphic to the generalized Buchdahl
equations (6.20).

Let us now derive a symplectic structure (5.10) turning the elements of V into
Hamiltonian vector fields by solving the system of PDEs LX1ω = LX2ω = 0. The
first condition reads in local coordinates

LX1ω = (X1f + 2af)dx ∧ dy = 0. (6.28)
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So we obtain that f = F (x/y)/y2 for any function F : R → R. By imposing that
LX2ω = 0, we find

LX2ω =
[
(b− 1)x2 + (a− 1)yx

] ∂f
∂x

+ f [(b− 2)x+ ay] = 0. (6.29)

Notice that, as expected, f vanishes when a = b = 1. We study separately the
remaining cases: i) a 6= 1 and b 6= 1; ii) a = 1 and b 6= 1; and iii) a 6= 1 and b = 1.

When both a, b 6= 1 we write f = F (x/y)/y2, thus obtaining that ω reads, up to
a non-zero multiplicative constant, as

ω =
1

y2

(
x

y

) a
1−a
[
1− a+ (1− b)x

y

] 1
a−1

+ 1
b−1

dx ∧ dy, a, b 6= 1. (6.30)

From this, we obtain the following Hamiltonian functions for X1 and X2

h1 = a(1− b)1+ 1
a−1

+ 1
b−1

(
x

y

) 1
b−1

×

× 2F1

(
1

1− b
,

1

1− a
+

1

1− b
;
b− 2

b− 1
;
y(1− a)

x(b− 1)

)
,

h2 = −y
(
x

y

) 1
1−a
[
(1− a) + (1− b)x

y

] 1
a−1

+ 1
b−1

+1

,

(6.31)

where 2F1(α, β, γ, ζ) stands for the hypergeometric function

2F1(α, β, γ, z) =
∞∑
n=0

[(α)n(β)n/(γ)n]zn/n! (6.32)

with (δ)n = Γ(δ + n)/Γ(δ) being the rising Pochhmaler symbol. As expected,
{h1, h2}ω = −ah2.

When a = 1 and b 6= 1, the symplectic form for X becomes

ω =
1

y2
exp

(
y − (b− 2)x ln |x/y|

(b− 1)x

)
dx ∧ dy, b 6= 1, (6.33)

and the Hamiltonian functions for X1 and X2 read

h1 = −
(

1

1− b

) 1
b−1

Γ

(
1

1− b
,

y

x(1− b)

)
,

h2 = (b− 1)x

(
x

y

) 1
b−1

exp

(
y

(b− 1)x

)
,

(6.34)

with Γ(u, v) being the incomplete Gamma function, which satisfy {h1, h2}ω = −h2.
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Finally, when b = 1 and a 6= 1, we have

ω =
1

y2

(
x

y

) a
1−a

exp

(
x

y(a− 1)

)
dx ∧ dy, a 6= 1. (6.35)

Then, the Hamiltonian functions for X1 and X2 are, in this order,

h1 = a(1− a)
1

1−a Γ

(
1

1− a
,

x

y(1− a)

)
,

h2 = (a− 1)y exp

(
x

y(a− 1)

)(
x

y

) 1
1−a

.

(6.36)

Indeed, {h1, h2}ω = −ah2.

Example 6. The system of differential equations [306], is known as a class of
quadratic polynomial Lie systems

dx

dt
= b(t)x+ c(t)y + d(t)x2 + e(t)xy + f(t)y2,

dy

dt
= y,

(6.37)

where b(t), c(t), d(t), e(t) and f(t) are arbitrary t-dependent functions, is an interact-
ing species model of Lotka–Volterra type that belongs to the class of quadratic-linear
polynomial systems with a unique singular point at the origin [306].

In general, this system is not a Lie system. For instance, consider the particular
system associated to the t-dependent vector field Xt = d(t)X1 + e(t)X2 +X3,

X1 = x2 ∂

∂x
, X2 = xy

∂

∂x
, X3 = y

∂

∂y
, (6.38)

where d(t) and e(t) are non-constant and non-proportional functions. Notice that
V X contains X1, X2 and their successive Lie brackets, i.e. the vector fields

n−times︷ ︸︸ ︷
[X2, . . . [X2, X1] . . .] = x2yn

∂

∂x
≡ Yn. (6.39)

Hence, [X2, Yn] = Yn+1 and the family of vector fields X1, X2, X3, Y1, Y2, . . . span
an infinite-dimensional family of linearly independent vector fields over R so that X
is not a Lie system.

Hereafter we analyse the cases of (6.37) with d(t) = e(t) = 0 which provides
quadratic polynomial systems that are Lie systems. We call them quadratic polyno-
mial Lie systems; these are related to the system of differential equations [306]

dx

dt
= b(t)x+ c(t)y + f(t)y2,

dy

dt
= y.

(6.40)
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Note that if a solution (x(t), y(t)) of the above system is such that y(t0) = 0 for a
certain t0, then y(t) = 0 for all t ∈ R and the corresponding x(t) can be then easily
obtained. In view of this, we focus on those particular solutions within R2

y 6=0. The

system (6.40) is associated with the t-dependent vector field on R2
y 6=0 of the form

Xt = X1 + b(t)X2 + c(t)X3 + f(t)X4, where

X1 = y
∂

∂y
, X2 = x

∂

∂x
, X3 = y

∂

∂x
, X4 = y2 ∂

∂x
, (6.41)

satisfy the commutation rules

[X1, X2] = 0, [X1, X3] = X3, [X1, X4] = 2X4,

[X2, X3] = −X3, [X2, X4] = −X4, [X3, X4] = 0.
(6.42)

Note that V ' V1 n V2 where V1 = 〈X1, X2〉 ' R2 and V2 = 〈X3, X4〉 ' R2. In
addition, the distribution D spanned by Y ≡ ∂x is invariant under the action of the
above vector fields so, V is imprimitive. In view of Table 1, we find that (6.40) is a
Lie system corresponding to the imprimitive class I15 with V ' R2 nR2. By taking
into account our classification given in 2 in Appendix 1, we know that this is not a
Lie algebra of vector fields with respect to any symplectic structure.

Example 7. We now consider a subcase of (6.40) that provides a Lie–Hamilton
system. We will refer to such subcase as quadratic polynomial Lie–Hamilton
systems. In view of Table 2, the Lie subalgebra R n R2 of V is a Lie algebra of
Hamiltonian vector fields with respect to a symplectic structure, that is, I14 ⊂ I15.
So, it is natural consider the restriction of (6.40) to

dx

dt
= b x+ c(t)y + f(t)y2,

dy

dt
= y,

(6.43)

where b ∈ R\{1, 2} and c(t), f(t) are still t-dependent functions. The system (6.43)
is associated to the t-dependent vector field Xt = X1 + c(t)X2 + f(t)X3 on R2

y 6=0 =
{(x, y) ∈ R | y 6= 0}, where

X1 = b x
∂

∂x
+ y

∂

∂y
, X2 = y

∂

∂x
, X3 = y2 ∂

∂x
(6.44)

satisfy the commutation relations

[X1, X2] = (1− b)X2, [X1, X3] = (2− b)X3, [X2, X3] = 0. (6.45)

Therefore, the vector fields (6.44) generate a Lie algebra V ' V1 n V2, where V1 =
〈X1〉 ' R and V2 = 〈X2, X3〉 ' R2. The domain of V is R2

y 6=0 and the rank of
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DV is two. Moreover, the distribution D spanned by the vector field Y ≡ ∂x is
stable under the action of the elements of V , which turns V into an imprimitive
Lie algebra. So, V must be locally diffeomorphic to the imprimitive Lie algebra I14

displayed in Table 1 for r = 2. We already know that the class I14 is a Lie algebra
of Hamiltonian vector fields with respect to a symplectic structure.

By imposing LXiω = 0 for the vector fields (6.44) and the generic symplectic
form (5.10), it can be shown that ω reads

ω =
dx ∧ dy

yb+1
, (6.46)

which turns (6.44) into Hamiltonian vector fields with Hamiltonian functions

h1 = − x
yb
, h2 =

y1−b

1− b
, h3 =

y2−b

2− b
, b ∈ R\{1, 2}. (6.47)

Note that all the above structures are properly defined on R2
y 6=0. The above Hamil-

tonian functions span a three-dimensional Lie algebra with commutation relations

{h1, h2}ω = (b− 1)h2, {h1, h3}ω = (b− 2)h3, {h2, h3}ω = 0. (6.48)

Consequently, V is locally diffeomorphic to the imprimitive Lie algebra I14A of Table
2 such that the Lie–Hamilton algebra is R n R2 (also (R n R2) ⊕ R). The system
(6.43) has a t-dependent Hamiltonian

ht = b h1 + c(t)h2 + d(t)h3 = −b x
yb

+ c(t)
y1−b

1− b
+ d(t)

y2−b

2− b
. (6.49)

We point out that the cases of (6.43) with either b = 1 or b = 2 also lead to
Lie–Hamilton systems, but now belonging, both of them, to the class I14B of Table
2 as a central generator is required. For instance if b = 1, the commutation relations
(6.45) reduce to

[X1, X2] = 0, [X1, X3] = X3, [X2, X3] = 0, (6.50)

while the symplectic form and the Hamiltonian functions are found to be

ω =
dx ∧ dy

y2
, h1 = −x

y
, h2 = ln y, h3 = y, (6.51)

which together with h0 = 1 close the (centrally extended) Lie–Hamilton algebra
Rn R2, that is,

{h1, h2}ω = −h0, {h1, h3}ω = −h3, {h2, h3}ω = 0, {h0, ·}ω = 0.
(6.52)

A similar result can be found for b = 2.
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Example 8. Finally, let us consider a simple viral infection model given by
[153] 

dx

dt
= (α(t)− g(y))x,

dy

dt
= β(t)xy − γ(t)y,

(6.53)

where g(y) is a real positive function taking into account the power of the infection.
Note that if a particular solution satisfies x(t0) = 0 or y(t0) = 0 for a t0 ∈ R, then
x(t) = 0 or y(t) = 0, respectively, for all t ∈ R. As these cases are trivial, we restrict
ourselves to studying particular solutions within R2

x,y 6=0 = {(x, y) ∈ R2 | x 6= 0, y 6=
0}.

The simplest possibility consists in setting g(y) = δ, where δ is a constant.
Then, (6.53) describes the integral curves of the t-dependent vector field Xt =
(α(t)− δ)X1 + γ(t)X2 + β(t)X3, on R2

x,y 6=0, where the vector fields

X1 = x
∂

∂x
, X2 = −y ∂

∂y
, X3 = xy

∂

∂y
, (6.54)

satisfy the relations (6.50). So, X is a Lie system related to a Vessiot–Guldberg
Lie algebra V ' R n R2 where 〈X1〉 ' R and 〈X2, X3〉 ' R2. The distribution DV
has rank two on R2

x,y 6=0. Moreover, V is imprimitive, as the distribution D spanned
by Y ≡ ∂y is invariant under the action of vector fields of V . Thus V is locally
diffeomorphic to the imprimitive Lie algebra I14B for r = 2 and, in view of Table 2,
the system X is a Lie–Hamilton one.

Next we obtain that V is a Lie algebra of Hamiltonian vector fields with respect
to the symplectic form

ω =
dx ∧ dy

xy
. (6.55)

Then, the vector fields X1, X2 and X3 have Hamiltonian functions: h1 = ln |y|, h2 =
ln |x|, h3 = −x, which along h0 = 1 close the relations (6.52). If we assume V X = V ,
the t-dependent Hamiltonian ht = (α(t) − δ)h1 + γ(t)h2 + β(t)h3 gives rise to a
Lie–Hamiltonian structure (R2

x,y 6=0, ω, h) for X defining the Lie–Hamilton algebra

(Rn R2).

6.3 Other Lie–Hamilton systems on the plane

Example 9. Let us reconsider the Cayley–Klein Riccati equation reviewed in
(2.7),

dx

dt
= a0(t) + a1(t)x+ a2(t)(x2 − y2),

dy

dt
= a1(t)y + a2(t)2xy, (6.56)
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with a0(t), a1(t), a2(t) being arbitrary t-dependent real functions with t-dependent
vector field

Xt = a0(t)X1 + a1(t)X2 + a2(t)X3, (6.57)

where X1, X2, X3 have commutation relations (2.11). According to Table 1 in
Appendix 1, system (2.7) is a LH system possessing a Vessiot–Guldberg Lie algebra
diffeomorphic to the primitive Lie algebra P2 and the vector fields X1, X2, X3 are
Hamiltonian vector fields with respect to the symplectic form

ω =
dx ∧ dy

y2
. (6.58)

Then, some Hamiltonian functions hi of Xi (2.10) can be chosen to be

h1 = −1

y
, h2 = −x

y
, h3 = −x

2 + y2

y
, (6.59)

which satisfy

{h1, h2}ω = −h1, {h1, h3}ω = −2h2, {h2, h3}ω = −h3. (6.60)

Hence, (〈h1, h2, h3〉, {·, ·}ω) is a Lie–Hamilton algebra for X isomorphic to sl(2) and

h = a0(t)h1 + a1(t)h2 + a2(t)h3 (6.61)

is a t-dependent Hamiltonian function.
The above result can be generalized by making use of analytic continuation

and contractions which can also be understood as a Cayley–Klein approach [37,
219, 377, 423], which underlies the structure of the referred to as two-dimensional
Cayley–Klein geometries.

Consider the real plane with coordinates {x, y} and an ‘additional’ unit j such
that

j2 ∈ {−1,+1, 0}. (6.62)

Next, we define

z := x+ jy, z̄ := x− jy, (x, y) ∈ R2. (6.63)

Assuming that j commutes with real numbers, we can write

|z|2 := zz̄ = x2 − j2y2, z2 = x2 + j2y2 + 2jxy. (6.64)

In this way we find that the number z in (6.63) comprises three possibilities

• j2 = −1. In this case we are dealing with the usual complex numbers j := i
and z ∈ C. Hence

|z|2 = zz̄ = x2 + y2, z2 = x2 − y2 + 2ixy, z ∈ C. (6.65)
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• j2 = +1. Now we are dealing with the so-called split-complex numbers z ∈ C′.
The additional unit is usually known as the double or Clifford unit j := e [423].
Thus

|z|2 = zz̄ = x2 − y2, z2 = x2 + y2 + 2exy, z ∈ C′. (6.66)

• j2 = 0. In this last possibility z is known as a dual or Study number [423],
which can be regarded as a contracted case since

|z|2 = zz̄ = x2, z2 = x2 + 2εxy, z ∈ D. (6.67)

With these ingredients we shall call the Cayley–Klein Riccati equation [166] the
generalization of the complex Riccati equation (2.7) to z ∈ {C,C′,D}, that is,

dz

dt
= a0(t) + a1(t)z + a2(t)z2, z := x+ jy, (6.68)

which, for real t-dependent coefficients a0(t), a1(t), a2(t), gives rise to a system of
two differential equations

dx

dt
= a0(t) + a1(t)x+ a2(t)(x2 + j2y2),

dy

dt
= a1(t)y + a2(t)2xy, (6.69)

that generalizes the planar Riccati equation (2.7).

We now prove separately that the two remaining cases with j2 = +1 and j2 = 0
are also Lie–Hamilton systems.

Example 10. If we set j2 := +1, the system (6.69) is known as a Double-Clifford
or split-complex Riccati equation

dx

dt
= a0(t) + a1(t)x+ a2(t)(x2 + y2),

dy

dt
= a1(t)y + a2(t)2xy. (6.70)

The point is to analyze whether this is also a Lie system and, in affirmative case,
whether it is furthermore a Lie–Hamilton one with a Vessiot–Guldberg Lie algebra
diffeomorphic to a class given in Table 1.

Indeed, system (6.70) is related to the t-dependent vector field of the form (6.57)
with

X1 =
∂

∂x
, X2 = x

∂

∂x
+ y

∂

∂y
, X3 = (x2 + y2)

∂

∂x
+ 2xy

∂

∂y
. (6.71)

These again span a Vessiot–Guldberg real Lie algebra V ' sl(2) with the same
commutation rules given by (2.11). Hence (6.70) is a Lie system.
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Vector fields (6.71) do not arise exactly in the Lie algebras isomorphic to sl(2)
in Table 1, namely, P2, I4 and I5. Nevertheless, if we introduce in (6.71) the new
variables {u, v} defined by

u = x+ y, v = x− y, x = 1
2(u+ v), y = 1

2(u− v), (6.72)

we find that

X1 =
∂

∂u
+

∂

∂v
, X2 = u

∂

∂u
+ v

∂

∂v
, X3 = u2 ∂

∂u
+ v2 ∂

∂v
, (6.73)

which are, exactly, the vector fields appearing in the imprimitive Lie algebra I4 '
sl(2) of Table 1 and Table 2. Thus these are endowed with a closed and non-
degenerate two-form; the latter and some associated Hamiltonian functions are given
by

ω =
du ∧ dv

(u− v)2
, h1 =

1

u− v
, h2 =

u+ v

2(u− v)
, h3 =

uv

u− v
, (6.74)

which satisfy the same commutation relations (6.60).
In terms of the initial variables {x, y}, the expressions (6.74) turn out to be

ω = −dx ∧ dy

2y2
, h1 =

1

2y
, h2 =

x

2y
, h3 =

x2 − y2

2y
, (6.75)

to be compared with (6.58) and (6.59).

Example 11. When j2 = 0 the system (6.69) reduces to a Dual-Study Riccati
equation

dx

dt
= a0(t) + a1(t)x+ a2(t)x2,

dy

dt
= a1(t)y + a2(t)2xy, (6.76)

which can be regarded as a ‘contracted’ system from either (2.7) or (6.70). We
stress that this system appears as a part of the Riccati system employed in the
resolution of diffusion-type equations [389, 390]. Its relevance is due to the fact
that its general solution allows us to solve the whole Riccati system and to map
diffusion-type equations into an easily integrable PDE.

Let us prove that (6.76) is a Lie–Hamilton system. It is clear that this is a Lie
system as this is related to the t-dependent vector field Xt = a0(t)X1 + a1(t)X2 +
a2(t)X3, where

X1 =
∂

∂x
, X2 = x

∂

∂x
+ y

∂

∂y
, X3 = x2 ∂

∂x
+ 2xy

∂

∂y
, (6.77)

span a Vessiot–Guldberg real Lie algebra V ' sl(2) with commutation rules given
by (2.11). These vector fields do not appear again in Table 1. Nevertheless, we
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can map them into a basis given in Table 1, by choosing an appropiate change of
variables.

We assume y > 0, while the case y < 0 can be studied analogously giving a
similar result. Consider the new variables {u, v} defined by

u = x, v =
√
y, x = u, y = v2. (6.78)

By writting vector fields (6.77) in the new variables, we obtain

X1 =
∂

∂u
, X2 = u

∂

∂u
+

1

2
v
∂

∂v
, X3 = u2 ∂

∂u
+ uv

∂

∂v
, (6.79)

which are those appearing in the imprimitive Lie algebra I5 ' sl(2) of Table 1 and
Table 2 and so we get

ω =
du ∧ dv

v3
, h1 = − 1

2v2
, h2 = − u

2v2
, h3 = − u2

2v2
. (6.80)

These Hamiltonian functions satisfy the commutation relations (6.60). Consequently,h1, h2, h3

span a Lie algebra isomorphic to sl(2).
Finally we write the expressions (6.80) in terms of the initial variables {x, y}

ω =
dx ∧ dy

2y2
, h1 = − 1

2y
, h2 = − x

2y
, h3 = −x

2

2y
, (6.81)

which fulfill the commutation relations (6.60). Therefore, the system (6.76) is, once
more, an sl(2)-Lie-Hamilton system possessing a Vessiot–Guldberg Lie algebra dif-
feomorphic to I5 and a LH algebra (〈h1, h2, h3〉, {·, ·}ω) ' sl(2).

We conclude that the Cayley–Klein Riccati equation (6.68) comprises in a uni-
fied way the three non-diffeomorphic Vessiot–Guldberg Lie algebras of Hamiltonian
vector fields isomorphic to sl(2): P2, I4 and I5.

Other sl(2)-Lie–Hamilton systems and ‘equivalence’

In this section we present some sl(2)-Lie–Hamilton systems of mathematical and
physical interest. To keep notation simple, we say that a second-order differential
equation is a Lie system (resp. LH system) when the first-order system obtained
from it by adding a new variable y := dx/dt, is a Lie system (resp. Lie–Hamilton
system).

We here study the coupled Riccati equation, Milne–Pinney and second-order
Kummer–Schwarz equations, certain Lie systems appearing in the study of diffusion
equations, the Smorodinsky–Winternitz system and the harmonic oscillator, both
with a t-dependent frequency. Next we establish, according to Table 1, the equiv-
alence among them and also among the three cases covered by the Cayley–Klein
Riccati equation. More precisely, we establish which of all of the above systems are
locally diffeomorphic.
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Example 12. Consider the system of coupled Riccati equations given in (4.10)
for n = 2 [318], with x1 = x and x2 = y.

dx

dt
= a0(t) + a1(t)x+ a2(t)x2,

dy

dt
= a0(t) + a1(t)y + a2(t)y2, (6.82)

This system can be expressed as a t-dependent vector field (6.57) where

X1 =
∂

∂x
+

∂

∂y
, X2 = x

∂

∂x
+ y

∂

∂y
, X3 = x2 ∂

∂x
+ y2 ∂

∂y
, (6.83)

so that these vector fields exactly reproduce those given in Table 1 for the class
I4 ' sl(2) which, in turn, means that this system is locally diffeomorphic to the
split-complex Riccati equation (6.70).

Example 13. The Milne–Pinney equation [287] was shown in (6.2) as a first-
order system 

dx

dt
= y,

dy

dt
= −ω2(t)x+

c

x3
,

(6.84)

It has an associated t-dependent vector field X = X3 + ω2(t)X1, with vector
fields

X1 = −x ∂
∂y
, X2 =

1

2

(
y
∂

∂y
− x ∂

∂x

)
, X3 = y

∂

∂x
+

c

x3

∂

∂y
, (6.85)

The vector fields X1, X2, X3 span a Lie algebra isomorphic to sl(2) with Lie
brackets given by (6.4).

Proposition 3. The system (6.2) is a Lie–Hamilton system of class P2 for c > 0,
I4 for c < 0 and I5 for c = 0 given in Table 1.

Therefore, as the Cayley–Klein Riccati equation (6.69), the Milne–Pinney equa-
tions include the three possibilities of Vessiot–Guldberg Lie algebras isomorphic to
sl(2) of Hamiltonian vector fields.

Example 14. Reconsider the second-order Kummer–Schwarz equation stud-
ied in [87] and it was earlier shown in (2.38), which was rewritten in terms of a
first-order system (2.40), 

dx

dt
= v,

dv

dt
=

3

2

v2

x
− 2c0x

3 + 2b1(t)x,

(6.86)
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on TR0, with R0 = R− {0}, obtained by adding the new variable v ≡ dx/dt to the
KS-2 equation (2.38).

This system has an associated t-dependent vector field M = M3 +η(t)M1, where
the vector fields correspond with

M1 = 2x
∂

∂v
, M2 = x

∂

∂x
+ 2v

∂

∂v
, M3 = v

∂

∂x
+

(
3

2

v2

x
− 2c0x

3

)
∂

∂v
(6.87)

satisfy the commutation relations

[M1,M3] = 2M2, [M1,M2] = M1, [M2,M3] = M3. (6.88)

that span a Lie algebra isomorphic to sl(2). It can be proven that (6.86) comprises,
once more, the three Vessiot–Guldberg Lie algebras of Hamiltonian vector fields
isomorphic to sl(2) given in Table 1 according to the value of the parameter c [32].

Proposition 4. The system (6.86) is a LH system of class P2 for c > 0, I4 for
c < 0 and I5 for c = 0 given in Table 1 in Appendix 1.

Example 15. A diffusion equation can be transformed into a simpler PDE by solv-
ing a system of seven first-order ordinary differential equations (see [389] and [390,
p. 104] for details). This system can be easily solved by integrating its projection to
R2, known as the planar diffusion Riccati system given by

dx

dt
= −b(t) + 2c(t)x+ 4a(t)x2 + a(t)c0y

4,
dy

dt
=
(
c(t) + 4a(t)x

)
y, (6.89)

where a(t), b(t) and c(t) are arbitrary t-dependent functions and c0 ∈ {0, 1}. We
call this system planar diffusion Riccati system. This system is related to the t-
dependent vector field

X = a(t)X3 − b(t)X1 + c(t)X2, (6.90)

where

X1 =
∂

∂x
, X2 = 2x

∂

∂x
+ y

∂

∂y
, X3 = (4x2 + c0y

4)
∂

∂x
+ 4xy

∂

∂y
, (6.91)

satisfy the commutation relations

[X1, X2] = 2X1, [X1, X3] = 4X2, [X2, X3] = 2X3. (6.92)

Consequently, they span a Lie algebra isomorphic to sl(2). For c0 = 1 the change of
variables

u = 2x+ y2, v = 2x− y2, x = 1
4(u+ v), y =

√
(u− v)/2 (6.93)
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maps these vector fields to a basis of I4 (see Table 1). Writing the symplectic
structure and the Hamiltonian functions in the coordinate system {x, y}, we obtain

ω =
dx ∧ dy

y3
, h1 = − 1

2y2
, h2 = − x

y2
, h3 =

−2x2

y2
+

1

2
y2, (6.94)

that satisfy

{h1, h2}ω = −2h1, {h1, h3}ω = −4h2, {h2, h3}ω = −2h3. (6.95)

For the case c0 = 0, we have that the vector fields (6.91) form a basis of I5 (see
(6.79)). Hence, their associated symplectic form and some corresponding Hamilto-
nian functions can easily be obtained from Table 1.

Equivalence among sl(2)-Lie-Hamilton systems

Consequently, by taking into account all the above results, we are led to the following
statement.

Theorem 5. The sl(2)-Lie-Hamilton systems (2.40), (4.10), (6.2), (6.69) and
(6.89) are equivalent through local diffeomorphisms whenever their Vessiot–Guldberg
Lie algebras belong to the same class in Table 1, that is,

• P2: Milne–Pinney and Kummer–Schwarz equations for c > 0 as well as com-
plex Riccati equations.

• I4: Milne–Pinney and Kummer–Schwarz equations for c < 0, coupled Ric-
cati equations, split-complex Riccati equations and the planar diffusion Riccati
system with c0 = 1.

• I5: Milne–Pinney and Kummer–Schwarz equations for c = 0 as well as dual-
Study Riccati equations, planar diffusion Riccati system with c0 = 0 and the
harmonic oscillator with t-dependent frequency.

All of the above systems are considered to have t-dependent coefficients.

Only within each class, these systems are locally diffeomorphic and, therefore,
there exists a local t-independent change of variables mapping one into another.
For instance, there does not exist any diffeomorphism on R2 mapping the Milne–
Pinney and Kummer–Schwarz equations with c 6= 0 to the harmonic oscillator with
a t-dependent frequency as the latter correspond to set c = 0 and belong to class
I5. Moreover, these results also explain the existence of the known diffeomorphism
mapping Kummer–Schwarz equations to Milne–Pinney equations, which from our
approach, should be understood in a ‘unified map’ [287], that is, the value of the
parameter c should be considered and everything works whenever the same sign of
c is preserved.
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6.4 Two-photon Lie–Hamilton systems

In this section, we study two different Lie–Hamilton systems that belong to the same
class P5 in Table 1; these are a dissipative harmonic oscillator and the second-order
Riccati equation in Hamiltonian form. As a consequence, there exists a diffeomor-
phism mapping one into the other when they are written as first-order systems.

The five generators X1, . . . , X5 written in Table 1 satisfy the Lie brackets

[X1, X2] = 0, [X1, X3] = X1, [X1, X4] = 0, [X1, X5] = X2,

[X2, X3] = −X2, [X2, X4] = X1, [X2, X5] = 0, [X3, X4] = −2X4,

[X3, X5] = 2X5, [X4, X5] = −X3,

(6.96)

in such a manner that they span a Lie algebra isomorphic to sl(2) n R2 where
R2 = 〈X1, X2〉 and sl(2) = 〈X3, X4, X5〉. Such vector fields are Hamiltonian ones
with respect to the canonical symplectic form ω = dx∧ dy. Nevertheless, the corre-
sponding Hamiltonian functions must be enlarged with a central generator h0 = 1
giving rise to the centrally extended Lie algebra sl(2) nR2 which is, in fact, iso-
morphic to the two-photon Lie algebra h6 = 〈h1, h2, h3, h4, h5, h0〉 [31, 428]. That is
why we shall call these systems two-photon Lie–Hamilton systems. The Lie brackets
between these functions read

{h1, h2}ω = h0, {h1, h3}ω = −h1, {h1, h4}ω = 0, {h1, h5}ω = −h2,

{h2, h3}ω = h2, {h2, h4}ω = −h1, {h2, h5}ω = 0, {h3, h4}ω = 2h4,

{h3, h5}ω = −2h5, {h4, h5}ω = h3, {h0, ·}ω = 0.

(6.97)

Notice that h6 ' sl(2) n h3, where h3 ' 〈h0, h1, h2〉 is the Heisenberg–Weyl Lie
algebra and sl(2) ' 〈h3, h4, h5〉. Since h4 ' 〈h0, h1, h2, h3〉 is the harmonic oscillator
algebra (isomorphic to iso(1, 1) in the class I8), we have the embeddings h3 ⊂ h4 ⊂
h6.

Example 16. The t-dependent Hamiltonian for the dissipative harmonic oscil-
lator studied in [113] is given by

h(t, q, p) = α(t)
p2

2
+ β(t)

pq

2
+ γ(t)

q2

2
+ δ(t)p+ ε(t)q + φ(t), (6.98)

where α(t), β(t), γ(t), δ(t), ε(t), φ(t) are real t-dependent functions. The correspond-
ing Hamilton equations read

dq

dt
=
∂h

∂p
= α(t) p+

β(t)

2
q + δ(t),

dp

dt
= −∂h

∂q
= −

(
β(t)

p

2
+ γ(t)q + ε(t)

)
.

(6.99)
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This system has an associated t-dependent vector field

X = δ(t)X1 − ε(t)X2 +
β(t)

2
X3 + α(t)X4 − γ(t)X5 (6.100)

where

X1 =
∂

∂q
, X2 =

∂

∂p
, X3 = q

∂

∂q
− p ∂

∂p
,

X4 = p
∂

∂q
, X5 = q

∂

∂p
,

(6.101)

are, up to a trivial change of variables x = q and y = p, the vector fields of the
basis of P5 given in Table 1. Hence, their Hamiltonian functions with respect to the
symplectic structure ω = dq ∧ dp are indicated in Table 1.

Example 17. We reconsider the family of second-order Riccati equation (2.23)
which arose by reducing third-order linear differential equations through a dilation
symmetry and a t-reparametrization [115]. The crucial point is that a quite general
family of second-order Riccati equations (2.23) admits a t-dependent Hamiltonian
(see [115, 308] for details) given by

h(t, x, p) = −2
√
−p− p

(
a0(t) + a1(t)x+ a2(t)x2

)
, p < 0, (6.102)

where a0(t), a1(t), a2(t) are certain functions related to the t-dependent coefficients
of (2.23). The corresponding Hamilton equations are (2.28) so that the associated
t-dependent vector field has the expression

X = X1 − a0(t)X2 − a1(t)X3 − a2(t)X4, (6.103)

such these vector fields correspond with (2.29) and close the commutation relations
(2.30), where

Y1 =
1√
−p

∂

∂x
, Y2 =

∂

∂x
, Y3 = x

∂

∂x
− p ∂

∂p
,

Y4 = x2 ∂

∂x
− 2xp

∂

∂p
.

(6.104)

Another vector field

Y5 =
x√
−p

∂

∂x
+ 2
√
−p ∂

∂p
(6.105)

If we set
Y1 = − 1√

2
X5, Y2 = 1√

2
X1, Y3 = −2X3,

Y4 = −X4, Y5 = X2,
(6.106)

we find that the commutation relations for Y1, . . . , Y5 coincide with (6.96) and there-
fore span a Lie algebra isomorphic to sl(2)nR2. Indeed, it is a Lie–Hamilton system
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endowed with a canonical symplectic form ω = dx∧ dp. The Hamiltonian functions
corresponding to the vector fields (2.29) turn out to be

h̃1 = −2
√
−p, h̃2 = p, h̃3 = xp,

h̃4 = x2p, h̃5 = −2x
√
−p,

(6.107)

which span along with h̃0 = 1 a Lie algebra of functions isomorphic to the two-
photon Lie algebra h6 [35, 109] with non-vanishing Poisson brackets given by

{h̃1, h̃3}ω = −1

2
h̃1, {h̃1, h̃4}ω = −h̃5, {h̃1, h̃5}ω = 2h̃0,

{h̃2, h̃3}ω = −h̃2, {h̃2, h̃4}ω = −2h̃3, {h̃2, h̃5}ω = −h̃1,

{h̃3, h̃4}ω = −h̃4, {h̃3, h̃5}ω = −1

2
h̃5.

(6.108)

Under the identification

h1 = − 1√
2
h̃5, h2 = 1√

2
h̃1, h3 = −2h̃3, h4 = −h̃4,

h5 = h̃2, h0 = h̃0,
(6.109)

we recover the Poisson brackets (6.97). Furthermore, the expressions for the
vector fields and their Hamiltonian functions written in Table 1 for the class P5, in
variables {u, v}, can be obtained from X1, . . . , X5 by applying the change of variables
defined by

u =
√
−2p, v = x

√
−2p, x =

v

u
, p = −1

2
u2, (6.110)

such that ω = dx ∧ dp := du ∧ dv. Notice that p/
√
−p = −

√
−p since p < 0.

The main results of this section are then summarized as follows.

Proposition 6. The dissipative harmonic oscillator (6.98) and the Hamilton equa-
tions (2.28) corresponding to the second-order Riccati equation (2.23) are P5-Lie–
Hamilton systems with Lie–Hamilton algebra isomorphic to the two-photon one h6.
Consequently, all are locally diffeomorphic.

6.5 h2-Lie–Hamilton systems

Let us study class I14A ' R n Rr with r = 1 of Table 1. It admits a basis of vector
fields X1 = ∂x and X2 = η1(x)∂y. If we require that these two vector fields close a
non-abelian Lie algebra, we choose [X1, X2] = X2, with no loss of generality, then
η1(x) = ex, that is:

X1 =
∂

∂x
, X2 = ex

∂

∂y
, [X1, X2] = X2, (6.111)
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that we denote by h2 ' RnR. This is a Vessiot–Guldberg Lie algebra of Hamiltonian
vector fields when endowed with the canonical symplectic form ω = dx∧dy. Hence,
we can choose:

h1 = y, h2 = −ex, {h1, h2}ω = −h2. (6.112)

In the following, we prove that the complex Bernoulli equation with t-dependent
real coefficients has an underlying h2-Lie algebra. Furthermore, we relate this fact
with the generalized Buchdahl equations and t-dependent Lotka–Volterra systems.
It is remarkable that all particular cases of Cayley–Klein Riccati equations (6.69)
with a2(t) = 0 are h2-Lie–Hamilton systems. Finally, we prove that all of these
systems are locally diffeomorphic and belong to the same class Ir=1

14A ' h2.

Example 18. The complex Bernoulli equation [317] with t-dependent real co-
efficients takes the form

dz

dt
= a1(t)z + a2(t)zn, n /∈ {0, 1}, (6.113)

where z ∈ C and a1(t), a2(t) are arbitrary t-dependent real functions. This is a
generalization to the complex numbers of the usual Bernoulli equation. By writing
z := x+ iy, equation (6.113) reads

dx

dt
= a1(t)x+ a2(t)

n∑
k=0
k even

(
n
k

)
xn−kikyk, (6.114)

dy

dt
= a1(t)y + a2(t)

n∑
k=1
k odd

(
n
k

)
xn−kik−1yk. (6.115)

This can be studied in terms of the t-dependent vector field X = a1(t)X1 +a2(t)X2,
where

X1 = x
∂

∂x
+ y

∂

∂y
,

X2 =

n∑
k=0
k even

(
n
k

)
xn−kikyk

∂

∂x
+

n∑
k=1
k odd

(
n
k

)
xn−kik−1yk

∂

∂y

(6.116)

and their commutation relation is

[X1, X2] = (n− 1)X2, (6.117)

which is isomorphic to h2. In the GKO classification [32, 210] there is just one Lie
algebra isomorphic to h2 whose vector fields are not proportional at each point: I14A

with r = 1. So, 〈X1, X2〉 is a Lie algebra of Hamiltonian vector fields in view of the
results of Table 2.
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Let us inspect the case n = 2. So, the vector fields in (6.116) read X1 =
x∂x + y∂y and X2 = (x2 − y2)∂x + 2xy∂y, and become Hamiltonian with respect to
the symplectic form and Hamiltonian functions

ω =
dx ∧ dy

y2
, h1 = −x

y
, h2 = −x

2 + y2

y
. (6.118)

Additionally, {h1, h2}ω = −h2. Notice that, in this very particular case, the Hamilto-
nian functions become in the form given in Table 2 for the positive Borel subalgebra
of P2 ' sl(2). In fact, for n = 2 the equation (6.113) is a particular case of the
complex Riccati equation (2.7) with a0 = 0.

Let us now take a closer look at n = 3. So, the vector field X2 read

X2 =
(
x3 − 3xy2

) ∂

∂x
+
(
3x2y − y3

) ∂
∂y

(6.119)

and it can be shown that X1 and X2 become Hamiltonian vector fields with respect
to the symplectic form

ω =
x2 + y2

x2y2
dx ∧ dy. (6.120)

Moreover, X1 and X2 admit Hamiltonian functions

h1 =
y2 − x2

xy
, h2 = −(x2 + y2)2

xy
, (6.121)

satisfying {h1, h2}ω = −2h2. Other new results come out by setting n > 3.

Example 19. The generalized Buchdahl equations [73, 118, 122] are the
second-order differential equations given by (6.19) which can be rewritten in terms
of a first-order system (6.20), 

dx

dt
= y,

dy

dt
= a(x)y2 + b(t)y.

(6.122)

such that X = X1 + b(t)X2, where the vector fields corresponded with (6.21).
These vector fields span a Lie algebra diffeomorphic to Ir=1

14A ' h2 so that (6.122)
is a Lie–Hamilton system. The corresponding symplectic form and Hamiltonian
functions can be found in [32].

Example 20. Finally, consider the particular Lotka–Volterra systems [263,
400] given by

dx

dt
= ax− g(t)(x− ay)x,

dy

dt
= ay − g(t)(bx− y)y, a 6= 0, (6.123)
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where g(t) determines the variation of the seasons, while a and b are constants
describing the interactions among the species. System (6.123) is associated with the
t-dependent vector field X = X1 + g(t)X2 where

X1 = ax
∂

∂x
+ ay

∂

∂y
, X2 = −(x− ay)x

∂

∂x
− (bx− y)y

∂

∂y
, (6.124)

satisfy
[X1, X2] = aX2, a 6= 0. (6.125)

Hence, (6.123) is a Lie system. Moreover, it has been proven in [32] that, except for
the case with a = b = 1, this is also a LH system belonging to the family Ir=1

14A ' h2.
Hence, we conclude this section with the following statement.

Proposition 7. The complex Bernoulli equation (6.115), the generalized Buchdahl
equations (6.122) and the t-dependent Lotka–Volterra systems (6.123) (with the ex-
ception of a = b = 1) are LH systems with a Vessiot–Guldberg Lie algebra diffeo-
morphic to Ir=1

14A ' h2 in Table 1. Thus all of these systems are locally diffeomorphic.

7 Dirac–Lie systems

A step further on the study of structure-Lie systems is the consideration of Dirac–
Lie systems. The introduction of this type of system presents some advantages over
different approaches to certain physical systems. In the following paragraph, the
importance of Dirac–Lie systems will be clearly stated.

7.1 Motivation for Dirac–Lie systems

Dirac–Lie systems arise due to the existence of certain Lie systems which do not have
a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields with respect to a Poisson
structure, but they do with respect to a presymplectic one. A possible structure
incorporating the presymplectic and Poisson structure is the Dirac structure. We
will illustrate this fact with the following example.

Example 1. Let us reconsider the third-order Kummer–Schwarz equation
[52, 216], 

dx

dt
= v,

dv

dt
= a,

da

dt
=

3

2

a2

v
− 2c0(x)v3 + 2b1(t)v,

(7.1)

on the open submanifold O2 = {(x, v, a) ∈ T2R | v 6= 0} of T2R ' R3. Its associated
t-dependent vector field is X3KS = N3 + b1(t)N1.
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If b1(t) is not a constant, the Vessiot–Guldberg Lie algebra is isomorphic to
sl(2,R) on O2 = {(x, v, a) ∈ T 2R | v 6= 0} made up with vector fields (2.65). Hence,
X3KS is a Lie system.

However, X3KS is not a Lie–Hamilton system when b1(t) is not a constant.

Indeed, in this case DX3KS
coincides with TO2 on O2. If X3KS were also a Lie–

Hamilton system with respect to (N,Λ), then V X3KS
would consist of Hamiltonian

vector fields and the characteristic distribution associated to Λ would have odd-
dimensional rank on O2. This is impossible, as the local Hamiltonian vector fields
of a Poisson manifold span a generalized distribution of even rank at each point.
Our previous argument can easily be generalized to formulate the following ‘no-go’
theorem.

Theorem 1. (Lie–Hamilton no-go Theorem) If X is a Lie system on an odd-
dimensional manifold N satisfying that DXx0

= Tx0N for a point x0 in N , then X is
not a Lie–Hamilton system on N .

Note that from the properties of rX it follows that, if DXx0
= Tx0N for a point

x0, then DXx = TxN for x in an open neighborhood Ux0 3 x0. Hence, we can merely
consider whether X is a Lie–Hamilton system on N\Ux0 .

Despite the previous negative results, system (2.64) admits another interesting
property: we can endow the manifold O2 with a presymplectic form ω3KS in such a
way that V X3KS

consists of Hamiltonian vector fields with respect to it. Indeed, by
considering the equations LY1ω3KS = LY2ω3KS = LY3ω3KS = 0 and dω3KS = 0, we
can readily find the presymplectic form

ω3KS =
dv ∧ da
v3

(7.2)

on O2. Additionally, we see that

ιY1ω3KS = d

(
2

v

)
, ιY2ω3KS = d

( a
v2

)
, ιY3ω3KS = d

(
a2

2v3
+ 2c0v

)
. (7.3)

So, the system X3KS becomes a Lie system with a Vessiot–Guldberg Lie algebra of
Hamiltonian vector fields with respect to ω3KS . As seen later on, systems of this
type can be studied through appropriate generalizations of the methods employed
to investigate Lie–Hamilton systems.

Example 2. Another example of a Lie system which is not a Lie–Hamilton system
but admits a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields with respect
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to a presymplectic form is the Riccati system

ds

dt
= −4a(t)us− 2d(t)s,

dx

dt
= (c(t) + 4a(t)u)x+ f(t)− 2ug(t),

du

dt
= −b(t) + 2c(t)u+ 4a(t)u2,

dy

dt
= (2a(t)x− g(t))v,

dv

dt
= (c(t) + 4a(t)u)v,

dz

dt
= a(t)x2 − g(t)x,

dw

dt
= a(t)v2,

(7.4)

where a(t), b(t), c(t), d(t), f(t) and g(t) are arbitrary t-dependent functions. The
interest of this system is due to its use in solving diffusion-type equations, Burger’s
equations, and other PDEs [389].

Since every particular solution (s(t), u(t), v(t), w(t), x(t), y(t), z(t)) of (7.4), with
v(t0) = 0 (s(t0) = 0) for a certain t0 ∈ R, satisfies v(t) = 0 (s(t) = 0) for every
t, we can restrict ourselves to analyzing system (7.4) on the submanifold M =
{(s, u, v, w, x, y, z) ∈ R7 | v 6= 0, s 6= 0}. This will simplify the application of our
techniques without omitting any relevant detail.

System (7.4) describes integral curves of the t-dependent vector field

XRS
t = a(t)X1 − b(t)X2 + c(t)X3 − 2d(t)X4 + f(t)X5 + g(t)X6, (7.5)

where

X1 = −4us
∂

∂s
+ 4u2 ∂

∂u
+ 4uv

∂

∂v
+ v2 ∂

∂w
+ 4ux

∂

∂x
+ 2xv

∂

∂y
+ x2 ∂

∂z
,

X2 =
∂

∂u
, X3 = 2u

∂

∂u
+ v

∂

∂v
+ x

∂

∂x
, X4 = s

∂

∂s
, X5 =

∂

∂x
,

X6 = −2u
∂

∂x
− v ∂

∂y
− x ∂

∂z
, X7 =

∂

∂z
.

(7.6)

Their commutation relations are

[X1, X2] = 4(X4 −X3), [X1, X3] = −2X1, [X1, X5] = 2X6, [X1.X6] = 0,

[X2, X3] = 2X2, [X2, X5] = 0, [X2, X6] = −2X5,

[X3, X5] = −X5, [X3, X6] = X6,

[X5, X6] = −X7,

(7.7)

and X4 and X7 commute with all the vector fields. Hence, system (7.4) is a Lie
system associated to a Vessiot–Guldberg Lie algebra V isomorphic to (sl(2,R) n
h2) ⊕ R, where sl(2,R) ' 〈X1, X2, X4 − X3〉, h2 ' 〈X5, X6, X7〉 and R ' 〈X4〉. It
is worth noting that this new example of Lie system is one of the few Lie systems
related to remarkable PDEs until now [91].
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Observe that (7.4) is not a Lie–Hamilton system when V XRS
= V . In this

case DXRS

p = TpM for any p ∈ M and, in view of Theorem 1 and the fact that

dimTpM = 7, the system XRS is not a Lie–Hamilton system on M .
Nevertheless, we can look for a presymplectic form turning XRS into a Lie system

with a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields. Looking for a
non-trivial solution of the system of equations LXkωRS = 0, with k = 1, . . . , 7, and
dωRS = 0, one can find the presymplectic two-form

ωRS = −4wdu ∧ dw
v2

+
dv ∧ dw

v
+

4w2du ∧ dv
v3

. (7.8)

In addition, we can readily see that dωRS = 0 and X1, . . . , Xr are Hamiltonian vector
fields

ιX1ωRS = d

(
4uw − 8u2w2

v2
− v2

2

)
, ιX2ωRS = −d

(
2w2

v2

)
,

ιX3ωRS = d

(
w − 4w2u

v2

)
,

(7.9)

and ιXkωRS = 0 for k = 4, . . . , 7.

Apart from the above examples, other non Lie–Hamilton systems that admit a
Vessiot–Guldberg Lie algebra of Hamiltonian vector fields with respect to a presym-
plectic form can be found in the study of certain reduced Ermakov systems [226],
Wei–Norman equations for dissipative quantum oscillators [102], and sl(2,R)–Lie
systems [353].

A straightforward generalization of the concept of a Lie–Hamilton system to
Dirac manifolds would be a Lie system admitting a Vessiot–Guldberg Lie algebra
V of vector fields for which there exists a Dirac structure L such that V consists of
L-Hamiltonian vector fields.

7.2 Dirac–Lie Hamiltonians

In view of Theorem 7, every Lie–Hamilton system admits a Lie–Hamiltonian. Since
Dirac–Lie systems are generalizations of these systems, it is natural to investigate
whether Dirac–Lie systems admit an analogous property.

Definition 2. A Dirac–Lie Hamiltonian structure is a triple (N,L, h), where (N,L)
stands for a Dirac manifold and h represents a t-parametrized family of admissible
functions ht : N → R such that Lie({ht}t∈R, {·, ·}L) is a finite-dimensional real Lie
algebra. A t-dependent vector field X is said to admit, to have or to possess a
Dirac–Lie Hamiltonian (N,L, h) if Xt + dht ∈ Γ(L) for all t ∈ R.

Note 3. For simplicity, we hereafter call Dirac–Lie Hamiltonian structures Dirac–
Lie Hamiltonians.
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From the above definition, we see that system (2.64) related to the third-order
Kummer–Schwarz equations possesses a Dirac–Lie Hamiltonian (N,Lω3KS , h3KS)
and system (7.4), used to analyze diffusion equations, admits a Dirac–Lie Hamilto-
nian (N,LωRS , hRS).

Consider the third-order Kummer–Schwarz equation in first-order form (2.64).
Remind that N1, N2, and N3 are Hamiltonian vector fields with respect to the
presymplectic manifold (O2, ω3KS). It follows from relations (7.3) that the vector
fields N1, N2, and N3 have Hamiltonian functions

h1 = −2

v
, h2 = − a

v2
, h3 = − a2

2v3
− 2c0v, (7.10)

respectively. Moreover,

{h1, h3} = 2h2, {h1, h2} = h1, {h2, h3} = h3, (7.11)

where {·, ·} is the Poisson bracket on Adm(O2, ω3KS) induced by ω3KS . In con-
sequence, h1, h2, and h3 span a finite-dimensional real Lie algebra isomorphic to
sl(2,R). Thus, every X3KS

t is a Hamiltonian vector field with Hamiltonian func-
tion h3KS

t = h3 + b1(t)h1 and the space Lie({h3KS
t }t∈R, {·, ·}) becomes a finite-

dimensional real Lie algebra. This enables us to associate X3KS to a curve in
Lie({h3KS

t }t∈R, {·, ·}). The similarity of (O2, ω3KS , h
3KS) with Lie–Hamiltonians

are immediate.
If we now turn to the Riccati system (7.4), we will see that we can obtain a similar

result. More specifically, relations (7.9) imply that X1, . . . , X7 have Hamiltonian
functions

h1 =
(v2 − 4uw)2

2v2
, h2 =

2ω2

v2
, h3 =

4w2u

v2
− w, (7.12)

and h4 = h5 = h6 = h7 = 0. Moreover, given the Poisson bracket on admissible
functions induced by ω3KS , we see that

{h1, h2} = −4h3, {h1, h3} = −2h1, {h2, h3} = 2h2. (7.13)

Hence, h1, . . . , h7 span a real Lie algebra isomorphic to sl(2,R) and, as in the
previous case, the t-dependent vector fields XRS

t possess Hamiltonian functions
hRSt = a(t)h1− b(t)h2 + c(t)h3. Again, we can associate XRS to a curve t 7→ hRSt in
the finite-dimensional real Lie algebra (Lie({hRSt }t∈R), {·, ·}).

Let us analyze the properties of Dirac–Lie structures. Observe first that there
may be several systems associated with the same Dirac–Lie Hamiltonian. For in-
stance, the systems XRS and

XRS
2 = a(t)X1 − b(t)X2 + c(t)X3 − 2d(t)X4

+ f(t)z3X5 + g(t)X6 + h(t)z2X7 (7.14)
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admit the same Dirac–Lie Hamiltonian (N,LωRS , hRS). It is remarkable that XRS
2

is not even a Lie system in general. Indeed, in view of

[z2X7, z
nX5] = nzn+1X5, n = 3, 4, . . . , (7.15)

we easily see that the successive Lie brackets of znX5 and z2X7 span an infinite set
of vector fields which are linearly independent over R. So, in those cases in which
X5 and X7 belong to V XRS

2 , this Lie algebra becomes infinite-dimensional.
In the case of a Dirac–Lie system, Proposition 5 in Chapter 2 shows easily the

following.

Corollary 4. Let (N,L,X) be a Dirac–Lie system admitting a Dirac–Lie Hamilto-
nian (N,L, h). Then, we have the exact sequence of Lie algebras

0 ↪→ Cas({ht}t∈R, {·, ·}L) ↪→ Lie({ht}t∈R, {·, ·}L)
BL−→ π(V X)→ 0 , (7.16)

where Cas({ht}t∈R, {·, ·}L) = Lie({ht}t∈R, {·, ·}L) ∩ Cas(N,L). In other words, we
have that Lie({ht}t∈R, {·, ·}L) is a Lie algebra extension of the space π(V X) by
Cas({ht}t∈R, {·, ·}L).

Theorem 5. Each Dirac–Lie system (N,L,X) admits a Dirac–Lie Hamiltonian
(N,L, h).

Proof. Since V X ⊂ Ham(N,L) is a finite-dimensional Lie algebra, we can define a
linear map T : Xf ∈ V X 7→ f ∈ C∞(N) associating each L-Hamiltonian vector field
in V X with an associated L-Hamiltonian function, e.g., given a basis X1, . . . , Xr of
V X we define T (Xi) = hi, with i = 1, . . . , r, and extend T to V X by linearity. Note
that the functions h1, . . . , hr need not be linearly independent over R, as a function
can be Hamiltonian for two different L-Hamiltonian vector fields X1 and X2 when
X1−X2 ∈ G(N,L). Given the system X, there exists a smooth curve ht = T (Xt) in
W0 ≡ ImT such that Xt + dht ∈ Γ(L). To ensure that ht gives rise to a Dirac–Lie
Hamiltonian, we need to demonstrate that dim Lie({ht}t∈R, {·, ·}L) <∞. This will
be done by constructing a finite-dimensional Lie algebra of functions containing the
curve ht.

Consider two elements Y1, Y2 ∈ V X . Note that the functions {T (Y1), T (Y2)}L
and T ([Y1, Y2]) have the same L-Hamiltonian vector field. So, {T (Y1), T (Y2)}L −
T ([Y1, Y2]) ∈ Cas(N,L) and, in view of Proposition 5 from Chapter 2, it Poisson
commutes with all other admissible functions. Let us define Υ : V X×V X → C∞(N)
of the form

Υ(X1, X2) = {T (X1), T (X2)}L − T [X1, X2]. (7.17)

The image of Υ is contained in a finite-dimensional real Abelian Lie subalgebra of
Cas(N,L) of the form

WC ≡ 〈Υ(Xi, Xj)〉, (7.18)
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for i, j = 1, . . . , r, and being X1, . . . , Xr a basis for V X . From here, it follows that

{WC ,WC}L = 0, {WC ,W0}L = 0, {W0,W0}L ⊂WC + W0. (7.19)

Hence, (W ≡ W0 + WC , {·, ·}L) is a finite-dimensional real Lie algebra containing
the curve ht, and X admits a Dirac–Lie Hamiltonian (N,L, T (Xt)).

The following proposition is easy to verify.

Proposition 6. Let (N,L,X) be a Dirac–Lie system. If (N,L, h) and (N,L, h̄) are
two Dirac–Lie Hamiltonians for (N,L,X), then

h = h̄+ fX , (7.20)

where fX ∈ C∞(R × N) is a t-dependent function such that each fXt : x ∈ N 7→
fX(x, t) ∈ R is a Casimir function that is constant on every integral manifold O of
DX .

Note that if we have a Dirac–Lie Hamiltonian (N,L, h) and we define a linear
map T̂ : h ∈ Lie({ht}t∈R, {·, ·}) 7→ Xh ∈ Ham(N,L), the space T̂ (Lie({ht}t∈R, {·, ·})
may span an infinite-dimensional Lie algebra of vector fields. For instance, consider
again the Lie–Hamiltonian (O2, ω3KS , h

3KS
t = h3 + b1(t)h1) for the system (2.64).

The functions h1, h2, and h3 are also Hamiltonian for the vector fields

Y1 = 2v
∂

∂a
+ ev

2 ∂

∂x
, Y2 = v

∂

∂v
+ 2a

∂

∂a
,

Y3 = a
∂

∂v
+

(
3

2

a2

v
− 2c0v

3

)
∂

∂a
,

(7.21)

which satisfy

j−times︷ ︸︸ ︷
[Y2, [. . . , [Y2, Y1] . . .]] = fj(v)

∂

∂x
+ 2(−1)jv

∂

∂a
, fj(v) ≡

j−times︷ ︸︸ ︷
v
∂

∂v
. . . v

∂

∂v
(ev

2
). (7.22)

In consequence, Lie(T̂ (Lie({ht}t∈R, {·, ·})), [·, ·]) contains an infinite-dimensional Lie
algebra of vector fields because the functions {fj}j∈R form an infinite family of
linearly independent functions over R. So, we need to impose additional conditions
to ensure that the image of T̂ is finite-dimensional.

The following theorem yields an alternative definition of a Dirac–Lie system.

Theorem 7. Given a Dirac manifold (N,L), the triple (N,L,X) is a Dirac–Lie
system if and only if there exists a curve γ : t ∈ R→ γt ∈ Γ(L) satisfying that ρ(γt) =
Xt ∈ Ham(N,L) for every t ∈ R and Lie({γt}t∈R, [[·, ·]]C) is a finite-dimensional real
Lie algebra.
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Proof. Let us prove the direct part of the theorem. Assume that (N,L,X) is a Dirac–
Lie system. In virtue of Theorem 5, it admits a Dirac–Lie Hamiltonian (N,L, h),
with ht = T (Xt) and T : V X → Adm(N,L) a linear morphism associating each
element of V X with one of its L-Hamiltonian functions. We aim to prove that the
curve in Γ(L) of the form γt = Xt+d(T (Xt)) satisfies that dim Lie({γt}t∈R, [[·, ·]]C) <
∞.

The sections of Γ(L) of the form

X1 + dT (X1) , . . . , Xr + dT (Xr) , dΥ(Xi, Xj), (7.23)

with i, j = 1, . . . , r, X1, . . . , Xr is a basis of V X and Υ : V X × V X → Cas(N,L) is
the map (7.17), span a finite-dimensional Lie algebra (E, [[·, ·]]C). Indeed,

[[Xi + dT (Xi), Xj + dT (Xj)]]C = [Xi, Xj ] + d{T (Xi), T (Xj)}L, (7.24)

for i, j = 1, . . . , r. Taking into account that {T (Xi), T (Xj)}L − T ([Xi, Xj ]) =
Υ(Xi, Xj), we see that the above is a linear combination of the generators (7.23).
Additionally, we have that

[[Xi + dT (Xi), dΥ(Xj , Xk)]]C = d{T (Xi),Υ(Xj , Xk)}L = 0. (7.25)

So, sections (7.23) span a finite-dimensional subspace E of (Γ(L), [[·, ·]]C). As γt ∈ E,
for all t ∈ R, we conclude the direct part of the proof.

The converse is straightforward from the fact that (L, [[·, ·]]C , ρ) is a Lie algebroid.
Indeed, given the curve γt within a finite-dimensional real Lie algebra of sections
E satisfying that Xt = ρ(γt) ∈ Ham(N,L), we have that {Xt}t∈R ⊂ ρ(E) are
L-Hamiltonian vector fields. As E is a finite-dimensional Lie algebra and ρ is a
Lie algebra morphism, ρ(E) is a finite-dimensional Lie algebra of vector fields and
(N,L,X) becomes a Dirac–Lie system.

The above theorem shows the interest of defining a class of Lie systems related
to general Lie algebroids.

7.3 Diagonal prolongations

We analyze the properties of diagonal prolongations of Dirac–Lie systems. As a
result, we discover new features that can be applied to study their superposition
rules. The process will be similar to the one described in Section 3 for prolongations
and the coalgebra method. Let τ : E → N be a vector bundle. Its diagonal
prolongation to Nm is the Cartesian product bundle E[m] = E×· · ·×E of m copies
of E, viewed as a vector bundle over Nm in a natural way

E
[m]
(x(1),...,x(m))

= Ex(1)
⊕ · · · ⊕ Ex(m)

. (7.26)
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Every section X : N → E of E has a natural diagonal prolongation to a section X [m]

of E[m]

X [m](x(1), . . . , x(m)) = X(x(1)) + · · ·+X(x(m)) . (7.27)

Given a function f : N → R, we call diagonal prolongation of f to Nm the function
f̃ [m] on Nm of the form f̃ [m](x(1), . . . , x(m)) = f(x(1)) + . . .+ f(x(m)).

We can consider also sections X(j) of E[m] given by

X(j)(x(1), . . . , x(m)) = 0 + · · ·+X(x(j)) + · · ·+ 0 . (7.28)

It is clear that, if {Xi | i = 1, . . . , p} is a basis of local sections of E, then {X(j)
i |

i = 1, . . . , p, j = 1, . . . ,m} is a basis of local sections of E[m]. Note that all this can
be repeated also for generalized vector bundles, like generalized distributions.

Since there are obvious canonical isomorphisms

(TN)[m] ' TNm and (T ∗N)[m] ' T ∗Nm , (7.29)

we can interpret the diagonal prolongation X [m] of a vector field on N as a vector
field X̃ [m] on Nm, and the diagonal prolongation α[m] of a 1-form on N as a 1-form
α̃[m] on Nm. In the case when m is fixed, we will simply write X̃ and α̃. The proof
of the following properties of diagonal prolongations is straightforward.

Proposition 8. The diagonal prolongation to Nm of a vector field X on N is the
unique vector field X̃ [m] on Nm, projectable under the map π : (x(1), . . . , x(m)) ∈
Nm 7→ x(1) ∈ N onto X and invariant under the permutation of variables x(i) ↔
x(j), with i, j = 1, . . . ,m. The diagonal prolongation to Nm of a 1-form α on N

is the unique 1-form α̃[m] on Nm such that α̃[m](X̃ [m]) = α̃(X)
[m]

for every vector

field X ∈ Γ(TN). We have dα̃ = d̃α and L
X̃[m]α̃

[m] = L̃Xα
[m]

. In particular, if α

is closed (exact), so is its diagonal prolongation α̃[m] to Nm.

Using local coordinates (xa) in N and the induced system (xa(i)) of coordinates

in Nm, we can write, for X =
∑

aX
a(x)∂xa and α =

∑
a αa(x)dxa,

X̃ [m] =
∑
a,i

Xa(x(i))∂xa(i) and α̃[m] =
∑
a,i

αa(x(i))dx
a
(i) . (7.30)

Let us fix m. Obviously, given two vector fields X1 and X2 on N , we have
˜[X1, X2] = [X̃1, X̃2]. In consequence, the prolongations to Nm of the elements of a

finite-dimensional real Lie algebra V of vector fields on N form a real Lie algebra
Ṽ isomorphic to V . Similarly to standard vector fields, we can define the diagonal
prolongation of a t-dependent vector field X on N to Nm as the only t-dependent
vector field X̃ on Nm satisfying that X̃t is the prolongation of Xt to Nm for each
t ∈ R.
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When X is a Lie–Hamilton system, its diagonal prolongations are also Lie–
Hamilton systems in a natural way [35]. Let us now focus on proving an analogue
of this result for Dirac–Lie systems.

Definition 9. Given two Dirac manifolds (N,LN ) and (M,LM ), we say that ϕ :
N →M is a forward Dirac map between them if (LM )ϕ(x) =Pϕ(LN )x, where

Pϕ(LN )x={ϕ∗xXx + ωϕ(x) ∈ Tϕ(x)M ⊕ T ∗ϕ(x)M |Xx + (ϕ∗ωϕ(x))x∈(LN )x}, (7.31)

for all x ∈ N .

Proposition 10. Given a Dirac structure (N,L) and the natural isomorphism

(TNm⊕NmT ∗Nm)(x(1),...,x(m)) ' (Tx(1)
N⊕T ∗x(1)

N)⊕· · ·⊕(Tx(m)
N⊕T ∗x(m)

N), (7.32)

the diagonal prolongation L[m], viewed as a vector subbundle in TNm⊕Nm T ∗Nm =
PN [m], is a Dirac structure on Nm.

The forward image of L[m] through each πi : (x(1), . . . , x(m)) ∈ Nm → x(i) ∈ N ,

with i = 1, . . . ,m, equals L. Additionally, L[m] is invariant under the permutations
x(i) ↔ x(j), with i, j = 1, . . . ,m.

Proof. Being a diagonal prolongation of L, the subbundle L[m] is invariant under
permutations x(i) ↔ x(j) and each element of a basis Xi+αi of L, with i = 1, . . . , n,

can naturally be considered as an element X
(j)
i + α

(j)
i of the jth-copy of L within

L[m]. This gives rise to a basis of L[m], which naturally becomes a smooth mn-
dimensional subbundle of PNm. Considering the natural pairing 〈·, ·〉+ of PNm

and using 〈α(i)
j , X

(k)
l 〉 = 0 for i 6= k, we have〈(

X
(i)
j + α

(i)
j

)
(x(1), . . . , x(m)),

(
X

(k)
l + α

(k)
l

)
(x(1), . . . , x(m))

〉
+

=

δik
〈
(Xj + αj) (x(i)), (Xl + αl) (x(i))

〉
+

= 0, (7.33)

for every p = (x(1), . . . , x(m)) ∈ Nm. As the pairing is bilinear and vanishes on a

basis of L[m], it does so on the whole L[m], which is therefore isotropic. Since L[m]

has rank mn, it is maximally isotropic.
Using that

[X
(i)
j , X

(k)
l ] = 0, ι

X
(i)
j

dα
(k)
l = 0, and L

X
(i)
j

ω
(k)
l = 0 (7.34)

for i 6= k = 1, . . . ,m and j, l = 1, . . . ,dim N , we obtain

[[X
(i)
j + α

(i)
j , X

(k)
l + α

(k)
l ]]C = δik[[X

(i)
j + α

(i)
j , X

(i)
l + α

(i)
l ]]C ∈ Γ(L[m]). (7.35)

So, L[m] is involutive. Since it is also maximally isotropic, it is a Dirac structure.
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Let us prove that Pπa(L[m]) = L for every πa. Note that (X
(a)
j + α

(a)
j )p ∈

L
[m]
p is such that πa∗(X

(a)
j )p = (Xj)x(a)

and (αj)x(a)
◦ (π∗a)p = (α

(a)
j )p for every

p ∈ π−1
a (x(a)). So, (Xj + αj)x(a)

∈ (Pπa(L[m]))x(a)
⊂ Lx(a)

for j = 1, . . . , n and
every x(a) ∈ N . Using that Xj + αj is a basis for L and the previous results,

we obtain L ⊂ Pπa(L[m]). Conversely, Pπa(L[m]) ⊂ L. Indeed, if (X + α)x(a)
∈

Pa(L
[m]), then there exists an element (Y +β)p ∈ L[m]

p , with p ∈ π−1(x(a)), such that

πa∗Yp = Xx(a)
and (α)x(a)

◦ (π∗a)p = βp. Using that (Y + β)p =
∑

ij cij(X
(i)
j +α

(i)
j )p

for a unique set of constants cij , with i = 1, . . . ,m and j = 1, . . . , n, we have

πa∗(
∑

ij cij(X
(i)
j )p) =

∑
j caj(Xj)x(a)

= Xx(a)
. Meanwhile, βp = αx(a)

◦ (π∗a)p means
that

∑
j caj(αj)x(a)

= αx(a)
. So, (X + α)x(a)

=
∑

j caj(Xj + αj)x(a)
∈ Lx(a)

.

Corollary 11. Given a Dirac structure (N,L), we have ρm(L[m]) = ρ(L)[m], where
ρm is the projection ρm : PNm → TNm. Then, if X is an L-Hamiltonian vector
field with respect to L, its diagonal prolongation X̃ [m] to Nm is an L-Hamiltonian
vector field with respect to L[m]. Moreover, ρ∗m(L[m]) = ρ∗(L)[m], where ρ∗m is the
canonical projection ρ∗m : PNm → T ∗Nm.

Corollary 12. If (N,L,X) is a Dirac–Lie system, then (Nm, L[m], X̃ [m]) is also a
Dirac–Lie system.

Proof. If X admits a Vessiot–Guldberg Lie algebra V of Hamiltonian vector fields
with respect to (N,L), then X̃ possesses a Vessiot–Guldberg Lie algebra Ṽ given by
the diagonal prolongations of the elements of V , which are L[m]-Hamiltonian vector
fields, by construction of L[m] and Corollary 11.

Similarly to the prolongations of vector fields, one can define prolongations of
functions and 1-forms in an obvious way.

Proposition 13. Let X be a vector field and f be a function on N . Then:

(a) If f is an L-Hamiltonian function for X, its diagonal prolongation f̃ to Nm

is an L[m]-Hamiltonian function of the diagonal prolongation X̃ to Nm.

(b) If f ∈ Cas(N,L), then f̃ ∈ Cas(Nm, L[m]).

(c) The map λ : (Adm(N,L), {·, ·}L) 3 f 7→ f̃ ∈ (Adm(Nm, L[m]), {·, ·}L[m]) is an
injective Lie algebra morphism.

Proof. Let f be an L-Hamiltonian function for X. Then, X + df ∈ Γ(L) and
X̃+df̃ = X̃+d̃f is as an element of Γ(L[m]). By a similar argument, if f ∈ Cas(N,L),

then f̃ ∈ Cas(Nm, L[m]). Given f, g ∈ Adm(N,L), we have {̃f, g}L = X̃fg = X̃f g̃ =

X
f̃
g̃ = {f̃ , g̃}L[m] , i.e., λ({f, g}L) = {λ(f), λ(g)}L[m] . Additionally, as λ is linear, it

becomes a Lie algebra morphism. Moreover, it is easy to see that f̃ = 0 if and only
if f = 0. Hence, λ is injective.
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Note, however, that in the above we cannot ensure that λ is a Poisson algebra
morphism, as in general f̃g 6= f̃ g̃.

Using the above proposition, we can easily prove the following corollaries.

Corollary 14. If h1, . . . , hr : N → R is a family of functions on a Dirac manifold
(N,L) spanning a finite-dimensional real Lie algebra of functions with respect to
the Lie bracket {·, ·}L, then their diagonal prolongations h̃1, . . . , h̃r to Nm close an
isomorphic Lie algebra of functions with respect to the Lie bracket {·, ·}L[m] induced
by the Dirac structure (Nm, L[m]).

Corollary 15. If (N,L,X) is a Dirac–Lie system admitting a Lie–Hamiltonian
(N,L, h), then (Nm, L[m], X̃ [m]) is a Dirac–Lie system with a Dirac–Lie Hamiltonian

(Nm, L[m], h[m]), where h
[m]
t = h̃

[m]
t is the diagonal prolongation of ht to Nm.

7.4 Superposition rules and t-independent constants of motion

Let us give a first straightforward application of Dirac–Lie systems to obtain con-
stants of the motion.

Proposition 16. Given a Dirac–Lie system (N,L,X), the elements of Cas(N,L)
are constants of the motion for X. Moreover, the set IXL of its admissible t-
independent constants of the motion form a Poisson algebra (IXL , ·, {·, ·}L).

Proof. Two admissible functions f and g are t-independent constants of the motion
for X if and only if Xtf = Xtg = 0 for every t ∈ R. Using that every Xt is a
derivation of the associative algebra C∞(N), we see that given f, g ∈ IXL , then
f + g, λf , and f · g are also constants of the motion for X for every λ ∈ R. Since
the sum and product of admissible functions are admissible functions, then IXL is
closed under the sum and product of elements and real constants. So (IXL , ·) is an
associative subalgebra of (C∞(N), ·).

As (N,L,X) is a Dirac–Lie system, the vector fields {Xt}t∈R are L-Hamiltonian.
Therefore,

Xt{f, g}L = {Xtf, g}L + {f,Xtg}L. (7.36)

As f and g are constants of the motion for X, then {f, g}L is so also. Using that
{f, g}L is also an admissible function, we finish the proof.

The following can easily be proved.

Proposition 17. Let (N,L,X) be a Dirac–Lie system possessing a Dirac–Lie Hamil-
tonian (N,L, h). An admissible function f : N → R is a constant of the motion for
X if and only if it Poisson commutes with all the elements of Lie({ht}t∈R, {·, ·}L).
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Consider a Dirac–Lie system (N,Lω, X) with ω being a symplectic structure and
X being an autonomous system. Consequently, Adm(N,L) = C∞(N) and the above
proposition entails that f ∈ C∞(N) is a constant of the motion for X if and only if it
Poisson commutes with a Hamiltonian function h associated to X. This shows that
Proposition 17 recovers as a particular case this well-known result [13]. Additionally,
Proposition 17 suggests us that the rôle played by autonomous Hamiltonians for
autonomous Hamiltonian systems is performed by finite-dimensional Lie algebras of
admissible functions associated with a Dirac–Lie Hamiltonian for Dirac–Lie systems.
This fact can be employed, for instance, to study t-independent first-integrals of
Dirac–Lie systems, e.g., the maximal number of such first-integrals in involution,
which would lead to the interesting analysis of integrability/superintegrability and
action/angle variables for Dirac–Lie systems [430].

Another reason to study t-independent constants of the motion of Lie systems is
their use in deriving superposition rules [89]. More explicitly, a superposition rule
for a Lie system can be obtained through the t-independent constants of the motion
of one of its diagonal prolongations [91]. The following proposition provides some
ways of obtaining such constants.

Proposition 18. If X be a system possessing a t-independent constant of the motion
f , then:

1. The diagonal prolongation f̃ [m] is a t-independent constant of the motion for
X̃ [m].

2. If Y is a t-independent Lie symmetry of X, then Ỹ [m] is a t-independent Lie
symmetry of X̃ [m].

3. If h is a t-independent constant of the motion for X̃ [m], then Ỹ [m]h is another
t-independent constant of the motion for X̃ [m].

Proof. This result is a straightforward application of Proposition 8 and the proper-
ties of the diagonal prolongations of t-dependent vector fields.

Proposition 19. Given a Dirac–Lie system (N,L,X) that admits a Dirac–Lie
Hamiltonian (N,L, h) such that {ht}t∈R is contained in a finite-dimensional Lie al-
gebra of admissible functions (M, {·, ·}L). Given the momentum map J : Nm →W∗

associated with the Lie algebra morphism φ : f ∈ W 7→ f̃ ∈ Adm(Nm, L[m]), the
pull-back J∗(C) of any Casimir function C on W∗ is a constant of the motion for
the diagonal prolongation X̃ [m]. If W ' Lie({h̃t}t∈R, {·, ·}L[m]), the function J∗(C)

Poisson commutes with all L[m]-admissible constants of the motion of X̃ [m].

Example 3. Let us use the above results to devise a superposition rule for the
third-order Kummer–Schwarz equation in first-order form (2.64) with c0 = 0,
the so-called Schwarzian equations [381, 396]. To simplify the presentation, we will
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always assume c0 = 0 in this section. It is known (cf. [87]) that the derivation
of a superposition rule for this system can be reduced to obtaining certain three
t-independent constants of the motion for the diagonal prolongation X̃3KS of X3KS

to O2
2. In [87] such constants were worked out through the method of characteristics

which consists in solving a series of systems of ODEs. Nevertheless, we can determine
such constants more easily through Dirac–Lie systems. System (2.64) is represented
by the t-dependent vector field

X3KS
t = v

∂

∂x
+ a

∂

∂v
+

(
3

2

a2

v
− 2c0v

3 + 2b1(t)v

)
∂

∂a
= Y3 + b1(t)Y1, (7.37)

where the vector fields on O2 = {(x, v, a) ∈ T 2R | v 6= 0} given by

N1 = 2v
∂

∂a
, N2 = v

∂

∂v
+ 2a

∂

∂a
,

N3 = v
∂

∂x
+ a

∂

∂v
+

(
3

2

a2

v
− 2c0v

3

)
∂

∂a
,

(7.38)

If so, t-dependent vector field X̃3KS is spanned by a linear combination of the
diagonal prolongations of N1, N2, and N3 to O2

2. From (7.38), we have

Ñ1 =

2∑
i=1

vi
∂

∂ai
, Ñ2 =

2∑
i=1

(
vi
∂

∂vi
+ 2ai

∂

∂ai

)
,

Ñ3 =

2∑
i=1

(
vi

∂

∂xi
+ ai

∂

∂vi
+

3

2

a2
i

vi

∂

∂ai

)
.

(7.39)

From Proposition 13 and functions (7.10), the vector fields Ñ1, Ñ2, Ñ3 are L[2]-
Hamiltonian with L[2]-Hamiltonian functions

h̃1 = − 2

v1
− 2

v2
, h̃2 = −a1

v2
1

− a2

v2
2

, h̃3 = − a2
1

2v3
1

− a2
2

2v3
2

. (7.40)

Indeed, these are the diagonal prolongations to O2
2 of the L-Hamiltonian functions

of N1, N2, and N3. Moreover, they span a real Lie algebra of functions isomorphic
to that one spanned by h1, h2, h3 and to sl(2,R). We can then define a Lie algebra
morphism φ : sl(2,R)→ C∞(N2) of the form φ(e1) = h̃1, φ(e2) = h̃2 and φ(e3) = h̃3,
where {e1, e2, e3} is the standard basis of sl(2,R). Using that sl(2,R) is a simple
Lie algebra, we can compute the Casimir invariant on sl(2,R)∗ as e1e3 − e2

2 (where
e1, e2, e3 can be considered as functions on sl(2,R)). Proposition 19 ensures then
that h̃1h̃3 − h̃2

2 Poisson commutes with h̃1, h̃2 and h̃3. In this way, we obtain a

constant of the motion for X̃3KS given by

I = h̃1h̃3 − h̃2
2 =

(a2v1 − a1v2)2

v3
1v

3
2

. (7.41)
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Schwarzian equations admit a Lie symmetry Z = x2∂/∂x [346]. Its prolongation to
T 2R, i.e.,

ZP = x2 ∂

∂x
+ 2vx

∂

∂v
+ 2(ax+ v2)

∂

∂a
, (7.42)

is a Lie symmetry of X3KS . From Proposition 13, we get that Z̃P is a Lie symmetry
of X̃3KS . So, we can construct constants of the motion for X̃3KS by applying Z̃P
to any of its t-independent constants of the motion. In particular,

F2 ≡ −Z̃P log |I| = x1 + x2 +
2v1v2(v1 − v2)

a2v1 − a1v2
(7.43)

is constant on particular solutions (x(1)(t), v(1)(t), a(1)(t), x(2)(t), v(2)(t), a(2)(t)) of

X̃3KS . If (x(2)(t), v(2)(t), a(2)(t)) is a particular solution for X3KS , its opposite is
also. So, the function

F3 ≡ x1 − x2 +
2v1v2(v1 + v2)

a2v1 − a1v2
(7.44)

is also constant along solutions of X̃3KS , i.e., it is a new constant of the motion. In
consequence, we get three t-independent constants of the motion: Υ1 = I and

Υ2 =
F2 + F3

2
= x1 +

2v2
1v2

a2v1 − a1v2
, Υ3 =

F2 − F3

2
= x2 −

2v1v
2
2

a2v1 − a1v2
. (7.45)

This gives rise to three t-independent constants of the motion for X̃3KS . Taking into
account that ∂(Υ1,Υ2,Υ3)/∂(x1, v1, a1) 6= 0, the expressions Υ1 = λ1, Υ2 = λ2, and
Υ3 = λ3 allow us to obtain the expressions of x1, v1, a1 in terms of the remaining
variables and λ1, λ2, λ3. More specifically,

x1 =
4

λ1(λ3 − x2)
+ λ2, v1 =

4v2

λ1(λ3 − x2)2
, a1 =

8v2
2 + 4a2(λ3 − x2)

λ1(λ3 − x2)3
. (7.46)

According to the theory of Lie systems [91], the map Φ : (x2, v2, a2;λ1, λ2, λ3) ∈
O2

2 × R3 7→ (x1, v1, a1) ∈ O2
2 enables us to write the general solution of (2.64) into

the form

(x(t), v(t), a(t)) = Φ(x2(t), v2(t), a2(t);λ1, λ2, λ3). (7.47)

This is the known superposition rule for Schwarzian equations (in first-order form)
derived in [308] by solving a system of PDEs. Meanwhile, our present techniques en-
able us to obtain the same result without any integration. Note that x(t), the general
solution of Schwarzian equations, can be written as x(t) = τ ◦ Φ(x2(t), λ1, λ2, λ3),
with τ the projection τ : (x2, v2, a2) ∈ T 2R 7→ x2 ∈ R, from a unique particular
solution of (2.39), recovering a known feature of these equations [346].
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7.5 Bi–Dirac–Lie systems

It can happen that a Lie system X on a manifold N possesses Vessiot–Guldberg Lie
algebras of vector fields with respect to two different Dirac structures. This results
in defining two Dirac–Lie systems. For instance, the system of coupled Riccati
equations (4.10) admits two Dirac–Lie structures [32]: the one previously given,
(O, Lω, X), where ω is given by (4.12), and a second one, (O, Lω̄, X), with

ω̄ =
4∑

i<j=1

dxi ∧ xj
(xi − xj)2

. (7.48)

In the following sections, several similar examples will be shown. This suggests us
to define the following notion.

Definition 20. A bi–Dirac–Lie system is a four-tuple (N,L1, L2, X), where (N,L1)
and (N,L2) are two different Dirac manifolds and X is a Lie system on N such that
V X ⊂ Ham(N,L1) ∩Ham(N,L2).

Given a bi–Dirac–Lie system (N,L1, L2, X), we can apply indistinctly the meth-
ods of the previous sections to (N,L1, X) and (N,L2, X) to obtain superposition
rules, constants of the motion, and other properties of X. This motivates studies on
constructions of this type of structures.

Let us depict a new procedure to build up bi–Dirac–Lie systems from (N,Lω, X)
whose X possesses a t-independent Lie symmetry Z. This method is a generalization
to nonautonomous systems, associated to presymplectic manifolds, of the method
for autonomous Hamiltonian systems devised in [111].

Consider a Dirac–Lie system (N,Lω, X), where ω is a presymplectic structure,
and a t-independent Lie symmetry Z of X, i.e. [Z,Xt] = 0 for all t ∈ R. Under the
above assumptions, ωZ = LZω satisfies dωZ = dLZω = LZdω = 0, so (N,ωZ) is a
presymplectic manifold. The vector fields of V X are still Hamiltonian with respect
to (N,ωZ). Indeed, we can see that Theorem 5 ensures that X admits a Dirac–Lie
Hamiltonian (N,Lω, h) and

[Z,Xt] = 0 =⇒ ιXt ◦ LZ = LZ ◦ ιXt
⇓

ιXtωZ = ιXtLZω = LZιXtω = −LZdht = −d(Zht),

(7.49)

∀t ∈ R. So, the vector fields {Xt}t∈R are LωZ -Hamiltonian. Since the successive
Lie brackets and linear combinations of L-Hamiltonian vector fields and elements of
V X are L-Hamiltonian vector fields, the whole Lie algebra V X is Hamiltonian with
respect to ωZ . Consequently, (N,LωZ , X) is also a Dirac–Lie system. In view of (7.6)
and since dim Cas(N,LωZ ) = 1, we see that (BωZ )−1(V X) is a finite-dimensional
Lie algebra. As the curve h̄ : t ∈ R 7→ Zht ∈ Adm(N,LωZ ) is included within
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(BωZ )−1(V X), the Lie algebra Lie({Zht}t∈R, {·, ·}LωZ ), where {·, ·}LωZ is the Poisson
bracket induced by LωZ , becomes finite-dimensional. In other words, (N,LωZ , Zht)
is also a Lie–Hamiltonian for X. Moreover,

{h̄t, h̄t′}LωZ = Xt(h̄t′) = Xt(Zht′) = Z(Xtht′) = Z{ht, ht′}Lω , ∀t ∈ R . (7.50)

Summarizing, we have the following proposition.

Proposition 21. If (N,Lω, X) is a Dirac–Lie system for which X admits a t-
independent Lie symmetry Z, then (N,Lω, LLZω, X) is a bi–Dirac–Lie system. If
(N,Lω, h) is a Dirac–Lie Hamiltonian for X, then (N,LLZω, Zh) is a Dirac–Lie
Hamiltonian for X and there exists an exact sequence of Lie algebras

({ht}t∈R, {·, ·}Lω)
Z−→ ({Zht}t∈R, {·, ·}LωZ )→ 0 . (7.51)

Note that, given a Lie–Hamilton system (N,Lω, X), the triple (N,LωZ , X) need
not be a Lie–Hamilton system: ωZ may fail to be a symplectic two-form (cf. [111]).
This causes that the theory of Lie–Hamilton systems cannot be applied to study
(N,LωZ , X), while the methods of our work do.

Let us illustrate the above theory with an example. Recall that Schwarzian
equations admit a Lie symmetry Z = x2∂/∂x. As a consequence, system (2.64),
with c0 = 0, possesses a t-independent Lie symmetry ZP given by (7.42) and

ωZP ≡ LZPω3KS = − 2

v3
(xdv ∧ da+ vda ∧ dx+ adx ∧ dv). (7.52)

Moreover,

ιY1ωZP = −d(ZPh1) = −d
(

4x

v

)
, ιY2ωZP = −d(ZPh2) = d

(
2− 2ax

v2

)
,

ιY3ωZP = −d(ZPh3) = d

(
2a

v
− a2x

v3

)
.

(7.53)

So, Y1, Y2, and Y3 are Hamiltonian vector fields with respect to ωZP . Moreover, since

{ZPh1, ZPh2}LωZP = ZPh1 ,

{ZPh2, ZPh3}LωZP = ZPh3 , (7.54)

{ZPh1, ZPh3}LωZP = 2ZPh2 ,

we see that ZPh1, ZPh2, and ZPh3 span a new finite-dimensional real Lie algebra.
So, if (O2, L

ω, h) is a Lie–Hamiltonian for X, then (O2, L
ωZP , ZPh) is a Dirac–Lie

Hamiltonian for X.
Let us devise a more general method to construct bi–Dirac–Lie systems. Given

a Dirac manifold (N,L) and a closed two-form ω on N , the sections on TN ⊕N T ∗N
of the form

X + α− ιXω, (7.55)
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where X + α ∈ Γ(L), span a new Dirac structure (N,Lω) [75]. When two Dirac
structures are connected by a transformation of this type, it is said that they are
gauge equivalent. Using this, we can prove the following propositions.

Proposition 22. Let Z be a vector field on N . Then, the Dirac structures Lω and
LωZ , with ωZ = LZω, are gauge equivalent.

Proof. The Dirac structure Lω is spanned by sections of the form X − ιXω, with
X ∈ Γ(N), and the Dirac structure LωZ is spanned by sections of the form X−ιXωZ .
Recall that dω = dωZ = 0. So, LωZ is of the form

X − ιXω − ιX(ωZ − ω), X − ιXω ∈ Γ(Lω). (7.56)

As d(ωZ − ω) = 0, then Lω and LωZ are connected by a gauge transformation.

This result gives us a hint to construct a more general method to create bi–
Dirac–Lie systems.

Proposition 23. Let (N,L,X) be a Dirac–Lie system and ω be a closed two-form
such that ω̂(V X) ⊂ B1(N), where B1(N) is the space of exact one-forms on N .
Then, (N,L,ωL,X) is a bi–Dirac–Lie system.

Proof. If Y ∈ V X , then it is L-Hamiltonian and Y +df ∈ Γ(L) for a certain function
f ∈ C∞(N). By definition of ωL, we have that Y + df − ιY ω ∈ Γ( ωL). Since
ω̂(V X) ⊂ B1(N) by assumption, then ω̂(Y ) = −dg for a certain g ∈ C∞(N). So,
Y + d(f + g) ∈ Γ( ωL) and Y is ωL-Hamiltonian. Hence, V X is a finite-dimensional
real Lie algebra of ωL-Hamiltonian vector fields, (N, ωL,X) is a Dirac–Lie system
and (N,L, ωL,X) is a bi–Dirac–Lie system.

Note 24. Note that two gauge equivalent Dirac structures may have different spaces
of admissible functions. This causes that they can be used to obtain different admis-
sible constants of the motion and other properties of X. In brief, gauge equivalent
Dirac structures are not equivalent from the point of view of their associated Dirac–
Lie systems.

7.6 Dirac–Lie systems and Schwarzian–KdV equations

Let us give some final relevant applications of our methods. In particular, we devise
a procedure to construct traveling wave solutions for some relevant nonlinear PDEs
by means of Dirac–Lie systems. For simplicity, we hereafter denote the partial
derivatives of a function f : (x1, . . . , xn) ∈ Rn 7→ f(x1, . . . , xn) ∈ R by ∂xif .

Example 4. Consider the so-called Schwarzian Korteweg de Vries equation
(SKdV equation)[27]

{Φ, x}∂xΦ = ∂tΦ, (7.57)



160 Lie systems

where Φ : (t, x) ∈ R2 → Φ(t, x) ∈ R and

{Φ, x} ≡ ∂3
xΦ

∂xΦ
− 3

2

(
∂2
xΦ

∂xΦ

)2

, (7.58)

which is equivalent to that introduced in (2.79). This PDE has been attracting
some attention due to its many interesting properties [27, 217, 362]. For instance,
Dorfman established a bi-symplectic structure for this equation [148], and many
others have been studying its solutions and generalizations [27, 362]. As a relevant
result, we can mention that, given a solution Φ of the SKdV equation, the function
{Φ, x} is a particular solution of the Korteweg-de Vries equation (KdV equation)
[46]

∂tu = ∂3
xu+ 3u∂xu. (7.59)

We now look for traveling wave solutions of (7.57) of the type Φ(t, x) = g(x−f(t))
for a certain fixed t-dependent function f with df/dt = v0 ∈ R. Substituting Φ =
g(x− f(t)) within (7.57), we obtain that g is a particular solution of the Schwarzian
equation

d3g

dz3
=

3

2

(d2g/dz2)2

dg/dz
− v0

dg

dz
, (7.60)

where z ≡ x− f(t). We already know that the Schwarzian equations can be studied
through the superposition rule (7.46), which can better be obtained by using that
Schwarz equations can be studied through a Dirac–Lie system, as seen in this section.
More specifically, we can generate all their solutions from a known one as

g2(z) =
αg1(z) + β

γg1(z) + δ
, αδ − βγ 6= 0, α, β, γ, δ ∈ R. (7.61)

In addition, (7.60) is a HODE Lie system, i.e., when written as a first-order system
by adding the variables v = dx/dz and a = dv/dz, it becomes a Lie system X,
namely one of the form (7.37). It can be proved that (7.60) can be integrated for
any v0 = df/dt. For instance, particular solutions of this equation read

ḡ1(z) = th
[√

v0/2z
]

(v0 > 0), g1(z) =
1

z + 1
(v0 = 0). (7.62)

Note that g1(z) has the shape of a solitary stationary solution, i.e., limx→±∞ g1(x−
λ0) = 0 for every λ0 ∈ R. Meanwhile, ḡ1 is a traveling wave solution. Moreover, the
general solution of (7.60) in both cases can be obtained from (7.61).

8 Jacobi–Lie systems

Following the research line of this first part of the thesis, we here study Lie sys-
tems with Vessiot–Guldberg Lie algebras of Hamiltonian vector fields with respect
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to Jacobi manifolds. Roughly speaking, a Jacobi manifold is a manifold N endowed
with a local Lie algebra (C∞(N), {·, ·}) [136, 147, 270, 293, 378]. Using that Poisson
manifolds are a particular case of Jacobi manifolds, we can consider Jacobi–Lie sys-
tems as a generalization of Lie–Hamilton systems. Although each Jacobi manifold
gives rise to an associated Dirac manifold, not all Hamiltonian vector fields with
respect to the Jacobi manifold become Hamiltonian with respect to its associated
Dirac manifold (cf. [136]). Hence, not every Jacobi–Lie system can be straightfor-
wardly understood as a Dirac–Lie system. Even in that case, the Jacobi manifold
allows us to construct a Dirac manifold to study the system. The main difference
between Jacobi–Lie systems and Lie–Hamilton systems is that Jacobi manifolds do
not naturally give rise to Poisson brackets on a space of smooth functions on the
manifold, which makes difficult to prove analogues and/or extensions of the results
for Lie–Hamilton systems.

In this section, we extend to Jacobi–Lie systems some of the main structures
found for Lie–Hamilton systems, e.g., Lie–Hamiltonians [109], and we classify all
Jacobi–Lie systems on R and R2 by determining all Vessiot–Guldberg Lie algebras
of Hamiltonian vector fields with respect to Jacobi manifolds on R and R2. This is
achieved by using the local classification of Lie algebras of vector fields on R and R2

derived by Lie [295] and improved by González-López, Kamran and Olver (GKO)
[210] (see also [32]). Summarizing, we obtain that every Lie system on the real line is
a Jacobi–Lie system and we show that every Jacobi–Lie system on the plane admits
a Vessiot–Guldberg Lie algebra diffeomorphic to one of the 14 classes indicated in
Table 5 in the Appendix 1.

8.1 Jacobi–Lie systems

We now introduce Jacobi–Lie systems as Lie systems admitting a Vessiot–Guldberg
Lie algebra of Hamiltonian vector fields relative to a Jacobi manifold.

Definition 1. A Jacobi–Lie system (N,Λ, R,X) consists of the Jacobi manifold
(N,Λ, R) and a Lie system X admitting a Vessiot–Guldberg Lie algebra of Hamil-
tonian vector fields with respect to (N,Λ, R).

Example 1. We reconsider the continuous Heisenberg group [413] given in
Chapter 2, which describes the space of matrices

H =


 1 x z

0 1 y
0 0 1

∣∣∣∣x, y, z ∈ R

 , (8.1)

endowed with the standard matrix multiplication, where {x, y, z} is the natural
coordinate system on H induced by (8.1).
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A straightforward calculation shows that the Lie algebra h of left-invariant vector
fields on H is spanned by

XL
1 =

∂

∂x
, XL

2 =
∂

∂y
+ x

∂

∂z
, XL

3 =
∂

∂z
. (8.2)

Consider now the system on H given by

dh

dt
=

3∑
α=1

bα(t)XL
α (h), h ∈ H, (8.3)

for arbitrary t-dependent functions b1(t), b2(t) and b3(t). Since the associated t-
dependent vector field XH

t = b1(t)XL
1 + b2(t)XL

2 + b3(t)XL
3 takes values in a finite-

dimensional Lie algebra of vector fields, the system XH is a Lie system. The interest
of XH is due to its appearance in the solution of the so-called quantum Lie systems
as well as Lie systems admitting a Vessiot–Guldberg Lie algebra isomorphic to h
[102].

Let us show that system (8.3) gives rise to a Jacobi–Lie system. Consider the
bivector ΛH given by

ΛH ≡ −y
∂

∂y
∧ ∂

∂z
+

∂

∂x
∧ ∂

∂y
(8.4)

and the vector field RH ≡ ∂/∂z. Then,

XL
1 = [ΛH,−y]SN − yRH, XL

2 = [ΛH, x]SN + xRH,

XL
3 = [ΛH, 1]SN +RH.

(8.5)

That is, XL
1 , X

L
2 and XL

3 are Hamiltonian vector fields with Hamiltonian functions
h1 = −y, h2 = x and h3 = 1, respectively. Hence, we obtain that (H,ΛH, RH, X

H)
is a Jacobi–Lie system. It is remarkable that each Hamiltonian function hi is a
first-integral of XL

i and RH for i = 1, 2, 3, respectively.

Lemma 2. The space of good Hamiltonian functions G(N,Λ, R) with respect to a
Jacobi structure (N,Λ, R) is a Poisson algebra with respect to the Jacobi bracket
{·, ·}Λ,R. Additionally, ?g : f ∈ C∞(N) 7→ {g, f}Λ,R ∈ C∞(N), for any g ∈
G(N,Λ, R), is a derivation on (C∞(N), ·).

Proof. First, we prove that the Jacobi bracket of two good Hamiltonian functions is
a good Hamiltonian function. For general functions u1, u2 ∈ C∞(N), we have

R{u1, u2}Λ,R = R(Λ(du1, du2) + u1Ru2 − u2Ru1). (8.6)

If u1, u2 ∈ G(N,Λ, R), then Ru1 = Ru2 = 0. Using this and [Λ, R]SN = 0, we obtain

R{u1, u2}Λ,R = R(Λ(du1,du2)) = [R, [[Λ, u1]SN , u2]SN ]SN = 0. (8.7)



Chapter 3 163

Hence, {u1, u2}Λ,R ∈ G(N,Λ, R), which becomes a Lie algebra relative to {·, ·}Λ,R.
Note also that R(u1 · u2) = 0 and u1 · u2 ∈ G(N,Λ, R).

Given an arbitrary u1 ∈ G(N,Λ, R) and any u2, u3 ∈ C∞(N), we have that

?u1(u2 · u3) = Λ(du1, d(u2u3)) + u1R(u2u3)− u2u3Ru1

= Xu1(u2 · u3) = u3Xu1u2 + u2Xu1u3 = u3 ?u1 u2 + u2 ?u1 u3. (8.8)

So, ?u1 is a derivation on (C∞(N), ·) and also on (G(N,Λ, R), {·, ·}Λ,R). From this
it trivially follows that (G(N,Λ, R), ·, {·, ·}Λ,R) is a Poisson algebra.

8.2 Jacobi–Lie Hamiltonians

Definition 3. We call Jacobi–Lie Hamiltonian a quadruple (N,Λ, R, h), where
(N,Λ, R) is a Jacobi manifold and h : (t, x) ∈ R×N 7→ ht(x) ∈ N is a t-dependent
function such that ({ht}t∈R, {·, ·}Λ,R) is a finite-dimensional real Lie algebra. Given
a system X on N , we say that X admits a Jacobi–Lie Hamiltonian (N,Λ, R, h)
if Xt is a Hamiltonian vector field with Hamiltonian function ht (with respect to
(N,Λ, R)) for each t ∈ R.

Example 2. So, we find that ht = b1(t)h1+b2(t)h2+b3(t)h3 = −b1(t)y+b2(t)x+b3(t)
is a Hamiltonian function for each XH

t in (8.3), with t ∈ R. In addition,

{h1, h2}ΛH,RH = h3, {h1, h3}ΛH,RH = 0, {h2, h3}ΛH,RH = 0. (8.9)

In other words, the functions {ht}t∈R span a finite-dimensional real Lie algebra of
functions with respect to the Poisson bracket (8.3) induced by the Jacobi manifold.
Thus, XH admits a Jacobi–Lie Hamiltonian (N,ΛH, RH, h).

Theorem 4. Given a Jacobi–Lie Hamiltonian (N,Λ, R, h), the system X of the form
Xt = Xht, ∀t ∈ R, is a Jacobi–Lie system. If X is a Lie system whose {Xt}t∈R are
good Hamiltonian vector fields, then it admits a Jacobi–Lie Hamiltonian.

Proof. Let us prove the direct part. By assumption, the Hamiltonian functions
{ht}t∈R are contained in a finite-dimensional Lie algebra Lie({ht}t∈R, {·, ·}Λ,R). The
Lie algebra morphism φΛ,R : f ∈ C∞(N) 7→ Xf ∈ Ham(N,Λ, R) maps the curve ht
into a curve Xt within φΛ,R(Lie({ht}t∈R, {·, ·}Λ,R)).

Since Lie({ht}t, {·, ·}Λ,R) is finite-dimensional and φΛ,R is a Lie algebra mor-
phism,

φΛ,R(Lie({ht}t, {·, ·}Λ,R))

is a finite-dimensional Lie algebra. Hence, X takes values in a finite-dimensional Lie
algebra of Hamiltonian vector fields and it is a Jacobi–Lie system.

Let us prove the converse. Since the elements of {Xt}t∈R are good Hamiltonian
vector fields by assumption and Lie({Xt}t∈R) = V X , every element of V X is a
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good Hamiltonian vector field and we can choose a basis X1, . . . , Xr of V X with
good Hamiltonian functions h1, . . . , hr. The Jacobi bracket {hi, hj}Λ,R is a good
Hamiltonian function for [Xi, Xj ].

Since [Xi, Xj ] =
∑r

k=1 cijkXk for certain constants cijk, we obtain that each
function:

sij = {hi, hj}Λ,R −
r∑

k=1

cijkhk, i < j, (8.10)

is the difference of two good Hamiltonian functions with the same Hamiltonian vector
field. Hence, {sij , h}Λ,R = 0 for all h ∈ C∞(N). Using this, we obtain that the linear
space generated by h1, . . . , hr, sij , with 1 ≤ i < j ≤ r, is a finite-dimensional Lie al-
gebra relative to {·, ·}Λ,R. If X =

∑r
α=1 bα(t)Xα, then (N,Λ, R, h =

∑r
α=1 bα(t)hα)

is a Jacobi–Lie Hamiltonian for X.

One of the relevant properties of the Jacobi–Lie Hamiltonians is given by the
following proposition, whose proof is straightforward.

Proposition 5. Let (N,Λ, R,X) be a Jacobi–Lie system admitting a Jacobi–Lie
Hamiltonian (N,Λ, R, h) of good Hamiltonian functions {ht}t∈R. A function f :
N → R is a t-independent constant of motion for X if and only if f commutes with
all the elements of Lie({ht}t∈R, {·, ·}Λ,R) relative to {·, ·}Λ,R.

8.3 Jacobi–Lie systems on low dimensional manifolds

Let us prove that every Lie system on the real line gives rise to a Jacobi–Lie system.
In the case of two-dimensional manifolds, we display, with the aid of the GKO
classification [32, 210] of Lie algebras of vector fields on the plane given in Table 1,
all the possible Vessiot–Guldberg Lie algebras related to Jacobi–Lie systems on the
plane given in Table 5.

Example 3. Let us show that the coupled Riccati equation

dxi
dt

= a0(t) + a1(t)xi + a2(t)x2
i , i = 1, . . . , n, (8.11)

with a0(t), a1(t), a2(t) being arbitrary t-dependent functions,
can be associated with a Jacobi–Lie system for n = 1, which proves that every Lie

system on the real line can be considered as a Jacobi–Lie system. Recall that (2.12)
is a Lie system with a Vessiot–Guldberg Lie algebra V spanned by (2.13). Observe
that V consists of Hamiltonian vector fields with respect to a Jacobi manifold on
R given by Λ = 0 and R = ∂

∂x1
. Indeed, the vector fields X1, X2, X3 ∈ V admit

Hamiltonian functions

h1 = 1, h2 = x1, h3 = x2
1. (8.12)
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We now classify Jacobi–Lie systems (R2,Λ, R,X), where we may assume Λ and
R to be locally equal or different from zero. There exists just one Jacobi–Lie system
with Λ = 0 and R = 0: (R2,Λ = 0, R = 0, X = 0). Jacobi–Lie systems of the form
(R2,Λ 6= 0, R = 0) are Lie–Hamilton systems, whose Vessiot–Guldberg Guldberg
Lie algebras were obtained in [32]. In Table 5 we indicate these cases by writing
Poisson. A Jacobi–Lie system (R2,Λ = 0, R 6= 0, X) is such that if Y ∈ V X , then
Y = fR for certain f ∈ C∞(R2). All cases of this type can be easily obtained out of
the bases given in Table 1. We describe them by writing (0, R) at the last column.

Propositions 9 and 10, show that the Vessiot–Guldberg Lie algebras of Table 5 in
Chapter 2 that do not fall into the mentioned categories are not Vessiot–Guldberg
Lie algebras of Hamiltonian vector fields with respect to Jacobi manifolds (R2,Λ 6=
0, R 6= 0). This means that every (R2,Λ, R,X) admits a Vessiot–Guldberg Lie
algebra belonging to one of the previously mentioned classes1.

Lemma 6. Every Jacobi manifold on the plane with R 6= 0 and Λ 6= 0 admits a
local coordinate system {s, t} where R = ∂s and Λ = ∂s ∧ ∂t.
Proof. Since it is assumed R 6= 0, there exist local coordinates {s, t0} on which
R = ∂s. Meanwhile, we have that Λ = Λ(s, t0)∂s ∧ ∂t0 . Since [R,Λ]SN = 0, we get
that ∂sΛ = 0 and Λ = Λ(t0). Hence, Λ = Λ(t0)∂s∧∂t0 . As we consider Λ 6= 0, we can
define a new variable t = t(t0) such that dt/dt0 ≡ Λ−1(t0). Finally, Λ = ∂s ∧ ∂t.

Definition 7. We call the local coordinate variables {s, t} of the above lemma local
rectifying coordinates of the Jacobi manifold on the plane.

Lemma 8. Let (R2,Λ, R) be a Jacobi manifold with Rξ 6= 0 and Λξ 6= 0 at every
ξ ∈ R2. The Lie algebra morphism φ : C∞(R2) → Ham(R2,Λ, R) has non-trivial
kernel. On local rectifying coordinates, we have kerφ = 〈et〉.
Proof. If f ∈ C∞(R2) belongs to kerφ, then Λ̂(df) + fR = 0. In local rectifying
coordinates, we get

∂sf∂t − ∂tf∂s + f∂s = 0⇒
{
∂sf = 0
∂tf = f

⇒ f = λet, λ ∈ R.

Proposition 9. If a Lie system on the plane is related to a Vessiot–Guldberg Lie
algebra V of vector fields containing two non-zero vector fields X1, X2 satisfying
[X1, X2] = X1 and X1 ∧ X2 = 0, then V does not consist of Hamiltonian vector
fields relative to any Jacobi manifold with R 6= 0 and Λ 6= 0.

Proof. Let us take a rectifying coordinate system for (R2,Λ, R). Since φ is a mor-
phism of Lie algebras, we get that X1, X2 amount to the existence of non-zero
functions h1 and h2 such that {h1, h2}Λ,R = h1 + g, where g ∈ kerφ. So,

{h1, h2}Λ,R = Λ(dh1,dh2) + h1Rh2 − h2Rh1 = h1 + g. (8.13)

1To exclude P1 with α 6= 0, we need a trivial modification of Proposition 10 using exactly the
same line of thought.
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Meanwhile, X1 ∧X2 = 0 implies that

Λ̂(dh1) ∧ Λ̂(dh2) +R ∧ [h1Λ̂(dh2)− h2Λ̂(dh1)] = 0. (8.14)

Using local rectifying coordinates, we see that Λ̂(dhi) = (Rhi)∂t − ∂thiR and R ∧
Λ̂(dhi) = (Rhi)Λ for i = 1, 2. Hence,

[(Rh1)∂t − ∂th1R] ∧ [(Rh2)∂t − ∂th2R] + [h1(Rh2)− h2(Rh1)]Λ = 0 (8.15)

and

0 = (Rh1∂th2 −Rh2∂th1)Λ + (h1Rh2 − h2Rh1)Λ

m
Λ(dh1,dh2) + h1Rh2 − h2Rh1 = 0.

(8.16)

This amounts to {h1, h2}Λ,R = 0, which implies that 0 = h1 + g and X1 = 0. This
is impossible by assumption and X1 and X2 cannot be Hamiltonian.

Proposition 10. There exists no Jacobi manifold on the plane with Λ 6= 0 and
R 6= 0 turning the elements of a Lie algebra diffeomorphic to 〈∂x, ∂y, x∂x + αy∂y〉,
with α /∈ {0,−1}, into Hamiltonian vector fields.

Proof. Let us proceed by reduction to absurd. Assume (N,Λ, R) to be a Jacobi
manifold turning the above mentioned vector fields into Hamiltonian ones. Taking
local rectifying coordinates for the Jacobi manifold, it turns out that every Lie
algebra diffeomorphic to the previous one can be written in terms of three vector
fields X1, X2, X3 diffeomorphic to ∂x, ∂y, x∂x + αy∂y. Then, they satisfy [X1, X2] =
0, [X1, X3] = X1, [X2, X3] = αX2, X1 ∧X2 6= 0 and

X3 = µ2X1 + αµ1X2 (8.17)

for certain first-integrals µ1 and µ2 for X1 and X2, respectively. From (8.17) and
using that X1, X2, X3 are Hamiltonian for certain Hamiltonian functions h1, h2, h3,
correspondingly, we obtain

Λ̂(dh3) + h3R = µ2Λ̂(dh1) + µ2h1R+ αµ1Λ̂(dh2) + αµ1h2R (8.18)

and, by means of the rectified expression for Λ and R, we get

∂h3

∂s
= µ2

∂h1

∂s
+ αµ1

∂h2

∂s
,

∂h3

∂t
= µ2

∂h1

∂t
+ αµ1

∂h2

∂t
− µ2h1 − αµ1h2 + h3.

(8.19)

Since [X1, X3] = X1, then {h1, h3}Λ,R = h1 + λ1e
t, where et is a function with

zero Hamiltonian vector field and λ1 ∈ R. Hence,

h1 + λ1e
t = {h1, h3}Λ,R = Λ(dh1,dh3) + h1(Rh3)− h3(Rh1). (8.20)
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Simplifying and using previous expressions (8.19), we find that

h1 + λ1e
t = µ1

(
∂h2

∂t

∂h1

∂s
− ∂h1

∂t

∂h1

∂s
+ h1

∂h2

∂s
− h2

∂h1

∂s

)
= αµ1{h1, h2}Λ,R. (8.21)

As [X1, X2] = 0, then {h1, h2}Λ,R = λet for a certain constant λ ∈ R. Hence,
h1 = (αµ1λ − λ1)et and λ 6= 0. Proceeding analogously for {h2, h3}Λ,R = α(h2 +
λ2e

t), we obtain

h2 + λ2e
t = µ2{h2, h1}Λ,R ⇒ h2 = (−µ2λ/α− λ2)et. (8.22)

Writing the compatibility condition for the system (8.19), we reach to

(α+ 1)λ

(
∂µ1

∂s

∂µ2

∂t
− ∂µ2

∂s

∂µ1

∂t

)
= 0. (8.23)

This implies that dµ1 ∧ dµ2 = 0. Since µ1 is a first-integral for X1 and µ2 is a first-
integral for X2, this means that X1 ∧ X2 = 0, which is impossible by assumption.
This finishes the proof.
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4
Lie symmetry for differential equations

1 What can a symmetry transformation achieve?

Invariance of a differential equation under a transformation is synonymous of ex-
istence of symmetry and, consequently, of conserved quantities. The invariance of
a differential equation under a transformation [331] helps us to achieve partial or
complete integration of such an equation. Many of the existing solutions to physical
phenomena described by differential equations have been obtained through symme-
try arguments [339, 358, 388].

A conserved quantity for a first-order differential equation can lead to its inte-
gration by quadrature, whilst for higher-order ones, it leads to a reduction of their
order. A number of conserved quantities equals to the number of the degrees of
freedom of the ordinary differential equation leads to the complete integration of
such an equation [339, 388]. Nevertheless, finding as many conserved quantities as
the number of degrees of freedom of the differential equation, is a nontrivial task.

The most famous and established method for finding point symmetries is the
classical Lie symmetry method (CLS) developed by Lie from 1881 [296, 298, 299,
339, 388]. Although the classical Lie symmetry analysis represents a very powerful
tool, it yields cumbersome calculations to be solved by hand. Notwithstanding, the
increased number of available software packages for symbolic calculus has made of
generalizations of the CLS analysis very tractable approaches to find conservation
laws, explicit solutions, etc.

If we impose that symmetries leave certain submanifold invariant, we find the
class of conditional or nonclassical symmetries method (NSM) introduced in 1969
by Bluman and Cole [64]. The origin of this proposal rooted in the obtention of
exact solutions for the linear heat equation [181] that were not deducible from the
former CLS. The NSM method has been successfully applied by many authors [26,
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127, 332, 334] and the author of this manuscript in [167, 169]. A few examples will
be displayed in forthcoming sections. A remarkable difference between the classical
and the nonclassical Lie symmetry analysis is that the latter provides us with no
longer linear systems of differential equations to calculate the symmetries.

During the last decades of the XX century, attention has been focused on Lie
symmetry computation methods for nonlinear evolution equations of hydrodynamic
type in Plasma Physics, cosmological models and other fields [5, 66, 102]. These
equations have solutions in form of solitons. In order to study and to derive solutions
of this kind of equations, the classical and nonclassical Lie symmetry approaches
have proven their efficiency. Given their recurrent appearance in the Physics and
Mathematics literature, it is important to settle an algorithmic method for the
calculation of their symmetries, eventual reduction and finding their solutions. For
this reason, we will dedicate this part of this thesis to calculating symmetries and
reducing differential equations, ranging from ODEs to hierarchies of PDEs and Lax
pairs. In this way, the plan of the chapter goes as follows.

Section 1: The CLS analysis for ODEs and applications: We explain the
CLS for ODEs. We consider Lie transformations of the most general type and we
give theorems which facilitate the calculation of Lie symmetries. A number of steps
will summarize the quasi-algorithmical symmetry search and it will be applied to
some particular ODEs: the second- and third-order Kummer–Schwarz equations, the
first- and second-order Riccati equations and the Milne–Pinney equations, revised
in Chapter 3.

Section 2: Lie symmetry for Lie systems: We inspect certain types of Lie
symmetries for Lie systems. We prove that every Lie system admits a Lie algebra of
Lie symmetries whose geometric properties are determined by the Vessiot–Guldberg
Lie algebra of the Lie system. To illustrate our results, we analyze a particular
type of Lie symmetries for sl(2,R)-Lie systems and we apply our findings to inspect
Riccati equations, the Cayley-Klein Riccati equations (defined for the first time
in this thesis), quaternionic Riccati equations with real t-dependent coefficients,
generalized Darboux-Brioschi-Halphen systems and second-order Kummer–Schwarz
equations. Next, we analyze a particular type of Lie symmetries for Aff(R)-Lie
systems and we apply our results to Buchdahl and Painlevé–Ince equations. To
conclude, we generalize the search of this type of Lie symmetries to PDE Lie systems.
In a similar fashion, we search for a particular type of Lie symmetries and illustrate
the interest of our theory by studying partial Riccati equations.

It is remarkable that the application of our methods to Lie systems, leads to
obtaining Lie symmetries for all Lie systems sharing isomorphic Vessiot–Guldberg
Lie algebras. In this way, we are concluding results for several different Lie systems,
simultaneously.

Section 3: The CLS and NSM for PDEs: This section contains the theory
for Lie point symmetry search applied to PDEs. We explain in a number of steps
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how to apply the method and to implement the difference between the CLS and
the NSM. For PDEs, we can reduce the system to lower dimension by getting rid of
one of the independent variables through symmetry arguments. We will explain the
process of reduction with the aid of the method of characteristics. We will illustrate
the calculation of classical Lie symmetries for PDEs with the example of the inviscid
Burgers equation.

Section 4: Application to PDEs and spectral problems in Physics: We
start by applying both the CLM and NSM analysis to nonlinear PDEs of hydro-
dynamical type, and their corresponding Lax pairs. We start with the example
of the Bogoyanlevski–Kadomtsev–Petviashvili equation in 2 + 1 dimensions (2 + 1-
BKP, henceforth) and its corresponding Lax pair, a two component, nonisospectral
problem defined over the complex field, in 2 + 1. The author of this thesis and
her collaborators have obtained both the classical and nonclassical symmetries and
have compared them. Through the obtained symmetries, we have reduced both the
equation and Lax pair and we have achieved several reductions. Two of them are of
special interest. The first corresponds with the KdV equation in 1 + 1 dimensions,
what implies that 2 + 1-BKP is a generalization of the 1 + 1 KdV equation. The
second interesting reduction can be interpreted from a physical point of view. We
proceed by studying this reduction and its associated Lax pair in 1 + 1 dimensions,
with a second iteration through the Lie symmetry calculus (both classical and non-
classical) and later reduction to an ODE (considering the nonisospectral parameter
as another independent variable). Specifically, we prove that the nonclassical sym-
metries are more global and contain the classical case. A second list of reductions
is shown for the 1 + 1 dimensional case.

Section 5: Application to spectral problems associated with hierar-
chies of PDEs: Next, we apply the CLS and NSM to complete hierarchies of
nonlinear partial differential equations and their corresponding Lax pairs. A hier-
archy is a set of differential equations that are related through a recursion operator
[125]. The n-th iteration of the recursion operator provides us with the n-th equa-
tion member of the hierarchy. In particular, we take a look at two examples of
hierarchies of partial differential equations of a similar form: the so called hierar-
chy of Camassa–Holm in 2 + 1 dimensions [79] and the Qiao hierarchy or modified
Camassa–Holm hierarchy in 2 + 1 dimensions [359, 360, 361] (they are correspond-
ingly denoted as CHH(2 + 1) and Qiao2 + 1 or mCHH(2 + 1)). We will make an
exhaustive description of the nonclassical symmetries attending to different values
of the functions and constants of integration present in the symmetries.

A number of reductions arise for both hierarchies. We will show the reductions
of their corresponding Lax pairs and we check whether the nonisospectral character
is inherited within lower dimensions. For CHH(2 + 1), among its reductions we find
the positive and negative Camassa–Holm hierarchies in 1 + 1 dimensions and their
corresponding Lax pairs [167]. Some of the reductions of the Lax pair will maintain
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their nonisospectral character, what is quite inusual for 1 + 1 dimensions. For the
Qiao hierarchy, we obtained reductions which can be physically interpretated as well
[168].

2 The CLS for ODEs

Consider a p-th order system of q ordinary differential equations, with an indepen-
dent variable t and k dependent fields u1(t), . . . , uk(t), given by

Ψl(t, u
r)
j (t)) = 0, l = 1, 2, . . . , q, (2.1)

where

u
r)
j =

∂ruj
∂tr

, r = 1, . . . , p, j = 1, . . . , k.

and occasionally we will use u = (u1, . . . , uk). Eventually, we will also write (uj) t...t︸︷︷︸
r−times

for ∂ruj/∂t
r. A solution to this system of p-th order ODEs is a set of functions uj(t)

such that

Ψl
(
t, uj(t), u

1)
j (t), . . . , u

p)
j (t)

)
= 0, l = 1, . . . , q, j = 1, . . . , k. (2.2)

Geometrically, the variables {t, ur)j (t) | j = 1, . . . , k, r = 1, . . . , p} can be under-
stood as a coordinate system for Jpπ ' R × TpN with π : (t, u1, . . . , uk) ∈ NR ≡
R×N 7→ t ∈ R. Recall that we write

jpt u ≡ (t, uj , u
1)
j , . . . , u

p)
j ), ∀j (2.3)

for a general point of Jpπ. Moreover, the differential equation (2.1) can be under-
stood as a submanifold E = Ψ−1(0) ⊂ Jpπ, where Ψ = (Ψ1, . . . ,Ψq). Meanwhile, the
particular solutions of (2.1) are can be understood sections u : t ∈ R→ (t, u(t)) ∈ NR
of the bundle (NR,R, π) whose prolongation to Jpπ satisfies (2.1), i.e. we have (2.2).

Let us consider the ε-parametric group of transformations{
t̄→ t+ εξ(t, uj) +O(ε2),

ūj → uj + εηj(t, uj) +O(ε2),
j = 1, . . . , k. (2.4)

The associated vector field with the trasformation reads

X = ξ(t, uj)
∂

∂t
+

k∑
j=1

ηj(t, uj)
∂

∂uj
(2.5)

Definition 1. We call a transformation (2.4) a point Lie transformation if the

coefficients ξ(t, uj) and ηj(t, uj) do not depend on higher-order derivatives u
r)
j for

r = 1, . . . , p.
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Up to p-order derivatives, transformation (2.4) reads

t→ t+ εξ +O(ε2),

uj → uj + εηj(t, uj) +O(ε2),

u
1)
j → u

1)
j + εη

1)
j (t, uj) +O(ε2),

u
2)
j → u

2)
j + εη

2)
j (t, uj) +O(ε2),

. . .

u
p)
j → u

p)
j + εη

p)
j (t, uj)+O(ε2),

i = 1, . . . , k. (2.6)

on Jpπ. We shall drop the dependency (t, uj) in ξ(t, uj), ηj(t, uj), η
1)
j (t, uj), . . . for

convenience and express them simply as ξ, ηj , η
1)
j , . . . in the forthcoming expressions.

Geometrically, this amounts to a Lie group action Φ : R× Jpπ → Jpπ.
The infinitesimal generator of this ε-parametric group of transformation reads

Xp = ξ
∂

∂t
+

k∑
j=1

(
ηj

∂

∂uj
+ η

1)
j

∂

∂u
1)
j

+ η
2)
j

∂

∂u
2)
j

+ · · ·+ η
p)
j

∂

∂u
p)
j

)
, (2.7)

where we have not specified the dependency of the coefficients of the infinitesimal
generator, due to simplicity.

Recall that we gave in (4.20) in Chapter 2 how to obtain the coefficients η
p)
j . From

a geometric viewpoint, transformation (2.4) can be viewed as the infinitesimal part
of a Lie group action Φ : (ε; t;u) ∈ R × NR 7→ (t̄, ū) ≡ Φ(ε; t, u) ∈ NR. Meanwhile,
transformation (2.6) can be understood as a Lie group action Φ̂ : (ε; jpt u) ∈ R×Jpπ 7→
jp
t̄
ū ≡ Φ̂(jpt u) ≡ Φ̂(ε; jpt u) ∈ Jpπ.

Definition 2. We say that transformation (2.6) is a Lie point symmetry of (2.1) if
it maps points of E into points of E , namely

Ψl(t, uj(t), u
r)
j (t))⇒ Ψl(t̄, ūj(t̄), ū

r)
j (t̄)), ∀j, r, l. (2.8)

Notice that the invariance under transformations is independent of the choice
of the coordinate system in which the system of ODEs and its solutions are given.
Only the explicit form of the symmetry will change.

Lemma 3. Given a Lie point symmetry (2.6), we have that if uj(t) is a solution of
(2.1), then ūj(t̄) for all j = 1, . . . , k ,is a new solution of the same equation.

Theorem 4. We say that the infinitesimal generator Xp is a Lie point symmetry
of the system of ODEs of p-order given by (2.1) if

Xp(Ψl) = 0, l = 1, . . . , q, (2.9)

on the submanifold E = Ψ−1(0), with Ψ = (Ψ1, . . . ,Ψq).
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Proof. According to the Definition 2 of Lie point symmetry, if Ψ(jpt u) = 0, then
Ψ(Φ̂(jpt u)) = 0 for every ε ∈ R. Hence,

d

dε

∣∣∣
ε=0

Ψl(Φ̂(jpt u)) =
d

dε

∣∣∣
ε=0

Ψl(jpt u) = 0, (2.10)

∀jpt u ∈ Ψ−1(0), and l = 1, . . . , q. Meanwhile,

d

dε

∣∣∣
ε=0

Ψl(Φ̂(jpt u)) = dΨl
∣∣∣
jpt u

(
d

dε
Φ̂(jpt u)

)
= dΨl

∣∣∣
jpt uj

(Xp(jpt u)) = Xp(Ψl)(jp
t̄
ū), (2.11)

for all jpt u ∈ Ψ−1(0) and l = 1, . . . , q. Therefore, XpΨl = 0 on Ψ−1(0).

Definition 5. We call invariant surface condition of a system of ODEs the relation

ηj − (uj)tξ = 0, j = 1, . . . , k, (2.12)

2.1 Algorithmic computation of Lie point symmetry for systems of
ODEs

It is possible to follow an algorithmic procedure to compute the Lie point symmetries
of p-order systems of ODEs. The process goes as follows.

1. Introduce the Lie point transformation (2.6) in (2.1).

2. Select the terms in the zero-order in ε, which retrieves the initial equations.

Isolate the higher-order derivative, u
p)
j , appearing in each of the untransformed

equations in system (2.1).

3. Select the terms in the first-order of ε. Introduce the prolongations computed
according to (4.20) given in Chapter 2, together with the higher-order deriva-

tives u
p)
j obtained in the previous step. Take the coefficients of the remaining

derivatives of the dependent variables in different orders, from the u
p−1)
j to the

first u
1)
j for 1 ≤ j ≤ k. It is legit to set each of these conditions equal to zero,

given the definition of Lie point symmetries in which ξ and ηj do not depend
on derivatives of any order.

4. At this point, we decide for a classical or nonclassical approach. For the
nonclassical, we implement the invariant surface condition (2.12), namely

u
1)
j = ηj/ξ, with j = 1, . . . , k. This leads to an overdetermined system of

differential equations (which is no longer linear) for the coefficients ξ and ηj
of the infinitesimal generator.
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The more possible conditions we impose, the more general the symmetries
will be. This implies that nonclassical symmetries are more general than the
classical ones and they must include them as a particular case.

5. Solving the resulting system is not an easy task, specially in the nonclassical
approach, but it leads to the desired symmetries.

We aim to apply the theory exposed for the CLS to some ODEs with physical rele-
vance. The equations we inspect have been devised in Chapter 3 of this manuscript.

From now on, we will use the following notation in the forthcoming examples and

sections. We will denote the sucessive derivatives with respect to t as u
r)
j = (uj)t,...,t︸︷︷︸

r−times

.

Example 1. Let us study the second-order Kummer–Schwarz equation [52,
308, 320, 393]

utt −
3

2

u2
t

u
+ 2c0u

3 − 2c1(t)u = 0, (2.13)

with c0 being a real constant and c1(t) being any t-dependent function. It is a par-
ticular case of the Gambier equations [87, 224] and appears in cosmological models
[329]. We search for a general Lie point symmetry for (2.13). As usual, we de-
note by ξ the coefficient of the infinitesimal generator associated with t and the one
associated with u is denoted by η. Hence, the infinitesimal ε-parametric group of
diffeomorphisms of the symmetry reads{

t̄→ t+ εξ(t, u),

ū→ u+ εη(t, u).
(2.14)

In a similar fashion, the functions present in the transformation must be expanded
in a Taylor expansion up to first-order in ε

c1(t̄)→ c1(t) + ε
dc1(t)

dt
ξ(t, u). (2.15)

Since (2.13) is a second-order equation, we prolong this transformation to first and
second-order derivatives as well,{

ūt̄ → ut + εηt(t, u),

ūt̄t̄ → utt + εηtt(t, u)
(2.16)

and we calculate the prolongations ηt and ηtt according to (4.20) in Chapter 2.
Introducing (2.14) into (2.13) leads us to an overdetermined system which can only
be solved in case of considering particular cases of symmetry. Let us for example
suppose that ξ(t, u) is not a function of u, i.e., ξ = ξ(t). Hence,

ξ(t) = −G1(t)−K1, η(t, u) =
dG1

dt
u, (2.17)
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for a certain function G1 = G1(t).

Example 2. The third-order Kummer-Schwarz equation reads

uttt −
3

2

utt
u

+ 2C0(u)u3
t − 2b0(t)ut = 0. (2.18)

We propose the same Lie transformation as in (2.14). This time, we need to expand
the functions C0(u) and b0(t)

C0(ū)→ C0(u) + ε
∂C0(u)

∂u
η(t, u), b0(ū)→ b0(u) + ε

∂b0(t)

∂t
ξ(t, u). (2.19)

Since (2.18) is a third-order equation, transformation (2.14) has to be extended up
to the third-order derivative apart from considering (2.16),

ūt̄t̄t̄ → uttt + εηttt(t, u), (2.20)

where ηttt is calculated according to (4.20) in Chapter 2. Invariability of (2.18) under
such a transformation arises in an overdetermined system of differential equations
whose unique possibility reads

ξ = K1, η(u) = K2u, (2.21)

with K1 and K2 being two constants and the two following conditions being satisfied

db0(t)

dt
= 0, C0(u) =

C1

u2
, (2.22)

where C1 is another constant of integration. Conditions (2.22) had been known
previously [308], but here we have retrived them by our Lie symmetry approach
which strictly needs (2.22) being satisfied in order to (2.16), (2.19) and (2.20) be a
Lie symmetry transformation. As a conclusion, we see that the constants K1,K2

appearing in (2.21) are arbitrary functions of time, G1(t) in (2.17).

Example 3. Consider now the first-order Riccati equation,

ut = a0(t) + a1(t)u+ a2(t)u2. (2.23)

This equation is very important in Theoretical Physics, in the introduction of Wit-
ten’s Supersymmetric Quantum Mechanics [421]. A general Lie point symmetry
transformation for these equations reads{

t̄→ t+ εξ(t, u),

ū→ u+ εη(t, u).
(2.24)
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Applying this transformation to the time-dependent functions of (2.23),

ai(t̄)→ ai(t) + ε
∂ai(t)

∂t
ξ(t, u), i = 0, 1, 2. (2.25)

Introducing this transformation into (2.24), we need to compute the first-order pro-
longation

ūt̄ → ut + εηt(t, u) (2.26)

with the computation of ηt according to (4.20) in Chapter 2. An overdetermined
system for the symmetries suggests the consideration of an Ansatz ξ = ξ(t). This
leads to

ξ(t) =
1√

a2(t)
√
a0(t)

, η(t, u) =

(
−1

2

da2(t)
dt

a
3/2
2

√
a0(t)

+
1

2

da0(t)
dt√

a2(t)a0(t)3/2

)
u. (2.27)

Example 4. The second-order Riccati equation accounts with multiple appli-
cations in scientific fields (see Chapter 3 and [120, 223]). It takes the form

utt + (f0(t) + f1(t)u)ut + C0(t) + C1(t)u+ C2(t)u2 + C3(t)u3 = 0, (2.28)

with

f1(t) = 3
√
C3(t), f0(t) =

C2(t)√
C3(t)

− 1

2C3(t)

dC3

dt
(t), (2.29)

where C1(t), C2(t) are arbitrary t-dependent functions and C3(t) > 0 [419]. These
conditions are retrived from the property of integrability of the equation in the
Painlevé sense. We search for a transformation as in (2.24), which needs to be
prolonged up to the second derivative as

ūt̄ → ut + εηt(t, u), ūt̄t̄ → utt + εηtt(t, u), (2.30)

with ηt and ηtt being calculated with the aid of (4.20) in Chapter 2. The functions
appearing in (2.28) are Taylor expanded up to first order as

Cj(t̄)→ Cj(t) + ε
dCj(t)

dt
ξ(t, u), j = 1, 2, 3. (2.31)

and

f0(t̄)→ f0(t) + ε
df0(t)

dt
ξ(t, u), f1(t̄)→ f1(t) + ε

df1(t)

dt
ξ(t, u). (2.32)

We consider the Ansatz ξ = ξ(t). Under such a circumstance, we find

ξ(t) = F (t), η(t, u) = g1(t)u+ g2(t), (2.33)
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where

F (t) = −
∫ √

C3(t)g1(t)dt√
C3(t)

. (2.34)

The function g2(t) is not arbitrary, it satisfies that

g2(t) = −
dg1(t)
dt√
C3(t)

+
1

3

dC2(t)
dt

∫ √
C3(t)g1(t)dt

C3(t)3/2

+
1

3

C2(t)g1(t)

C3(t)
− 1

3

C2(t)dC3(t)
dt

∫ √
C3(t)g1(t)dt

C3(t)5/2
. (2.35)

Nevertheless, the nonarbitrary function g1(t) has to satisfy a cumbersome equation
whose explicit expression is omitted but can be straightforwardly obtained after a
long but easy calculation. Given this situation, we try to simplify our result by
imposing further additional conditions. For example, let us suppose that g2(t) = 0.
Now, the symmetries have a more pleasant expression

ξ(t) = F (t), η(t, u) = g1(t)u, (2.36)

with the additional relations

F (t) = −
∫ √

C3(t)g1(t)dt√
C3(t)

, g1(t) =
C2(t)e

1
3

∫ C2(t)√
C3(t)

dt

C3(t)
. (2.37)

The process of symmetry calculation recovers some well-known relations among
the coefficients of the equation (2.28) in order to (2.24) and (2.30) to (2.32) be a
symmetry of (2.28). Such relations are

f1(t) = 3
√
C3(t), f0(t) =

C2(t)√
C3(t)

− 1

2

dC3(t)/dt

C3(t)
(2.38)

which had previously been devised in other papers [108].

Example 5. The Milne–Pinney equation, namely

utt + ω(t)2u− K

u3
= 0. (2.39)

where ω(t) is the frequency of oscillation of the system and K > 0 is a constant,
was studied in Chapter 3 [97, 109, 354]. It is defined in R− {0} and it is invariant
under parity. That is, for a particular solution x(t), we have that x̄(t) = −x(t) is
another solution.

From the point of view of the Lie analysis, we search for a Lie point symmetry{
t̄→ t+ εξ(t, u),

ū→ u+ εη(t, u).
(2.40)
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Similarly, we expand in Taylor series up to first-order the function w(t)

w(t̄)→ w(t) + ε
dw(t)

dt
ξ(t, u). (2.41)

Extending the transformation to the second derivative, we have ūt̄t̄ = utt+εηtt(t, u),
where ηtt is calculated according to (4.20) in Chapter 2. The resulting symmetries
read

ξ(t, u) = −4ω(t)
dω(t)

dt
F (t)− 4ω(t)2dF (t)

dt
, η(t, u) =

dF (t)

dt
u, (2.42)

where F (t) reads

F (t) = exp

(
−2

∫
10ω3

t ω + ω2
t + ωωtt + 4ωtωttω

2 − 2ω3ωttt − 16ω6ω2
t

16ωωt − 16ω3ωtt + 44ω2
t ω

2 + 16ω6 − 32ω7ωt + 1
dt

)
. (2.43)

3 Lie symmetries for Lie systems

Given the interest of Lie symmetries for the study of differential equations, we devote
this section to the study of Lie symmetries for Lie systems. We pioneer the study and
application of certain types of Lie symmetries for higher-order Lie systems and PDE
Lie systems, i.e., the generalizations of Lie systems to the realms of higher-order
and partial differential equations [87, 91, 97, 166]. As a byproduct, we develop one
of the few applications of the theory of Lie systems in the investigation of systems
of partial differential equations. Additionally, only a few particular results about
Lie symmetries for Lie systems had appeared before in [109]. We here accomplish a
careful and exhaustive study and calculation of such Lie symmetries [166].

3.1 On certain Lie symmetries for Lie systems

We are now concerned with the study of certain Lie symmetries for Lie systems.
We prove that the features of these Lie symmetries are determined by the algebraic
structure of a Vessiot–Guldberg Lie algebra of the Lie system.

Consider a general the Lie system X given by

X =
r∑

α=1

bα(t)Xα, (3.1)

where b1, . . . , br are some t-dependent functions. Then, (3.1) admits a Vessiot–
Guldberg Lie algebra V with basis X1, . . . , Xr and structure constants cαβγ . Let us
study the Lie symmetries of X of the form

Y = f0(t)
∂

∂t
+

r∑
α=1

fα(t)Xα, (3.2)
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where f0, . . . , fr are certain t-dependent functions. We denote by SVX the space of
such Lie symmetries. Recall that Y ∈ SVX if and only if

[Y, X̄] = hX̄ (3.3)

for a function h ∈ C∞(R×N), with X̄ being the autonomization of X [339]. From
this, it immediatlly follows that SVX is a real Lie algebra of vector fields.

Using the properties of SVX , we now characterize the elements of SVX as particular
solutions of a family of Lie systems.

Lemma 1. The vector field Y of the form (3.2) is a Lie symmetry for the Lie
system (3.1) if and only if the t-dependent functions f0, . . . , fr satisfy the system of
differential equations

df0

dt
= b0(t),

dfα
dt

= f0
dbα
dt

(t) + bα(t)b0(t) +
r∑

β,γ=1

bβ(t)fγcγβα, (3.4)

for a certain t-dependent function b0 and α = 1, . . . , r.

Proof. From (3.1), (3.2) and (3.3), we have that

[
Y, X̄

]
=

f0
∂

∂t
+

r∑
α=1

fαXα,
∂

∂t
+

r∑
β=1

bβXβ


= −df0

dt

∂

∂t
+

r∑
α=1

(f0
dbα
dt
− dfα

dt

)
Xα +

r∑
β=1

bβfα[Xα, Xβ]


= −df0

dt

∂

∂t
+

r∑
α=1

(f0
dbα
dt
− dfα

dt

)
Xα +

r∑
β,γ=1

bβfαcαβγXγ


= −df0

dt

∂

∂t
+

r∑
α=1

f0
dbα
dt
− dfα

dt
+

r∑
β,γ=1

bβfγcγβα

Xα

= h

(
∂

∂t
+

r∑
α=1

bαXα

)
. (3.5)

Thus, [Y, X̄] = hX̄ is equivalent to

(
−df0

dt
− h
)
∂

∂t
+

r∑
α=1

 r∑
β,γ=1

bβfγcγβα + f0
dbα
dt
− dfα

dt
− hbα

Xα = 0. (3.6)
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Since ∂/∂t,X1, . . . , Xr, are linearly independent over R, we obtain that [Y, X̄] = hX̄
if and only if (3.4) is fulfilled with h being an arbitrary t-dependent function such
that b0(t) = −h(t) for every t ∈ R. Hence, the elements of SVX are the particular
solutions of (3.4) for arbitrary t-dependent functions b0.

Definition 2. We call (3.4) the symmetry system of the Lie system (3.1) with
respect to its Vessiot–Guldberg Lie algebra V . We write ΓVX for the t-dependent
vector field associated with (3.4), that is,

ΓVX = b0(t)
∂

∂f0
+

r∑
α=1

f0
dbα
dt

(t) + b0(t)bα(t) +
r∑

γ,β=1

bβ(t)fγcγβα

 ∂

∂fα
. (3.7)

Note that (3.1) may have different Vessiot–Guldberg Lie algebras (see [102] for
details). When V is understood from context, we simply call (3.4) the symmetry
system of X. Let us prove that (3.4) is a Lie system.

Theorem 3. The system ΓVX is a Lie system possessing a Vessiot–Guldberg Lie
algebra

(A1 ⊕S A2)⊕S VL ' (Rr+1 ⊕S Rr)⊕S V/Z(V ), (3.8)

where
A1 = 〈Z0, . . . , Zr〉 ' Rr+1, A2 = 〈W1, . . . ,Wr〉 ' Rr,

VL = 〈Y1, . . . , Yr〉 ' V/Z(V ),
(3.9)

with

Yα =
r∑

β,γ=1

fβcβαγ
∂

∂fγ
, Wα = f0

∂

∂fα
, Z0 =

∂

∂f0
, Zα =

∂

∂fα
, (3.10)

with α = 1, . . . , r, we write A⊕S B for the semi-direct sum of the ideal A of A+B
with B, and Z(V ) is the center of the Lie algebra V .

Proof. By defining t-dependent functions

c0 ≡ b0, b̄0 ≡ 0, cα ≡ b0bα, b̄α ≡
dbα
dt

, α = 1, . . . , r, (3.11)

we can write

ΓVX(t, f) =

r∑
α=0

cα(t)Zα(f) +

r∑
α=1

[
b̄α(t)Wα(f) + bα(t)Yα(f)

]
, f ∈ Rn+1. (3.12)

Hence, ΓVX is a t-dependent vector field taking values in the linear space V S ≡
A1 + A2 + VL. Let us show that V S is also a Lie algebra of vector fields. To do
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so, let us first prove that VL ' V/Z(V ). Consider Yα, Yβ ∈ VL. Recalling that
[Xα, Xβ] =

∑r
γ=1 cαβγXγ , we obtain

[Yα, Yβ] =

r∑
i,j,m,n=1

[
ciαjfi

∂

∂fj
, cmβnfm

∂

∂fn

]

=
r∑

i,j,m,n=1

ciαjcmβn

(
fiδ

m
j

∂

∂xn
− fmδin

∂

∂fj

)

=
r∑

i,m,n=1

ciαmcmβnfi
∂

∂fn
−

r∑
n,j,m=1

cnαjcmβnfm
∂

∂fj

=
r∑

i,m,n=1

(ciαmcmβn + cmαncβim)fi
∂

∂fn
. (3.13)

Using the Jacobi identity for the structure constants cαβγ , we see that

r∑
m,n=1

(ciαmcmβn + cαβmcmin + cβimcmαn) = 0, ∀i, α, β = 1, . . . , r. (3.14)

From this,

[Yα, Yβ] =
r∑

i,m,n=1

(ciαmcmβn + cmαncβim)fi
∂

∂fn
= −

r∑
i,m,n=1

cαβmcminfi
∂

∂fn

=
r∑

m=1

cαβmYm. (3.15)

So, Y1, . . . , Yr span a Lie algebra. We can define a Lie algebra morphism φ : V → VL
of the form φ(Xα) = Yα for α = 1, . . . , r. The vector fields Y1, . . . , Yr do not need
to be linearly independent. Let us show this. We can assume with no loss of
generality that X1, . . . , Xs, with s ≤ r, form a basis for kerφ. Since φ(Xα) = 0 for
α = 1, . . . , s, we have fβcβαγ = 0 for α = 1, . . . , s and β, γ = 1, . . . , r. Thus, we see
that [Xα, Xβ] = 0 for α = 1, . . . , s and β = 1, . . . , r. This means that Xα ∈ Z(V ).
Conversely, we get by similar arguments that if X ∈ Z(V ), then X ∈ kerφ. Hence,
X ∈ kerφ if and only if X ∈ Z(V ). In consequence, kerφ = Z(V ) and Y1, . . . , Yr
span a Lie algebra isomorphic to V/Z(V ).

It is obvious that A1 is an ideal of A1 + A2. Moreover, as [A1, VL] ⊂ A1 and
[A2, VL] ⊂ A2, then A1 ⊕S A2 is an ideal of V S . Consequently, V S is a Lie algebra
of the form (3.8).

Definition 4. We say that the Lie systems X1 and X2 are isomorphic when they
take values in two isomorphic Vessiot–Guldberg Lie algebras V1, V2 and there exists
a Lie algebra isomorphism φ : V1 → V2 such that (X2)t = φ((X1)t) for each t ∈ R.
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Proposition 5. Given two isomorphic Lie systems X1 and X2 related to Vessiot–
Guldberg Lie algebras V1, V2, their symmetry systems relative to such Lie algebras
are, up to a change of basis in V1 and/or V2, the same.

3.2 Lie algebras of Lie symmetries for Lie systems

In this section we study different Lie subalgebras of SVX . Their interest resides in the
fact that, when finite-dimensional, they can be integrated to form Lie group actions
of symmetries for X. In turn, they can be employed to simplify the Lie system they
are referred to.

Lemma 6. The space of functions C∞(R) can be endowed with a Lie bracket given
by

{f, f̄}R = f
df̄

dt
− f̄ df

dt
, ∀f, f̄ ∈ C∞(R). (3.16)

Proof. In order to prove that (3.16) is a Lie bracket, we must show that (3.16) is
bilinear, antisymmetric and satisfies the Jacobi identity. From its definition (3.16)
is clearly bilinear and antisymmetric. To see that (3.16) holds the Jacobi identity,
we consider the map φ : f ∈ C∞(R) 7→ f∂/∂t ∈ Γ(TR). Observe that φ is a linear
isomorphism.

Moreover, it follows that

φ({f, f̄}R) = {f, f̄}R
∂

∂t
=

(
f

df̄

dt
− f̄ df

dt

)
∂

∂t
=

[
f
∂

∂t
, f̄

∂

∂t

]
= [φ(f), φ(f̄)], (3.17)

for arbitrary f, f̄ ∈C∞(R). By using the Jacobi identity for vector fields on R with
respect to the Lie bracket [·, ·], we obtain

φ({{f, f̄}R, ¯̄f}R + {{f̄ , ¯̄f}R, f}R + {{ ¯̄f, f}R, f̄}R) =

= [[φ(f), φ(f̄)], φ( ¯̄f)] + [[φ(f̄), φ( ¯̄f)], φ(f)] + [[φ( ¯̄f), φ(f)], φ(f̄)]

= 0, (3.18)

∀f, f̄ , ¯̄f ∈ C∞(R). Since φ is a linear isomorphism, then

{{f, f̄}R, ¯̄f}R + {{f̄ , ¯̄f}R, f}R + {{ ¯̄f, f}R, f̄}R = 0 (3.19)

and (3.16) satisfies the Jacobi identity giving rise to a Lie bracket on C∞(R). More-
over, φ becomes a Lie algebra isomorphism.

Definition 7. Let X be a Lie system on N with a Vessiot–Guldberg Lie algebra V
and let W be a nonempty set of t-dependent functions that form a Lie algebra with
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respect to the Lie bracket defined in (3.16). We call SVX,W the space

SVX,W =

{
Y ∈ SVX | Y = f0

∂

∂t
+

r∑
α=1

fαXα, f0 ∈W

}
, (3.20)

where X1, . . . , Xr is a basis for V .

Proposition 8. The space of symmetries SVX,W is a Lie algebra of symmetries of
X.

Proof. Since W and SVX are linear spaces, the linear combinations of elements of
SVX,W belong to SVX,W. So, this space becomes a vector space. Moreover, given two

elements, Y, Y ∗ ∈ SVX,W, their Lie bracket reads

[Y, Y ∗] =

f0(t)
∂

∂t
+

r∑
α=1

fα(t)Xα, f
∗
0 (t)

∂

∂t
+

r∑
β=1

f∗β(t)Xβ


= {f0, f

∗
0 }R

∂

∂t
+

r∑
β=1

(f0

df∗β
dt
− f∗0

dfβ
dt

)
Xβ +

r∑
α,γ=1

fαf
∗
βcαβγXγ


= {f0, f

∗
0 }R

∂

∂t
+

r∑
γ=1

(f0

df∗γ
dt
− f∗0

dfγ
dt

)
+

r∑
α,β=1

fαf
∗
βcαβγ

Xγ . (3.21)

Since SVX is a Lie algebra and Y, Y ∗ ∈ SVX , then [Y, Y ∗] ∈ SVX . As additionally
{f0, f

∗
0 }R ∈ W, then [Y, Y ∗] ∈ SVX,W. Hence, the Lie bracket of elements of SVX,W

belongs to SVX,W, which becomes a Lie algebra.

Corollary 9. Given a Lie system X on N related to a Vessiot–Guldberg Lie algebra
V, the elements of SVX,W with

1. W = {f0 ∈ C∞(R) | df0/dt = 0},

2. W = {f0 ∈ C∞(R) | f0 = 0},

are finite-dimensional Lie algebras of vector fields. In the second case, SVX,W is
isomorphic to V.

Proof. In both cases, W is nonempty. In the first case, the functions with df0/dt = 0
are constant. These functions form an Abelian Lie algebra with respect to the Lie
bracket {·, ·}R. In view of Proposition 8, the space SVX,W is a Lie algebra.

In the second case, the function zero is also a zero-dimensional Lie algebra relative
to {·, ·}R. Since f0 = 0 and using Proposition 8, we obtain that SVX,W can be
understood as a Lie algebra of t-dependent vector fields taking values in V . To
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prove that SVX,W ' V , let us consider the morphism which maps each t-dependent
vector field with its value at t = 0, namely

φ : SVX,W −→ V

Z 7→ Z0.

Let X1, . . . , Xr be a basis for V . From Lemma (1), we have that (f1(t), . . . , fr(t)) is
a particular solution of the system

dfα
dt

=

r∑
δ,β=1

bβ(t)fδcδβα, α = 1, . . . , r. (3.22)

For each initial condition fα(0) = cα ∈ R, with α = 1, . . . , r, i.e., by fixing Z0,
there exists a unique solution of the above system. Hence, there exists a unique
t-dependent vector field Z of SVX,W with Z0 =

∑r
α=0 cαXα. Thus, φ is a bijec-

tion. Using that for two vector fields Z1, Z2 ∈ SVX,W we have [Z1, Z2] ∈ SVX,W and

[Z1, Z2]t = [(Z1)t, (Z2)t], we see that φ is a Lie algebra morphism and SVX,W ' V .

3.3 Applications to systems of ODEs and HODEs

Let us work out the symmetry systems and related Lie symmetries for some Lie
systems of interest. In particular, we will illustrate that Proposition 5 enables us to
determine simultaneously Lie symmetries for different Lie systems with isomorphic
Vessiot–Guldberg Lie algebras.

Lie symmetries for sl(2,R)-Lie systems

Let us obtain the symmetry systems and related Lie symmetries for sl(2,R)-Lie
systems. This shall be used in following subsections to obtain simultaneously Lie
symmetries of isomorphic sl(2,R)-Lie systems appearing in the physics and/or math-
ematical literature.

Let us choose a basis of vector fields {X1, X2, X3} of V ' sl(2,R) with commu-
tation relations

[X1, X2] = X1, [X1, X3] = 2X2, [X2, X3] = X3. (3.23)

Every Lie system with Vessiot–Guldberg Lie algebra V can be brought into the form

X = b1(t)X1 + b2(t)X2 + b3(t)X3 (3.24)

for certain t-dependent functions b1, b2 and b3. The Lie symmetries of SVX take the
form

Y = f0(t)
∂

∂t
+ f1(t)X1 + f2(t)X2 + f3(t)X3, (3.25)
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where f0, f1, f2, f3 are some t-dependent functions to be determined. In view of
(3.4) and the commutation relations (3.23), the symmetry system for X relative to
V reads 

df0

dt
= b0(t),

df1

dt
= f0

db1
dt

(t) + f1b2(t)− f2b1(t) + b0(t)b1(t),

df2

dt
= f0

db2
dt

(t) + 2f1b3(t)− 2f3b1(t) + b0(t)b2(t),

df3

dt
= f0

db3
dt

(t) + f2b3(t)− f3b2(t) + b0(t)b3(t).

(3.26)

As stated in Theorem 3, this is a Lie system. Indeed, system (3.26) is related to
the t-dependent vector field

Γ
sl(2,R)
X =

db1(t)

dt
W1 +

db2(t)

dt
W2 +

db3(t)

dt
W3 + b0(t)Z0 + b0(t)b1(t)Z1 + b0(t)b2(t)Z2

+ b0(t)b3(t)Z3 + b1(t)Y1 + b2(t)Y2 + b3(t)Y3, (3.27)

where

Zα =
∂

∂fα
, α = 0, 1, 2, 3, Wβ = f0

∂

∂fβ
, β = 1, 2, 3 (3.28)

and

Y1 = −f2
∂

∂f1
− 2f3

∂

∂f2
, Y2 = f1

∂

∂f1
− f3

∂

∂f3
, Y3 = 2f1

∂

∂f2
+ f2

∂

∂f3
. (3.29)

These vector fields hold

[Y1, Y2] = Y1, [Y1, Y3] = 2Y2, [Y2, Y3] = Y3. (3.30)

Since Z(V ) = {0}, then VL = 〈Y1, Y2, Y3〉 is a Lie algebra isomorphic to V/Z(V ) '
sl(2,R) as stated in Theorem 3. The rest of commutation relations read

[Y1, Z0] = 0, [Y1, Z1] = 0, [Y1, Z2] = Z1, [Y1, Z3] = 2Z2,
[Y2, Z0] = 0, [Y2, Z1] = −Z1, [Y2, Z2] = 0, [Y2, Z3] = Z3,
[Y3, Z0] = 0, [Y3, Z1] = −2Z2, [Y3, Z2] = −Z3, [Y3, Z3] = 0.

(3.31)

Moreover,

[Y1,W1] = 0, [Y1,W2] = W1, [Y1,W3] = 2W2

[Y2,W1] = −W1, [Y2,W2] = 0, [Y2,W3] = W3,
[Y3,W1] = −2W2, [Y3,W2] = −W3, [Y3,W3] = 0

(3.32)
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and
[Z0,Wj ] = Zj , [Zi,Wj ] = 0, [Wi,Wj ] = 0, i, j = 1, 2, 3,

[Zα, Zβ] = 0, α, β = 0, . . . , 3.
(3.33)

Hence, A1 = 〈Z0, Z1, Z2, Z3〉 is an ideal of A1 + A2. And A1 + A2 is an ideal of
A1 +A2 + VL, with A2 = 〈W1,W2,W3〉.

Example 1. We study a particular type of first-order Riccati equation [257, 364]

dx

dt
= η(t) + x2, (3.34)

where η is an arbitrary t-dependent function.
It is well known that the Riccati equation is a Lie system with a Vessiot–Guldberg

Lie algebra isomorphic to V Ric ' sl(2,R) [109]. Indeed, equation (3.34) has the
associated t-dependent vector field XRic = XRic

3 + η(t)XRic
1 , where

XRic
1 =

∂

∂x
, XRic

2 = x
∂

∂x
XRic

3 = x2 ∂

∂x
(3.35)

satisfy the same commutation relations as X1, X2, X3 in (3.23). In view of this,
(3.34) is related to a t-dependent vector field taking values in a finite-dimensional
Lie algebra of vector fields isomorphic to sl(2,R). Then, (3.34) is an sl(2,R)-Lie
system. Moreover, we can consider XRic as a particular case of system (3.24). By
applying the results of the previous sections to generic sl(2,R)-Lie systems, we find
that the symmetry system for XRic is of the form (3.26) with b1 = η, b2 = 0 and
b3 = 1, namely 

df0

dt
= b0(t),

df1

dt
= f0

dη

dt
(t)− η(t)f2 + b0(t)η(t),

df2

dt
= 2f1 − 2η(t)f3,

df3

dt
= f2 + b0(t).

(3.36)

We can recover and generalize the results given in [209] by means of our approach.
From their expressions in (3.36), we can differentiate df3/dt twice and df2/dt once.
By substituting d2f2/dt

2 in d3f3/dt
3 and using the remaining equations in (3.36),

we obtain that
d3f3

dt3
=

d3f0

dt3
+ 2

df1

dt
− 2

dη

dt
f3 − 2η(t)

df3

dt
. (3.37)

By substituting the value of df1/dt from (3.36) and using that f2 = df3/dt− b0(t),
we obtain the following equation for f3 in terms of the coefficients of (3.34) and f0

d3f3

dt3
=

d3f0

dt3
+ 4b0η(t) + 2

dη

dt
f0 − 2

dη

dt
f3 − 4η(t)

df3

dt
. (3.38)
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From this, we can retrieve the following corollary given in [209].

Corollary 10. The Riccati equation (3.34) admits the Lie symmetry

Y = f0
∂

∂t
− 1

2

d2f0

dt2
∂

∂x
− df0

dt
x
∂

∂x
, (3.39)

where
d3f0

dt3
+ 4b0(t)η(t) + 2

dη

dt
f0 = 0. (3.40)

Proof. Since we are looking for Lie symmetries with f3 = 0, equation (3.38) reduces
to (3.40). Moreover, by substituting f3 = 0 in (3.36), we obtain that

df3

dt
= b0(t) + f2 = 0,

df2

dt
= 2f1, (3.41)

which yields f2 = −df0/dt and 2f1 = −d2f0/dt
2. Hence, the corollary follows.

Going back to general symmetries of (3.34), we can obtain some of its Lie symme-
tries by solving (3.36) for certain values of η(t) summarized in Table 6 in Appendix
1.

Example 2. Reconsider the Cayley–Klein Riccati equation appeared in (6.68)
within Chapter 3. Its associated first-order system (6.69) was described in Chapter
3 by means of the t-dependent vector field

XCK = b1(t)XCK
1 + b2(t)XCK

2 + b3(t)XCK
3 , (3.42)

where

XCK
1 =

∂

∂x
, XCK

2 = x
∂

∂x
+ y

∂

∂y
, XCK

3 = (x2 + ι2y2)
∂

∂x
+ 2xy

∂

∂y
(3.43)

satisfy the same commutation relations as X1, X2, X3 in (3.23). Since X1, X2, X3

span a Lie algebra V ' sl(2,R), the vector fields XCK
1 , XCK

2 and XCK
3 span a real

Lie algebra, V CK, which is isomorphic to the Lie algebra sl(2,R) independently of
the square of ι. Then, (3.42) is an sl(2,R)-Lie system.

Moreover, we can define a the Lie algebra isomorphism φ : V CK → V mapping

φ(XCK
α ) = Xα, α = 1, 2, 3, (3.44)

where Xα, with α = 1, 2, 3, are the generic vector fields in (3.23). Hence, we have
that φ(XCK

t ) = Xt for every t ∈ R with X being the generic sl(2,R)-Lie system
(3.24). Then, (3.42) is isomorphic to (3.24) and, in view of Proposition 5, the
symmetry system of XCK becomes (3.26).
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Example 3. Let us consider the quaternionic Riccati equation with t-dependent
real coefficients. Quaternions are the elements of the real vector space H ' R4 of
elements of the form q = q0 + q1i + q2j + q3k, where q0, q1, q2, q3 ∈ R and with
the standard sum of elements and multiplication by real numbers. We can define a
multiplication of quaternions (see [133] for details) by assuming that real numbers
commute with all quaternions and that the following operations are fulfilled

i2 = −1, j2 = −1, k2 = −1,

i · j = −j · i = k, k · i = −i · k = j, j · k = −k · j = i.
(3.45)

The quaternionic Riccati equation [418] takes the form

dq

dt
= b1(t) + a1(t)q + qa2(t) + qb3(t)q, (3.46)

where q and the t-dependent functions a1, a2, b1, b3 : R→ H take values in H [133].
The existence of periodic solutions for particular cases of (3.46) has been studied in
[84, 418] and, for real t-dependent coefficients, in [418]. In this work, we focus on
the latter case.

Writing q in coordinates, we obtain that (3.46) reads

dq0

dt
= b1(t) + b2(t)q0 + b3(t)(q2

0 − q2
1 − q2

2 − q2
3),

dq1

dt
= b2(t)q1 + 2b3(t)q0q1,

dq2

dt
= b2(t)q2 + 2b3(t)q0q2,

dq3

dt
= b2(t)q3 + 2b3(t)q0q3,

(3.47)

where b2(t) ≡ a1(t) + a2(t). This system is related to the t-dependent vector field

XH = b1(t)XH
1 + b2(t)XH

2 + b3(t)XH
3 , (3.48)

with

XH
1 =

∂

∂q0
, XH

2 = q0
∂

∂q0
+ q1

∂

∂q1
+ q2

∂

∂q2
+ q3

∂

∂q3
,

XH
3 = 2q0

(
q1

∂

∂q1
+ q2

∂

∂q2
+ q3

∂

∂q3

)
+ (q2

0 − q2
1 − q2

2 − q2
3)

∂

∂q0
,

(3.49)

which satisfy the same commutation relations as X1, X2 and X3 in (3.23). So,
XH

1 , X
H
2 , X

H
3 span a real Lie algebra V H isomorphic to sl(2,R). Hence, the quater-

nionic Riccati equation (3.46) with t-dependent real coefficients is an sl(2,R)-Lie
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system isomorphic to (3.24) with respect to the Lie algebra isomorphism φ : V H → V
being given by

φ(XH
α ) = Xα, α = 1, 2, 3. (3.50)

Moreover, we have that φ(XH
t ) = Xt for every t ∈ R. Hence, the symmetry system

for (3.46) is (3.26). If we assume for instance f0 = k ∈ R, and b1(t) = η(t), b2(t) = 0
and b3(t) = 1, we obtain that (3.46) is isomorphic to the Lie system (3.36). Hence,
for certain values of η(t) given in Table 6 in Appendix 1, we can derive several Lie
symmetries for quaternionic Riccati equations.

Example 4. We now show that our theory in particular, and the whole the-
ory of Lie systems in general, can be used to study autonomous systems of first-
order ODEs. We consider the generalized Darboux–Brioschi–Halphen system
(DBH system)[141] 

dw1

dt
= w3w2 − w1w3 − w1w2 + τ2,

dw2

dt
= w1w3 − w2w1 − w2w3 + τ2,

dw3

dt
= w2w1 − w3w2 − w3w1 + τ2,

(3.51)

where

τ2 ≡ α2
1(ω1 − ω2)(ω3 − ω1) + α2

2(ω2 − ω3)(ω1 − ω2)

+α2
3(ω3 − ω1)(ω2 − ω3) (3.52)

and α1, α2, α3 are real constants.
When τ = 0, system (3.51) retrieves the classical DBH system solved by Halphen

[117, 141, 227] which appears in the study of triply orthogonal surfaces and the
vacuum Einstein equations for hyper-Kähler Bianchi-IX metrics. For τ 6= 0, the
generalized DBH system can be considered as a reduction of the self-dual Yang–Mills
equations corresponding to an infinite-dimensional gauge group of diffeomorphisms
of a three-dimensional sphere [117].

It can be proved that (3.51) is an sl(2,R)-Lie system. Indeed, it is the associated
system to the t-dependent vector field

XDBH
t = (w3w2 − w1(w3 + w2) + τ2)

∂

∂w1
+ (w1w3 − w2(w1 + w3) + τ2)

∂

∂w2

+ (w2w1 − w3(w2 + w1) + τ2)
∂

∂w3
= −XDBH

3 . (3.53)

This vector field span a Lie algebra V DBH of vector fields along with

XDBH
1 =

∂

∂w1
+

∂

∂w2
+

∂

∂w3
, XDBH

2 = w1
∂

∂w1
+ w2

∂

∂w2
+ w3

∂

∂w3
(3.54)
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satisfying the commutation relations (3.23). In consequence, XDBH
1 , XDBH

2 and
XDBH

3 span a three-dimensional Lie algebra of vector fields V DBH isomorphic to
sl(2,R) and then XDBH is an sl(2,R)-Lie system. Since X1, X2, X3 admit the same
structure constants as (3.23), the symmetry system for XDBH becomes (3.26) with
b1(t) = b2(t) = 0 and b3(t) = −1, namely

df0

dt
= b0(t),

df1

dt
= 0,

df2

dt
= −2f1,

df3

dt
= −f2 − b0(t). (3.55)

Hence, for b0(t) = 0, we obtain

Y = t0
∂

∂t
+ λ1X1 − (2λ1t− λ2)X2 + (λ1t

2 − λ2t+ λ3)X3, (3.56)

with λ1, λ2, λ3, t0 ∈ R. Evidently, these vector fields span a Lie algebra of Lie
symmetries isomorphic to sl(2,R) for t0 = 0. For b0(t) = c0, we obtain

Y = (c0t+ t0)
∂

∂t
+ λ1X1 − (2λ1t− λ2)X2 + (λ1t

2 − (λ2 + c0)t+ λ3)X3, (3.57)

with λ1, λ2, λ3, t0, c0 ∈ R. Finally, for b0(t) = c0t, we get

Y =

(
t0 +

c0t
2

2

)
∂

∂t
+ λ1X1 − (2λ1t− λ2)X2

+

[
λ1t

2 −
(
λ2 +

c0t

2

)
t+ λ3

]
X3, (3.58)

with λ1, λ2, λ3, t0, c0 ∈ R. Since W = 〈1, t, t2〉 is a Lie algebra with respect to the
Lie bracket, {·, ·}R, we obtain in view of Proposition 8 that

SVX,W = {Y ∈ SVX |f0 ∈ 〈1, t, t2〉} (3.59)

is a Lie algebra of Lie symmetries. By choosing appropriately the constant coeffi-
cients of the above vector fields and setting τ = 0, we recover the Lie algebra of
symmetries isomorphic to sl(2,R) for classical DBH systems [333].

The study of systems of HODEs through Lie systems implies the addition of
extra variables in order to express a higher-order system as a first-order one. The
introduction of these extra variables frequently results in the obtainment of non-
point Lie symmetries, as we shall exemplify in forthcoming examples. Certain non-
local Lie symmetries can be identified with the prolongations of certain vector fields.

Lemma 11. Given a Lie algebra of Lie point symmetries V , its prolongations form
a Lie algebra V̂ isomorphic to the former.
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Proof. Consider the map

Φ : Γ(T(R×N))→ Γ(T[R× TpN ])

X 7→ X̂,
(3.60)

mapping sections of T(R×N), i.e., vector fields on R×N , onto sections of T(R×
TpN), i.e., vector fields on the manifold R×TpN , where TpN is the p-order tangent
space. Recall that, roughly speaking, TpN is the space of equivalence classes of
curves in N with the same Taylor expansion up to order p. It admits a differentiable
structure induced by the variables x1, . . . , xn of the coordinate systems of N and

the induced variables x
k)
i describing the derivatives in terms of t up to order p

of the coordinates of a curve within N . Given the so called contact one-forms

θki = dx
k)
i −x

k+1)
i dt with i = 1, . . . , n and k = 0, . . . , p−1 on R×TpN , we say that X̂

is the prolongation of X ∈ Γ(T(R×N)) to R×TpN if and only if every L
X̂
θki belongs

to the contact ideal spanned by all the contact forms and Jpπ∗X̂ = X, with Jpπ∗ being
the tangent map to the projection Jpπ : (t, x, xk)) ∈ R× TpN 7→ (t, x) ∈ R×N with
k = 1, . . . , p. This implies that Φ is R-linear and injective. Additionally,

L
[X̂1,X̂2]

θki =
(
L
X̂1
L
X̂2
− L

X̂2
L
X̂1

)
θki (3.61)

belongs to the ideal of the contact forms because L
X̂1

and L
X̂2

do so. Moreover,

Jpπ∗ [X̂1, X̂2] = [Jpπ∗X̂1, J
p
π∗X̂2] = [X1, X2]. (3.62)

Hence, [X̂1, X̂2] must be the prolongation of [X1, X2], i.e., [X̂1, X̂2] = ̂[X1, X2]. In
this way, Φ is a Lie algebra morphism. Obviously, given a Lie algebra of Lie point
symmetries V , its prolongations form a Lie algebra V̂ = Φ(V ) isomorphic to V .

Definition 12. We call V̂ the Lie algebra whose elements are the prolongations of
the elements in V.

Example 5. As an example of a second-order Lie system possessing a Vessiot–
Gulberg Lie algebra isomorphic to sl(2,R), we recall the second-order Kummer–
Schwarz equation given in (2.38) in Chapter 3. In form of a first order system, it
took the expression 

dx

dt
= v,

dv

dt
=

3

2

v2

x
− 2c0x

3 + 2b1(t)x,

(3.63)

on TR0, with R0 = R− {0}. Such system is associated with the t-dependent vector
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field MKS = MKS
3 + η(t)MKS

1 , with vector fields

MKS
1 = 2x

∂

∂v
, MKS

2 = x
∂

∂x
+ 2v

∂

∂v
,

MKS
3 = v

∂

∂x
+

(
3

2

v2

x
− 2c0x

3

)
∂

∂v

(3.64)

satisfy the same commutation relations as the vector fields X1, X2, X3 in (3.23) and
they therefore span a Vessiot–Guldberg Lie algebra isomorphic to sl(2,R). Since the
basisMKS

1 ,MKS
2 ,MKS

3 have the same structure constants as the sl(2,R)-Lie systems
analyzed in Subsection 3.3, we can define, for instance, a Lie algebra morphism φ
mapping M1,M2,M3 to the basis XRic

1 , XRic
2 , XRic

3 for Riccati equations (3.34). In
such a case, (2.40) maps to XRic and in view of Proposition 5, the symmetry system
for (2.40) is of the form of the symmetry system (3.36). As a consequence, the
particular solutions f0, f1, f2 and f3 for Riccati equations, detailed in Table 6, are
valid for (2.38) as well.

3.4 Lie symmetries for Aff(R)-Lie systems

In this section, we aim to obtain elements of SVX for Aff(R)-Lie systems. We choose
a basis of vector fields {X1, X2} of V ' Aff(R) with [X1, X2] = X1, and express
the most general Lie system with Vessiot–Guldberg Lie algebra V as X = a(t)X1 +
b(t)X2. Let us now look for its Lie symmetries of the form

Y = f0(t)
∂

∂t
+ f1(t)X1 + f2(t)X2. (3.65)

The symmetry condition gives rise to a symmetry system

df0

dt
= b0(t),

df1

dt
= f0

da

dt
(t) + a(t)b0(t) + b(t)f1 − a(t)f2,

df2

dt
= f0

db

dt
(t) + b(t)b0(t),

(3.66)

associated with the t-dependent vector field

Γ
Aff(R)
X = b0(t)Z0 +

da

dt
W1 +

db

dt
W2 + b0(t)a(t)Z1

+ b0(t)b(t)Z2 + a(t)Y1 + b(t)Y2 (3.67)

where

Y1 = −f2
∂

∂f1
, Y2 = f1

∂

∂f1
, W1 = f0

∂

∂f1
,

W2 = f0
∂

∂f2
, Zα =

∂

∂fα
,

(3.68)
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with α = 0, 1, 2. Since, [Y1, Y2] = Y1, then VL = 〈Y1, Y2〉 gives rise to a Lie algebra
isomorphic to Aff(R). Moreover,

[Z0,W1] = Z1, [Z0,W2] = Z2, [Zi,Wj ] = 0, [Zα, Zβ] = 0,

[Y1,W1] = 0, [Y1,W2] = W1, [Y1, Z0] = 0, [Y1, Z1] = 0,

[Y1, Z2] = Z1, [Y2,W1] = −W1, [Y2,W2] = 0, [Y2, Z0] = 0,

[Y2, Z1] = −Z1, [Y2, Z2] = 0.

(3.69)

with i, j = 1, 2 and α, β = 0, 1, 2. In this way, A1 = 〈Z0, Z1, Z2〉 is an ideal of A1+A2,
with A2 = 〈W1,W2〉 and A1⊕S A2 is an ideal of A1 +A2 +VL. Hence, system (3.66)
possesses a Vessiot–Guldberg Lie algebra

(A1 ⊕S A2)⊕S VL ' (R3 ⊕S R2)⊕S Aff(R). (3.70)

We can solve (3.66) when b0(t) = 0. In this case, f0 = k ∈ R and (3.66) reduces to
a trivial equation for f2 and a linear one for f1. The general solution reads

f1(t) =

[∫ t

0

[
k

da

dt′
(t′)− a(t′)(kb(t′) + c1)

]
e−

∫ t′
0 b(t′′)dt′′dt′ + c2

]
e
∫ t
0 b(t

′)dt′ ,

f2(t) = kb(t) + c1,

(3.71)

where c1 and c2 are integration constants.

Example 6. In order to illustrate Aff(R)-Lie systems through a physical exam-
ple, we reconsider the Buchdahl equation [73, 118, 122], which was analyzed in
Chapter 3 as a first-order system

dx

dt
= y,

dy

dt
= a(x)y2 + b(t)y.

(3.72)

Recall that we proved there that (3.72) is a Lie system [32]. Indeed, (3.72)
describes the integral curves of the t-dependent vector field

XBD = v
∂

∂x
+ (f(x)v2 + a2(t)v)

∂

∂v
= X1 − a2(t)X2, (3.73)

where

XBD
1 = v

∂

∂x
+ f(x)v2 ∂

∂v
, XBD

2 = −v ∂
∂v
, (3.74)

satisfy [X1, X2] = X1. That is, X is an Aff(R)-Lie system. By applying Theorem 3,
we see that the Lie symmetries of (3.72) of the form

Y = f0(t)
∂

∂t
+ f1(t)X1 + f2(t)X2 (3.75)
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are determined by the first-order system (3.66) with a(t) = 1 and b(t) = −a2(t), i.e.,

df0

dt
= b0(t),

df1

dt
= b0(t)− a2(t)f1 − f2,

df2

dt
= −f0

da2

dt
− b0(t)a2(t),

(3.76)

which is associated to the t-dependent vector field

ΓBD
X = b0(t)Z0 −

da2

dt
W2 + b0(t)Z1 − a2(t)b0(t)Z2 + Y1 − a2(t)Y2, (3.77)

where the vector fields Z0, Z1, Z2, Y1, Y2,W2 are those detailed in (3.68) and have the
commutation relations (3.69). Hence, these vector fields span a Lie algebra (3.70).
Therefore, we can obtain the Lie symmetries for this system of the form (3.65) by
substituting a(t) = 1 and b(t) = −a2(t) in (3.71).

Example 7. Let us study the Lie symmetries of the Painlevé–Ince equation
[12, 257, 266]

d2x

dt2
= −3x

dx

dt
− x3. (3.78)

This differential equation has been widely studied in many works (see [104] and
references therein) due to its interesting properties and applications. From the
point of view of the theory of Lie systems, it is a HODE Lie system, i.e., by adding
the new variable v ≡ dx/dt, we obtain a system

dx

dt
= v,

dv

dt
= −3xv − x3,

(3.79)

which can be viewed as a Lie system. Indeed, it admits a Vessiot–Guldberg Lie
algebra V ' sl(3,R) spanned by the vector fields (see [101])

X1 = v
∂

∂x
− (3xv + x3)

∂

∂v
, X2 =

∂

∂v
,

X3 = − ∂

∂x
+ 3x

∂

∂v
, X4 = x

∂

∂x
− 2x2 ∂

∂v
,

X5 = (v + 2x2)
∂

∂x
− x(v + 3x2)

∂

∂v
, X6 = 2x(v + x2)

∂

∂x
+ 2(v2 − x4)

∂

∂v
,

X7 =
∂

∂x
− x ∂

∂v
, X8 = 2x

∂

∂x
+ 4v

∂

∂v
.

(3.80)

As a consequence, we can apply our theory to obtain Lie symmetries of this HODE
Lie system. Moreover, as (3.79) determines the integral curves of X1, we can search
for a vector field within V commuting with X1. Since [X1, X6] = 0 (see [104]), we
obtain that X6 is a Lie symmetry for (3.79) and a non-local Lie symmetry for (3.78).
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3.5 Lie symmetries for PDE Lie systems

Let us consider a system of PDEs

∂xi
∂tl

= Xli(t, x), i = 1, . . . , n, l = 1, . . . , s, (3.81)

where the Xli : Rs × Rn 7→ R ∈ X(t, x) are arbitrary functions. Its particular
solutions are sections x : t ≡ (t1, . . . , ts) ∈ Rs 7→ x(t) ∈ N of the bundle (Rs ×
N,N, πs : (t, x) ∈ Rs × N 7→ x ∈ N). In particular, we recover the simple case of
ODEs when s = 1.

Let us assume t ∈ Rs. We call t-dependent vector field X on N a map X :
Rs×N → TN such that τ◦X = πs. We call X̄ l, with l = 1, . . . , s, the autonomization
of X with respect to tl, i.e.,

X̄ l(t, x) ≡ ∂

∂tl
+X(t, x). (3.82)

Definition 13. A system of PDEs of the form (3.81)

∂xi
∂tl

=

r∑
α=1

bαl(t)Xα(x), l = 1, . . . , s, i = 1, . . . , n, (3.83)

is a PDE Lie system if

• There exist vector fieldsX1, . . . , Xr onN spanning an r-dimensional real Lie al-
gebra V satisfying that each t-dependent vector fieldXl(t, x) =

∑n
i=1Xli(t, x)×

×∂/∂xi, where l = 1, . . . , s, can be written in the form

Xl(t, x) =
r∑

α=1

bαl(t)Xα(x), l = 1, . . . , s (3.84)

for certain t-dependent functions bαl.

• Let cαβγ be the structure constants ofX1, . . . , Xr, i.e., [Xα, Xβ] =
∑r

γ=1 cαβγXγ .
Then,

∂bγk
∂tl

(t)−
∂bγl
∂tk

(t) +
r∑

α,β=1

bαl(t)bβk(t)cαβγ = 0, (3.85)

with l 6= k = 1, . . . , s, γ = 1, . . . , r.

If these conditions are satisfied, we call V a Vessiot–Guldberg Lie algebra for the
PDE Lie system (3.81).
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Theorem 14. Let V be a finite-dimensional real Lie algebra of vector fields on Rn
with a basis X1, . . . , Xr. Given a PDE Lie system as (3.83), then

Y (t, x) =
r∑

β=1

fβ(t)Xβ(x) (3.86)

is a Lie symmetry of (3.83) if and only if [X̄ l, Y ] = 0 for every l, where X̄ l is the
l-autonomization given by (3.82) of the t-dependent vector field

Xl(t, x) ≡
r∑

α=1

bαl(t)Xα(x), l = 1, . . . , s. (3.87)

Proof. The coordinate systems {t1, . . . , ts} on Rs and {x1, . . . , xn} on Rn induce a
coordinate system on the fiber bundle J1π ' Rs × Rn × Rns with respect to the
projection π : (tl, xj) ∈ Rs × Rn 7→ (tl) ∈ Rs of the form tl, xj , xj,l, with 1 ≤ j ≤ n
and 1 ≤ l ≤ s. A vector field Y =

∑n
k=1 ηk(t, x)∂/∂xk, t ∈ Rs and x ∈ Rn, is a Lie

symmetry of (3.83) if and only if

Ŷ F il = 0, i = 1, . . . , n, l = 1, . . . , s (3.88)

on the submanifold S = ∩ni=1 ∩sl=1 (F il )
−1(0), with Ŷ : J1π → T(J1π) being the

prolongation of Y, namely

Ŷ =

n∑
k=1

ηk ∂

∂xk
+

s∑
q=1

∂ηk
∂tq

+

n∑
j=1

∂ηk
∂xj

xj,q

 ∂

∂xk,q

 , (3.89)

and

F il = xi,l −
r∑

α=1

bαl(t)X
i
α(x), i = 1, . . . , n, l = 1, . . . , s,

Xα =
n∑
i=1

Xi
α(x)

∂

∂xi
, α = 1, . . . , r.

(3.90)

By assumption, ηk(t, x) =
∑r

β=1 fβ(t)Xk
β(x) for k = 1, . . . , n. So,

Ŷ =
n∑
k=1

r∑
β=1

fβ(t)Xk
β

∂

∂xk
+

s∑
q=1

∂fβ(t)

∂tq
Xk
β +

n∑
j=1

fβ(t)
∂Xk

β

∂xj
xj,q

 ∂

∂xk,q

 . (3.91)

Substituting this in Ŷ F il = 0, we obtain

n∑
k=1

r∑
β=1

[
fβ(t)Xk

β

(
−

r∑
α=1

bαl(t)
∂Xi

α

∂xk

)
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+

s∑
q=1

∂fβ(t)

∂tq
Xk
β +

n∑
j=1

fβ(t)
∂Xk

β

∂xj
xj,q

 δlqδ
i
k

 =

=

r∑
β=1

− n∑
k=1

r∑
α=1

fβ(t)bαl(t)X
k
β

∂Xi
α

∂xk
+
∂fβ(t)

∂tl
Xi
β +

n∑
j=1

fβ(t)
∂Xi

β

∂xj
xj,l


= 0. (3.92)

Restricting the above expression to the submanifold S = ∩ni=1 ∩sl=1 (F il )
−1(0) and

renaming indexes appropriately, we obtain

r∑
β=1

[
∂fβ(t)

∂tl
Xi
β +

n∑
k=1

r∑
α=1

(
fβ(t)

∂Xi
β

∂xk
bαl(t)X

k
α − fβ(t)bαl(t)X

k
β

∂Xi
α

∂xk

)]
= 0. (3.93)

Hence,

r∑
β=1

∂fβ(t)

∂tl
Xi
β +

r∑
γ=1

n∑
k=1

fβ(t)bγl(t)

(
∂Xi

β

∂xk
Xk
γ −Xk

β

∂Xi
γ

∂xk

) = 0, (3.94)

whose right-hand side becomes, for each fixed l, the coefficients in the basis ∂/∂xi,
with i = 1, . . . , n, of [X̄ l, Y ]. So, the above amounts to

[
X̄ l, Y

]
=

 ∂

∂tl
+

n∑
k=1

r∑
γ=1

bγl(t)X
k
γ

∂

∂xk
,
n∑
i=1

r∑
β=1

fβ(t)Xi
β

∂

∂xi


=

 ∂

∂tl
+

r∑
γ=1

bγl(t)Xγ ,

r∑
β=1

fβ(t)Xβ

 = 0. (3.95)

Then, Y is a Lie symmetry of (3.83) if and only if the condition[
X̄ l, Y

]
= 0 (3.96)

is satisfied for l = 1, . . . , s.

Theorem 15. Given a Lie symmetry of the form (3.86) for the system (3.83), the
coefficients f1(t), . . . , fr(t) satisfy a PDE Lie system admitting a Vessiot–Guldberg
Lie algebra V S ' V/Z(V ), where we recall that V is a Vessiot–Guldberg Lie algebra
for (3.83).

Proof. Let X1, . . . , Xr be a basis for V with structure constants cαβγ . From Theorem
14, we have[
X̄ l
l , Y

]
=

[
∂

∂tl
+

r∑
α=1

bαl(t)Xα,

r∑
δ=1

fδ(t)Xδ

]
=

r∑
δ=1

(
∂fδ
∂tl

Xδ +

r∑
α=1

bαl(t)fδ[Xα, Xδ]

)
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=

r∑
π=1

(
∂fπ
∂tl

+

r∑
α=1

r∑
δ=1

bαl(t)fδcαδπ

)
Xπ = 0. (3.97)

Since X1, . . . , Xr are linearly independent over R and the coefficients of the above
expression are only t-dependent, we get that the above amounts to

∂fπ
∂tl

=
r∑

α,δ=1

bαl(t)fδcδαπ, π = 1, . . . , r, l = 1, . . . , s. (3.98)

To prove that this is a PDE Lie system, we define the vector fields

Yα =
r∑

δ,π=1

cδαπfδ
∂

∂fπ
, α = 1, . . . , r. (3.99)

We have already proved that [Yα, Yβ] =
∑r

δ=1 cαβδYδ in Theorem 3. So, these vector
fields span a Lie algebra isomorphic to V/Z(V ) (for a proof of this fact follow the
same line of reasoning as in Theorem 3). In terms of these vector fields, we see that
(3.98) is related to the t-dependent vector fields Xl(t, x) =

∑r
α=1 bαl(t)Xα(x), with

l = 1, . . . , s. Additionally, to be a PDE Lie system, the above system (3.98) must
satisfy the condition

r∑
α,µ=1

∂bαπ
∂κ
− ∂bακ

∂π
+

r∑
δ,ε=1

bδκbεπcδεα

 fµcµασ = 0, (3.100)

with κ 6= π = 1, . . . , r, σ = 1, . . . , r. The expression in brackets vanishes due to the
integrability condition for system (3.83). Hence, (3.98) is a PDE Lie system. We
call (3.98) the symmetry system for (3.83) relative to V .

Definition 16. Given a PDE Lie system X with a Vessiot–Guldberg Lie algebra
V , we call SVX the space of Lie symmetries of X that are also t-dependent vector
fields taking values in V .

We can straightforwardly prove that the space SVX is a Lie algebra.

3.6 Lie symmetries for sl(2,R)-PDE Lie systems

An sl(2,R)-PDE Lie system is a PDE Lie system admitting a Vessiot–Guldberg Lie
algebra isomorphic to sl(2,R). Let us obtain the elements of SVX for this case. Let us
choose a basis of vector fields {X1, X2, X3} for V satisfying the same commutation
relations as in (3.23). Let us write a general PDE Lie system whose autonomization
for a fixed value l is

X̄ l =
∂

∂tl
+ b1l(t)X1 + b2l(t)X2 + b3l(t)X3, (3.101)
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with t = (t1, . . . , ts) ∈ Rs, 1 ≤ l ≤ s and a certain type of possible Lie symmetry
Y = f1(t)X1 + f2(t)X2 + f3(t)X3, where f1(t), f2(t), f3(t) are t-dependent functions
to be determined by the symmetry condition (3.96). This leads us to the system of
s first-order PDEs 

∂f1

∂tl
= b2l(t)f1 − b1l(t)f2,

∂f2

∂tl
= 2(b3l(t)f1 − b1l(t)f3),

∂f3

∂tl
= b3l(t)f2 − b2l(t)f3,

(3.102)

with l = 1, . . . , s. Expressed in terms of t-dependent vector fields, for a fixed value
of l

Γ
sl(2,R)
l = b1l(t)Y1 + b2l(t)Y2 + b3l(t)Y3, l = 1, . . . , s, (3.103)

where

Y1 = −f2
∂

∂f1
− 2f3

∂

∂f2
, Y2 = f1

∂

∂f1
− f3

∂

∂f3
,

Y3 = 2f1
∂

∂f2
+ f2

∂

∂f3

(3.104)

close the commutation relations in (3.23). So, they span a Lie algebra isomorphic
to sl(2,R).

Example 8. Let us consider the partial Riccati equation, i.e., the PDE system

∂x

∂t1
= b11(t) + b21(t)x+ b31(t)x2,

∂x

∂t2
= b12(t) + b22(t)x+ b32(t)x2, (3.105)

with the t-dependent coefficients satisfying the appropriate integrability condition
(3.100). Such systems appear in the study of WZNW equations and multidimen-
sional Toda systems [188]. Observe that the partials ∂x/∂t1 and ∂x/∂t2 are related
to the t-dependent vector fields XpRic

t1
= b11(t)XpRic

1 + b21(t)XpRic
2 + b31(t)XpRic

3 and

XpRic
t2

= b12(t)XpRic
1 + b22(t)XpRic

2 + b32(t)XpRic
3 , with

XpRic
1 =

∂

∂x
, XpRic

2 = x
∂

∂x
, XpRic

3 = x2 ∂

∂x
(3.106)

satisfying the commutation relations (3.23). That is, the vector fields 〈XpRic
1 , XpRic

2 ,

XpRic
3 〉 span a Vessiot–Guldberg Lie algebra V pRic ' sl(2,R). Since we assume that

the functions bij(t) with i = 1, 2, 3 and j = 1, 2 satisfy (3.100), we get that (3.105)
is a PDE Lie system.

Let us look for Lie symmetries of the form Y = f1(t)XpRic
1 + f2(t)XpRic

2 +

f3(t)XpRic
3 for (3.105). In view of Theorem 15, such Lie symmetries are solutions of
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the system of PDEs 

∂f1

∂tj
= b2j(t)f1 − b1j(t)f2,

∂f2

∂tj
= 2(b3j(t)f1 − b1j(t)f3),

∂f3

∂tj
= b3j(t)f2 − b2j(t)f3,

(3.107)

with j = 1, 2. This resulting system can be interpreted in terms of the t-dependent
vector fields ΓpRic

j = b1j(t)Y1 + b2j(t)Y2 + b3j(t)Y3, with j = 1, 2 and (3.104). These

vector fields have the same structure constants as theXpRic
1 , XpRic

2 , XpRic
3 . Therefore,

(3.105) is a PDE Lie system with a Vessiot–Guldberg Lie algebra isomorphic to
sl(2,R).

4 The CLS and NSM for PDEs

Let us now consider a manifold Jpπ locally isomorphic to Rn × TpN where we now
assume the bundle induced by π : (x, u) ∈ Rn × Rk ' NRn 7→ x ∈ Rn, where
x = (x1, . . . , xn) and u = (u1, . . . , uk). The manifold Jpπ admits a coordinate
system {x1, . . . , xn, u1, . . . , uk, uJ}|J |=p, where J is a multi-index J ≡ (j1, . . . , jn)
and |J | = p means that |J | = j1 + . . .+ jn. When necessary, we will write

uJ = (uj)xj1i1 ,...,x
jn
in

≡ ∂|J |u

∂xj1i1∂x
j2
i2
, . . . , ∂xjnin

, j1 + · · ·+ jn = p. (4.1)

We study systems of PDEs of p-order of the form

Ψl = Ψl

(
xi, uj , (uj)xi , (uj)xj1i1 ,x

j2
i2

, . . . , (uj)xj1i1 ,x
j2
i2
,x
j3
i3
,...,xjnin

)
, l = 1, . . . q. (4.2)

such that j1 + · · · + jn = p, 1 ≤ i1, . . . , in ≤ n and x1 ≤ xi ≤ xn, j = 1, . . . , k.
Geometrically, we understand this expression as a submanifold of E ⊂ Jpπ.

We search for an ε-parametric group of transformations on NRn , namely a Lie
group action Φ : R×NRn −→ NRn . Infinitesimally, this ε-parametric group reads{

x̄i → xi + εξi(x, u) +O
(
ε2
)
,

ūj → uj + εηj(x, u) +O
(
ε2
)
,

(4.3)

for all i = 1, . . . , n and j = 1, . . . , k.

Definition 1. Given a system of PDEs differential equations (4.2), we say that Φ
is a Lie point symmetry for (4.2) if for every particular solution (x, u(x)) is mapped
into a new particular solution (x̄, ū(x̄)) ≡ Φ ◦ (x, u(x)).
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Definition 2. We call invariant surface conditions the set of expressions

ηj −
n∑
i=1

(uj)xiξi = 0, j = 1, . . . , k. (4.4)

Definition 3. A nonclassical Lie point symmetry is a transformation that do not
only leave the PDE problem (4.2) invariant, but the set surface conditions (4.4) as
well.

For systems of PDEs with derivatives that up to order p, we propose a general
transformation



x̄i → xi + εξi(x, u) +O(ε2),

ūj → uj + εηj(x, u) +O(ε2),

(ūj)x̄i → (uj)xi + ε(ηj)xi +O(ε2),

(ūj)x̄j1i1 ,x̄
j2
i2

→ (uj)xj1i1 ,x
j2
i2

+ ε(ηj)xj1i1 ,x
j2
i2

+O(ε2),

. . .

(ūj)x̄j1i1 ,x̄
j2
i2
,...,x̄jnin

→ (uj)xj1i1 ,x
j2
i2
,...,xjnin

+ ε(ηj)xj1i1 ,x
j2
i2
,...,xjnin

+O(ε2),

(4.5)

such that j1 + · · · + jn ≤ p, x1 ≤ xi ≤ xn and where (ηuj )xi , . . . , (ηuj )xj1i1 ,x
j2
i2
,...,xjnin

are the prolongations of ηj from first, up to p-order. We have not specified the
dependency on (xi, uj) for a matter of simplicity.

We can write the p-order infinitesimal generator Xp on N for a transformation
(4.5) of the system of p-order differential equations (4.2), as

Xp =

n∑
i=1

ξi
∂

∂xi
+

k∑
j=1

ηj
∂

∂uj
+

n∑
i=1

n∑
j=1

(ηj)xi
∂

∂(uj)xi

+

n∑
i1,i2=1

k∑
j=1

(ηj)xj1i1 ,x
j2
i2

∂

∂(uj)xj1i1 ,x
j2
i2

+ . . .+

n∑
i1,i2,...,in=1

· · ·
k∑
j=1

(ηj)xj1i1 ...x
jn
in

∂|J |

∂(uj)xj1i1 ...x
jn
in

. (4.6)

such that j1 + · · ·+ jn ≤ p

4.1 Algorithmic computation of Lie point symmetries for systems
of PDEs

It is possible to follow an algorithmic procedure to compute Lie point symmetries
of PDEs. We resume the process in the following number of steps
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1. Introduce the ε-parametric group of transformations (4.5) in the PDE problem
(4.2).

2. Take the zero-order coefficient in ε. We recover the initial, untransformed equa-
tions. Isolate the higher-order derivative (uj)xj1i1 ...x

jn
in

in terms of the remaining

ones by using the relations (4.2).

3. Take the coefficient of first-order in ε. Introduce all the prolongations (ηuj )xj1i1 ...x
jn
in

,

. . . , (ηuj )xi , computed according to (4.20) given in Chapter 2. Introduce the
correspondent expressions of the higher-order derivatives (uj)xj1i1 ...x

jn
in

of the

untransformed equations retrieved in the previous step.

Select the coefficients of the different order derivatives, from the p − 1 order
(uj)xj1i1 ...x

jn−1
in−1

, (since the highest-order has already been substituted in the

previous step) down to the first-order (uj)xi and such that j1+· · ·+jn−1 = p−1.
It is legit to set such coefficients equal to zero, given the definition of point
symmetries, in which ξi and ηj do not depend on derivatives of any order.
We obtain an overdetermined linear system of differential equations for the
coefficients ξi and ηj of the infinitesimal generator (4.6).

4. At this point, we have to decide whether we search for classical or nonclassical
Lie point symmetries. We implement the invariant surface conditions (4.4) in
case of searching for nonclassical ones.

If ξî 6= 0, where 1 ≤ î ≤ n, for a particular fixed value î of the index i,

(uj)xî =
ηj −

∑n
i 6=î=1

(uj)xiξi

ξî
, 1 ≤ j ≤ k. (4.7)

In forthcoming examples we shall see that there exists a plethora of cases
depending on whether certain ξi are nonzero or null.

4.2 Reduction method of systems of PDEs

Given a p-order system of PDEs (4.2) and an ε-parametric group of transformations
(4.5) for such a system, there exists an associated infinitesimal generator Xp given
in (4.6) for such a transformation which is tangent to the submanifold E given by

0 = Ψl

(
xi, uj , (uj)xi , (uj)xj1i1 ,x

j2
i2

, . . . , (uj)xj1i1 ...x
jn
in

)
, l = 1, . . . , q, (4.8)

on Jpπ, such that j1+· · ·+jn = p, namely Xp satisfies that XpΨl = 0 for l = 1, . . . , q
on E . Observe that
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ξiΨ
l
xi + ηjΨ

l
uj + (ηj)xiΨ

l
(uj)xi

+ (ηj)xj1i1 ,x
j2
i2

Ψl
(uj)

x
j1
i1
x
j2
i2

+ . . .+ (ηj)xj1i1 ...x
jn
in

Ψl
(uj)

x
j1
i1
,...,x

jn
in

= 0, (4.9)

where we denote by Ψl
y the partial derivative ∂Ψl/∂y. Geometrically, this means

that a tangent vector to E has coordinates(
ξi, ηj , (ηj)xi , (ηj)xj1i1 ,x

j2
i2

, . . . , (ηj)xj1i1 ...x
jn
in

)
(4.10)

such that j1 + · · · + jn = p, i1, . . . , in = 1, . . . , n, j = 1, . . . , k and x1 ≤ xi ≤ xn in
the natural basis given by

∂

∂xi
,

∂

∂uj
,

∂

∂(uj)xi
,

∂

∂(uj)xj1i1x
j2
i2

, . . .
∂

∂(uj)xj1i1 ...x
jn
in

. (4.11)

Then, (2.1) is equivalent to saying that the vector(
Ψl
xi ,Ψ

l
uj ,Ψ

l
(uj)xi

,Ψl
(uj)

x
j1
i1
,x
j2
i2

, . . . ,Ψl
(ui)

x
j1
i1
,...,x

jn
in

)
(4.12)

in the basis (4.11) is normal to the submanifold E ⊂ Jpπ with respect to the standard
Euclidean product. Observe that this is so for every vector tangent to E . In other
words, the graph of the solution must be a union of integral curves of this vector
field. These integral curves are called the characteristics curves of the original PDE.

The integral curves of Xp are given by the particular solutions of

dx1

ξ1
= · · · = dxn

ξn
=
du1

η1
= · · · = duk

ηk
, (4.13)

the so called Lagrange-Charpit system [388]. The recommended procedure to solve
the above system is to fix one of the variables, for example x1, and integrate by pairs

dx1

ξ1
− dx2

ξ2
= 0, . . .

dx1

ξ1
− dxn

ξn
= 0,

dx1

ξ1
− du1

η1
= 0, . . .

dx1

ξ1
− duk

ηk
= 0.

(4.14)

Each of these one-form differential equations gives rise to a constant of integra-
tion, a total of n+ k − 1, respectively z2, . . . , zn, U1, . . . , Uk.

Definition 4. We call z2, . . . , zn reduced variables and U1, . . . , Uk reduced scalar
fields arising from the integration of the above mentioned system.
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One of variables from the n + k-tuple {x1, . . . , xn, u1, . . . , uk} can be written in
terms of the remaining n+ k − 1 functions {z2, . . . , zn, U1, . . . , Uk}. zî = zî

(
x1, xî, ξ1(x1, xî), ξî(x1, xî)

)
, 2 ≤ î ≤ n,

Uĵ = Uĵ

(
x1, uĵ , ξ1(x1, uĵ), ηj(x1, uĵ)

)
, 1 ≤ ĵ ≤ k.

(4.15)

To obtain the reduction, we introduce the new variables by inverting (4.15) asxî = Fî
(
x1, zî, ξ1(x1, zî), ξî(x1, zî)

)
, 2 ≤ î ≤ n,

uĵ = Gĵ

(
x1, Uĵ , ξ1(x1, Uĵ), ηĵ(x1, Uĵ)

)
, 1 ≤ ĵ ≤ k.

(4.16)

The transformation has to be taken to the derivatives as well. To reduce the initial
problem, we make use of the change of coordinates in the tangent space

x1 =
∂

∂x1
+

n∑
l=2

∂zl
∂x1

∂

∂zl
+

k∑
m=1

∂Um
∂x1

∂

∂Um
,

xi =

n∑
l=2

∂zl
∂xi

∂

∂zl
+

k∑
m=1

∂Um
∂xi

∂

∂Um
,

uj =

n∑
l=2

∂zl
∂uj

∂

∂zl
+

k∑
m=1

∂Um
∂uj

∂

∂Um
,

(4.17)

and extended for every 2 ≤ i ≤ n and 1 ≤ j ≤ k, where (4.15) gives us the
coefficients for (4.17). For higher-order derivatives we only have to apply these
relations recursively.

Example 1. Consider the simplest case of a nonlinear equation, that is the partic-
ular case of the Burgers equation [42, 247]

ut + uux = µuxx. (4.18)

This model contributes to the case of gas dynamics and traffic flow. It is equivalent
to the Navier-Stokes equation for impressible flow with the pressure term removed.
The coefficient µ is known as the viscosity. For a zero value of µ we have

ut + uux = 0, (4.19)

which is known as the inviscid Burgers equation, which is the prototype equation
developing solutions in form of discontinuities (shock waves) [42]. Equation (4.19)
is a first-order partial differential equation with one dependent variable and two
independent variable, i.e. a submanifold in J1(R2,R). This equation, although
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seemingly trivial at a first glance, shows the phenomena of narrowing and distortion
of waves. Let us solve it by the method of the characteristics. We search for curves
x = x(s), t = t(s). such that u = u(x(s), t(s)) is constant along such curves. Then,

0 =
du

ds
= ux

dx

ds
+ ut

dt

ds
= ux

dx

dt
− uux

dt

ds
= ux

d

ds
(x− ut). (4.20)

This means that x−ut = cte. Then, the general solution can be written explicitly
as u = f(x − ut), with f an arbitrary function f(x) = u(x, 0). This implies that
every point of the curve f(x) travels with a velocity equal to its height. The higher
points travel at a faster speed than the lower ones. As a consequence, the curve
suffers distortion and gets narrower.

We propose a general transformation according to the general theory exposed in
this section 

x̄→ x+ εξ1(x, t, u) +O(ε2),

t̄→ t+ εξ2(x, t, u) +O(ε2),

ū→ u+ εη(x, t, u) +O(ε2)

(4.21)

By direct prolongation of the transformation to the first derivative, we have the
prolonged transformation{

ūx → ux + εηx(x, t, u) +O(ε2),

ūt → ut + εηt(x, t, u) +O(ε2).
(4.22)

Making use of the formula (4.20) for first order prolongations and considering the
invariant surface condition

η − uxξ1 − utξ2 = 0, (4.23)

we arrive at
ηx = ux

∂ηu
∂u

+
∂η

∂x
− ux

∂ξ1

∂x
− ut

∂ξ2

∂x
− u2

x

∂ξ1

∂u
− ∂ξ2

∂u
uxut,

ηt = ut
∂ηu
∂u

+
∂η

∂t
− ux

∂ξ1

∂t
− ut

∂ξ2

∂t
− uxut

∂ξ1

∂u
− ∂ξ2

∂u
u2
t .

(4.24)

The introduction of the complete transformation (4.21) and (4.24) into (4.19)
when µ = 0 provides us with a system in different orders in ε. The first-order in ε is
system of differential equations

∂η

∂t
− ξ1tux + ξ2tuux + u

∂ηu
∂x
− uξ1xux + ξ2xu

2ux + ηuux = 0. (4.25)

where we have substituted the prolongations ηx and (ηu)t and the relation retrieved
from the zero-order term in ε which is ut = −uux. The remaining coefficients of
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derivatives, as for ux can be set equal to zero, because of the definition of Lie point
symmetries. In this way, we obtain the following result

ξ1 = a1 + a2x+ a3t, (4.26)

ξ2 = b1 + b2x+ b3t, (4.27)

ηu = a3 + (a2 − b3)u− b2u2, (4.28)

with a1, a2, a3, b1, b2, b3 ∈ R. These symmetries are classical Lie symmetries.

5 Applications to PDEs in Physics

In this section we aim to calculate Lie symmetries of certain PDEs of different
nature. In particular, we study evolution equations appearing in the literature of
hydrodynamic systems. Some of these equations belong to certain hierarchies of
PDE from which they are one of their lowest-order members. We will study the
complete hierarchies from the point of view of Lie point symmetry and we will
obtain their reductions as well. Associated with such equations we will present
their corresponding Lax pairs. We find really interesting to calculate the Lie point
symmetries of a Lax pair. It is innovative in a way that we can see how the spectral
parameter and the eigenfunction reduce under the symmetry. The interest resides
in the fact that Lax pairs in higher-order dimensions, when reduced to a lower
dimension by the symmetry, they can lose their nonisospectral character giving rise
to an isospectral problem, which could be tractable with the aid of the inverse
scattering method, for example. In this section we aim to review the 1 + 1-BKP
and the 2 + 1-BKP equations and their corresponding Lax pairs by calculating their
symmetries and reductions. The first is an isospectral Lax pair, while the second is
nonisospectral.

Generally, equations with nonisospectral Lax pairs in 2 + 1 dimensions may
provide more realistic models in the propagation of small amplitude surface waves
in straits or large channels with no dramatic varying depth and width and vorticity
[142, 312, 395].

From our experience, it is easier to deal with 2 + 1 dimensional Lax pairs rather
than with 1+1 dimensional versions. Therefore, a good way of proceeding in order to
study 1+1 versions is to start by 2+1 nonisospectral LP and obtain their nontrivial
reductions to 1 + 1 through classical and non-classical methods.

The nonisospectral Lax pairs are interesting because the compatibility condition
(ψxxt = ψtxx) imply that the spectral parameter λ is a function, instead of a constant
as in the isospectral cases, and shall be included as an scalar field in the Lie point
transformation. If we wish to know the 1+1 reductions of the spectral problem, it is
specially important to establish how the spectral parameter reduces, simultaneously,
their compatibility reductions yield the reduction of the nonlinear problem [158].
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This means that the spectral parameter λ has to satisfy an equation, which is the
nonisospectral condition, and that the symmetries are not only symmetries of the
LP and the nonlinear problem, but of the equation for the spectral parameter as
well. We will illustrate these facts in the following subsections.

5.1 The 2 + 1 dimensional BKP equation and corresponding Lax
pair

We consider the 2 + 1 dimensional Bogoyanlevski–Kadomtsev–Petviashvili
equation (2 + 1-BKP equation henceforth) [158, 165], studied for the first time
here from the point of view of the classical and nonclassical Lie point symmetry
symmetry analysis [169]. The equation can be expressed as follows

(uxt + uxxxy + 8uxuxy + 4uxxuy)x + σuyyy = 0, σ = ±1, (5.1)

i.e. a submanifold of J4(R3,R). It has been proved that this equation is the 2 + 1
dimensional reduction of a 3 + 1 dimensional Kadomtsev–Petviashili (KP) equation
[150, 265], that it has the Painlevé property and admits a Lax pair representation.
It resembles the Calogero-Bogoyanlenvski-Schiff (CBS) equations by similarity in
terms [69, 77, 380]. The solutions of (5.1) have solitonic behavior. In particular,
this equation contains lump solutions, or solitons that decay polynomialy in all
directions and have non-trivial interactions [158, 174, 325]. Expression (5.1) can be
presented in the non-local form as a submanifold of J4(R3,R2) of the form

ωyy = uxt + uxxxy + 8uxuxy + 4uxxuy,

uy = ωx,
(5.2)

where we have chosen σ = −1 and have introduced the auxiliary scalar field ω(x, y, t).
If u(x, y, t) is a solution for σ = −1, then u(x, iy, it) is a solution for σ = 1. This
implies that the sign of σ makes no real distinction in the problem. The 2 + 1-
BKP equation in non-local form (5.2), has an associated spectral problem which is
complex and has two component (ψ, χ) giving rise to a submanifold of J2(C3,C4)
[165]

ψxx = −iψy − 2uxψ,

ψt = 2iψyy − 4uyψx + (2uxy + 2iωy)ψ,
(5.3)

and its complex conjugate

χxx = iχy − 2uxχ,

χt = −2iχyy − 4uyχx + (2uxy − 2iωy)χ,
(5.4)

with ψ = ψ(x, y, t) and χ = χ(x, y, t) over C3. The compatibility condition of the
cross derivatives (ψxxt = ψtxx) in (5.3) retrives the equations in (5.2). So does
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the compatibility condition (χxxt = χtxx). Since (5.3) and (5.4) are essentially the
same, we shall perform calculations on (5.3) and the results should be equivalently
extrapolated to the eigenfunction χ in (5.4). We can denote by

Ψ =

[
ψ
χ

]
(5.5)

the two component wave function.

We propose the Lie transformation

x→ x+ εξ1(x, y, t, u, ω) +O(ε2),

y → y + εξ2(x, y, t, u, ω) +O(ε2),

t→ t+ εξ3(x, y, t, u, ω) +O(ε2),

u→ u+ εηu(x, y, t, u, ω) +O(ε2),

ω → ω + εηω(x, y, t, u, ω) +O(ε2),

ψ → ψ + εηψ(x, y, t, u, ω, λ) +O(ε2)

(5.6)

where we have dropped the bar notation x̄i and ūj for simplicity. Associated with
this transformation, there exists an infinitesimal generator

X = ξ1
∂

∂x
+ ξ2

∂

∂y
+ ξ3

∂

∂t
+ ηu

∂

∂u
+ ηω

∂

∂ω
+ ηψ

∂

∂ψ
. (5.7)

where the subscripts in η have been added according to the field to which each η it
is associated. This transformation must leave (5.2) invariant. We compute the first-
and second-order derivatives appearing in the equations

ux → ux + ε(ηu)x +O(ε2), ωx → ωx + ε(ηω)x +O(ε2),

ωy → ωy + ε(ηω)y +O(ε2), uxx → uxx + ε(ηu)xx +O(ε2),

uxy → uxy + ε(ηu)xy +O(ε2), uxt → uxt + ε(ηu)xt +O(ε2),

uxxxy → uxxxy + ε(ηu)xxxy +O(ε2).

(5.8)

The Lax pair must be simultaneously invariant (5.3) and (5.4).
ψxx → ψxx + ε(ηψ)xx +O(ε2), ψyy → ψyy + ε(ηψ)yy +O(ε2),

ψx → ψx + ε(ηψ)x +O(ε2), ψy → ψy + ε(ηψ)y +O(ε2),

ψt → ψt + ε(ηψ)t +O(ε2).

(5.9)

The prolongations (ηu)xxxy, (ηu)xt, (ηu)xy, (ηu)xx, (ηu)x, (ηu)y, (ηω)x, (ηω)y, (ηψ)yy,
(ηψ)xx, (ηψ)t, (ηψ)y, (ηψ)x can be calculated according to (4.20) given in Chapter 2.
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In the case of nonclassical Lie symmetries, we have to include the invariant surface
conditions by extracting ut, ωt and ψt from

ξ1ux + ξ2uy + ξ3ut = ηu,

ξ1ωx + ξ2ωy + ξ3ωt = ηω, (5.10)

ξ1ψx + ξ2ψy + ξ3ψt = ηψ

and from the original, untransformed equations, we make use of

ωyy = uxt + uxxxy + 8uxuxy + 4uxxuy,

uy = ωx,
(5.11)

and the untransformed equations of the Lax pair

ψxx = −iψy − 2uxψ,

ψt = 2iψyy − 4uyψx + (2uxy + 2iωy)ψ.
(5.12)

Introducing such relations we arrive at the nonclassical symmetries:

ξ1 =
Ȧ3(t)

4
x+A1(t), (5.13)

ξ2 =
Ȧ3(t)

2
y +A2(t), (5.14)

ξ3 = A3(t), (5.15)

ηu = −Ȧ3(t)

4
u+

Ȧ2(t)

8
x+

Ä3(t)

16
xy +

Ȧ1(t)y

4
+B1(t), (5.16)

ηω = −Ȧ3(t)

2
w +

Ȧ1(t)

4
x+

Ä3(t)

32
x2 +B3(t)y +

Ä2(t)

16
y2 (5.17)

+

...
A3(t)

96
y3 +B2(t), (5.18)

ηψ =

[
−2λ− Ȧ3(t)

8
+ i

(
Ȧ2(t)

4
y +

Ä3(t)

16
y2 + 2

∫
B3(t)dt

)]
ψ. (5.19)

These symmetries depend on six arbitrary functions of time, A1(t), A2(t), A3(t)
and B1(t), B2(t), B3(t), which shall serve us as a way to classify the possible re-
ductions, and a constant λ. The classical symmetries are a particular case of the
nonclassical and lead to less general reductions. For this matter, we will only specify
the nonclassical ones.

To reduce the problem, we have to solve the Lagrange-Charpit system

dx

ξ1
=
dy

ξ2
=
dt

ξ3
=
du

ηu
=
dω

ηω
=
dψ

ηψ
. (5.20)
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The most relevant possible reductions agree with the cases

Case I : A3(t) 6= 0 Case II : A3(t) = 0

1. A1(t) 6= 0 A2(t) 6= 0 1. A1(t) 6= 0 A2(t) 6= 0
2. A1(t) 6= 0 A2(t) = 0 2. A1(t) 6= 0 A2(t) = 0
3. A1(t) = 0 A2(t) 6= 0 3. A1(t) = 0 A2(t) 6= 0

Table 4.1. Reductions for BKP 2 + 1

We shall use the next notation for the reduced variables

x, y, t→ x1, x2 (5.21)

and for the reduced fields:

ω(x, y, t)→ Ω(x1, x2),

u(x, y, t)→ U(x1, x2), (5.22)

ψ(x, y, t)→ Φ(x1, x2).

As a matter of simplification, we shall drop the dependency x1, x2 of all the fields
in the forthcoming expressions.

• Case I.1. A3(t) 6= 0, A1 6= 0, A2 6= 0

– Reduced variables

x1 =
x

A3(t)1/4
−
∫

A1(t)

A3(t)5/4
dt, x2 =

y

A3(t)1/2
−
∫

A2(t)

A3(t)3/2
dt. (5.23)

– Reduced fields

u(x, y, t) =
U(x1, x2)

A3(t)1/4
+
x1x2

16

Ȧ3(t)

A3(t)1/4
+
x1

16

(
2
A2(t)

A3(t)3/4
+B(t)

Ȧ3(t)

A3(t)1/4

)

+
x2

16

(
4
A1(t)

A3(t)1/2
+A(t)

Ȧ3(t)

A3(t)1/4

)
, (5.24)

ω(x, y, t) =
Ω(x1, x2)

A3(t)1/2
+

x3
2

192

(
2A3(t)1/2Ä3(t)− Ȧ3(t)2

A3(t)1/2

)
+
x2

1

32

Ȧ3(t)

A3(t)1/2

+
x1

16

(
4
A1(t)

A3(t)3/4
+A(t)

Ȧ3(t)

A3(t)1/2

)
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+
x2

2

64

[
4Ȧ2(t)− 2

A2(t)Ȧ3(t)

A3(t)
+

B(t)

A3(t)1/2

(
2A3(t)Ä3(t)− Ȧ3(t)2

)]

+ x2

[∫
B3(t)dt

A3(t)1/2
− 1

16

A2(t)2

A3(t)3/2
+
B(t)

16

(
2Ȧ2(t)− A2(t)Ȧ3(t)

A3(t)

)

+
B(t)2

64

(
2A3(t)1/2Ä3(t)− Ȧ3(t)2

A3(t)1/2

)]
, (5.25)

where we have used the definitions

A(t) =

∫
A1(t)

A3(t)5/4
dt, B(t) =

∫
A2(t)

A3(t)3/2
dt. (5.26)

– Reduced equation

Ux2 = Ωx1 ,

Ωx2x2 = Ux2x1x1x1 + 8Ux2x1Ux1 + 4Ux1x1Ux2 .
(5.27)

These two equations can be summarized in

Ux2x1x1x1x1 + 4
(

(Ux2Ux1)x1 + Ux1Ux1x2

)
x1

− Ux2x2x2 = 0, (5.28)

which appears in [411] and has multiple soliton solutions.

– Reduced eigenfunction

ψ(x, y, t) =
Φ(x1, x2)

A3(t)1/8
exp

[
i
x2

2

16
Ȧ3(t) + i

x2

8

(
2
A2(t)

A3(t)1/2
+B(t)Ȧ3(t)

)
− 2λ

∫
dt

A3(t)

+i

∫ (
2

∫
B3(t)dt

A3(t)
+
B(t)

4

Ȧ2(t)

A3(t)1/2
+
B(t)2

16
Ä3(t)

)
dt

]
. (5.29)

– Reduced Lax pair

Φx1x1 + iΦx2 + 2Ux1Φ = 0,

iΦx2x2 − 2Ux2Φx1 + (Ux1x2 + iΩx2 + λ) Φ = 0.
(5.30)

• The cases I.2. and I.3. will be omitted for being equivalent to I.1.

• Case II.1. A3 = 0, A1 6= 0, A2 6= 0

– Reduced variables

x1 = A2(t)x−A1(t)y x2 =

∫
A1(t)A2(t)2dt. (5.31)
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– Reduced fields

u(x, y, t) = A2(t)U(x1, x2)− A1(t)3

A2(t)3

y

4
+

(
Ȧ1(t)

A2(t)
− 2A1(t)

Ȧ2(t)

A2(t)2

)
y2

8

− Ȧ2(t)

A2(t)

xy

4
, (5.32)

ω(x, y, t) = −A1(t)Ω(x1, x2) +

(
Ȧ1(t)

A2(t)
− 2A1(t)

Ȧ2(t)

A2(t)2

)
xy

4
− Ȧ2(t)

A2(t)

x2

8

− A1(t)3

A2(t)3

x

4
−

(
4λ2A2(t)4 + 3iλA1(t)2 +

3A1(t)4

16A2(t)4
− i Ȧ2(t)

4A2(t)

)
y

+

(
3
Ȧ2(t)2

A2(t)2
− Ä2(t)

A2(t)

)
y3

24
. (5.33)

– Reduced equation

Ωx1 = Ux1 ,

Ux1x1x1x1 = Ux1x2 − 12Ux1Ux1x1 ,
(5.34)

which can be equivalently rewritten as

Ux1x1x1x1x1 + 12U2
x1x1

+ 12Ux1Ux1x1x1 − Ux1x1x2 = 0. (5.35)

This reduced equation corresponds with the Korteweg de Vries equation
(KdV) in 1 + 1 dimensions [149]. Therefore, we can conclude that the
equation BKP is a generalization of KdV to 2 + 1 dimensions.

– Reduced Eigenfunction

ψ(x, y, t) = Φ(x1, x2)e−2λA2(t)2y×

× exp

[
i

(
A1(t)

A2(t)

x

2
− A1(t)2

A2(t)2

y

4
− Ȧ2(t)

A2(t)

y2

4

)]
. (5.36)

– Reduced Lax pair

Φx1x1 = 2iλΦ− 2Ux1Φ,

Φx2 = 8iλΦx1 + 4Ux1Φx1 − 2ΦUx1x1 ,
(5.37)

which is the Lax pair corresponding with the KdV equation.
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• Case II.2. A3(t) = 0, A1(t) 6= 0, A2(t) = 0

– Reduced variables
x1 = y, x2 = t. (5.38)

– Reduced fields

u(x, y, t) = U(x1, x2) +
B2(t)

A1(t)
x1 +

B3(t)

2A1(t)
x2

1 +
B1(t)

A1(t)
x

+
A′1(t)

4A1(t)
xy, (5.39)

ω(x, y, t) =
1

2i
Ω(x1, x2) +

(
B1(t)A′1(t)

2A1(t)2
+

B′1(t)

2A1(t)

)
x2

1

+

(
A′1(t)2 +A1(t)A′′1(t)

24A2
1

)
x3

1 +
B2(t)

A1(t)
x+

A′1(t)

8A1(t)
x2

+
B3(t)

A1(t)
xy. (5.40)

– Reduced equation
Ux1 = 0,

Ux1x1x1 = 0,

Ωx1x1 = 0.

(5.41)

– Reduced Eigenfunction

ψ(x, y, t) =
Φ(x1, x2)√

A1(t)
exp

[∫
8
B2(t)

A1(t)2

(
λ− i

∫
B2(t)dt

)
− i 8

A1(t)2

(
B1(t) + 2

(λ− i
∫
B3(t)dt)2

A1(t)

)2

+
2i

A1(t)

(
B1(t) +

2

A1(t)

(
λ− i

∫
B3(t)dt

)2
)
x1

+ i
A′1(t)

4A1(t)
x2

1 −
2

A1(t)

(
λ− i

∫
B3(t)dt

)
x

]
. (5.42)

– Reduced Lax pair
Φx1 = 0,

Φx2 = Ωx1Φ.
(5.43)
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• Case II.3. A3(t) = 0, A1(t) = 0, A2(t) 6= 0

– Reduced variables

x1 =
x√
A2(t)

− 4

∫
B1(t)

A2(t)3/2
dt, x2 = t. (5.44)

– Reduced fields

u(x, y, t) =
1

2
√
A2(t)

(
U(x1, x2) + 2x1

∫
B3(t)dt

)
+
B1(t)

A2(t)
y +

A′2(t)

8A2(t)
xy, (5.45)

ω(x, y, t) = Ω(x1, x2) +

(
B1√
A2

+
1

2
A′2(t)

∫
B1(t)

A2(t)3/2
dt

)
x1

+
A′2(t)

16
x2

1 +
B2(t)

A2(t)
y +

B3(t)

2A2(t)
y2 +

A′′2(t)

48A2(t)
y3. (5.46)

– Reduced equation
Ωx1 = 0,

Ux1x2 = 0,

Ux1x1x2 = 0.

(5.47)

– Reduced eigenfunction

ψ(x, y, t) =
Φ(x1, x2)

A2(t)1/4
×

× e
2i

∫ (B2(t)
A2(t)

+
4(λ−i

∫
B3(t)dt)2

A2(t)2

)
dt
e
− 2(λ−i

∫
B3(t)dt)

A2(t)
y+i

A2(t)′
8A2(t)

y2

. (5.48)

– Reduced Lax pair
Φx2 = 0,

Φx1x1 = (2iλ− Ux1)Φ.
(5.49)

5.2 A reduction of the 2 + 1-BKP equation and corresponding Lax
pair to 1 + 1 dimensions

Let us now study the nontrivial reduction I.1. obtained in the past subsection
5.1. of the initial 2 + 1-BKP equation to 1 + 1 dimensions [169]. We consider this
reduction of interest from a possible physical interpretation viewpoint. Reduction
II.1. is another nontrivial reduction corresponding to the very celebrated Korteweg
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de Vries equation which has been studied in multiple occasions and already accounts
with a wide physical literature dedicated to it [71, 260, 382]. This is why in this
subsection we shall focus on reduction I.1. Let us consider the differential equation
in J4(R2,R2).

ux2x2 = Ωx1x2 ,

ux1x1x1x2 + 8ux1x2ux1 + 4ux1x1ux2 − Ωx2x2 = 0.
(5.50)

This equation is also integrable in the Painlevé sense and posesses an associated
linear spectral problem or Lax pair in J2(C3,C3)

Φx1x1 + iΦx2 + 2Ux1Φ = 0,

iΦx2x2 − 2Ux2Φx1 + (Ux1x2 + iΩx2 + λ) Φ = 0.
(5.51)

whose compatibility condition recovers (5.50). We propose a general transformation
for the independent and dependent variables as

x1 → x1 + εξ1(x1, x2, u,Ω) +O(ε2),

x2 → x2 + εξ2(x1, x2, u,Ω) +O(ε2),

λ→ λ+ εηλ(x1, x2, λ,Φ) +O(ε2),

u→ u+ εηu(x1, x2, u,Ω) +O(ε2),

Ω→ Ω + εηΩ(x1, x2, u,Ω) +O(ε2),

Φ→ Φ + εηΦ(x1, x2, u,Ω, λ,Φ) +O(ε2).

(5.52)

Here we can see that we have considered λ as an independent variable in order
to make the reductions properly.

By definition of symmetry of the equation and its associated Lax pair, this ε-
parametric group of transformations must leave the equations in (5.50) and (5.51)
invariant. Equivalently, the associated symmetry vector field has the expression

X = ξ1
∂

∂x1
+ ξ2

∂

∂x2
+ ηλ

∂

∂λ
+ ηu

∂

∂u
+ ηΩ

∂

∂Ω
+ ηΦ

∂

∂Φ
. (5.53)

From the terms in ε = 0 we retrive the original, untransformed equations. We
retrive the conditions

ux2x2 = Ωx1x2 ,

ux1x1x1x2 = Ωx2x2 − 8ux1x2ux1 − 4ux1x1ux2 ,

Φx1x1 = −iΦx2 − 2Ux1Φ = 0,

iΦx2x2 = 2Ux2Φx1 − (Ux1x2 − iΩx2 − λ) Φ = 0

(5.54)

that shall be used in the forthcoming steps. First introduce (5.52) into the system of
differential equations in (5.54) and set the linear term in ε equal to zero. Introduce
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the prolongations (ηu)x1x1x1x2 , (ηu)x1x2 , (ηu)x1x1 , (ηu)x2x2 , (ηu)x1 , (ηu)x2 , (ηΩ)x2x2 ,
(ηΩ)x1x2 , (ηΩ)x1 , (ηΦ)x1x1 , (ηΦ)x2x2 , (ηΦ)x1 , (ηΦ)x2 , calculated following formula
(4.20) in Chapter 2 and ux2x2 , ux1x1x1x2 , Φz1z1 , Φz2z2 from (5.54). The difference
between classical and nonclassical symmetries in this case is the implementation of
the invariant surface conditions. Depending on the case we choose, we have the
classification

Values of infinitesimal generators

Case I. ξ1 6= 0 ξ2 6= 0
Case II ξ1 6= 0 ξ2 = 0

Case III. ξ1 = 0 ξ2 6= 0

Table 4.2. Iterative reduction of the BKP

Nontrivial results are led by ξ1 6= 0, ξ2 6= 0, which is case I., we shall consider.
The invariant surface conditions provide us with

ux2 =
ηu − ξ1Ux2

ξ2
,

Ωx2 =
ηΩ − ξ1Ωx2

ξ2
,

Φx2 =
ηΦ − ξ1Φx1 − ηλΦλ

ξ2
,

(5.55)

that we substitute and their multiple higher-order derivatives. We now pick the re-
maining coefficients in first or higher-order derivatives of the fields (ux1 , ux1x1 ,Ωx2x2 , . . . )
and set them equal to zero. It is an overdetermined system of equations whose so-
lutions are the symmetries. If we divide by ηλ all the expressions, we resulting
reductions will be invariant. This results in

ξ1(x1, x2, u,Ω) =
1

ηλ

(
1

2
K1x1 +K2

)
, (5.56)

ξ2(x1, x2, u,Ω) =
1

ηλ
(K1x2 +K3) , (5.57)

ηλ = 1, (5.58)

ηu(x1, x2, u,Ω) =
1

ηλ

[
−1

2
K1u+K5 + C0(K3x1 +K1x1x2 + 2K2x2)

]
, (5.59)

ηΩ(x1, x2, u,Ω) =
1

ηλ

[
−K1Ω +K4x2 +K6(x1) + C2

0

(
K3x

2
2 +

1

3
K1x

3
2

)]
, (5.60)

ηΦ(x1, x2, λ, U,W,Φ, λ) =
B(x1, x2, λ)

ηλ
Φ. (5.61)
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These symmetries depend on 6 arbitrary constants of integrationK1,K2,K3,K4,K5, C0 ∈
R and two arbitrary functions K6(x1) and B(x1, x2).

In the classical case, the symmetries read

ξ1(x1, x2, u,Ω) =
1

2
k1x1 + k2, (5.62)

ξ2(x1, x2, u,Ω) = k1x2 + k3 (5.63)

ηλ(x1, x2, u,Ω,Φ, λ) = −2k1λ− ik4, (5.64)

ηu(x1, x2, u,Ω) = −1

2
k1u+ k5, (5.65)

ηΩ(x1, x2, u,Ω) = −k1Ω + k4x2, (5.66)

ηΦ(x1, x2, U,Ω,Φ, λ) = G(λ)Φ. (5.67)

These symmetries depend on 5 arbitrary constants of integration k1, k2, k3, k4, k5 ∈
R. It is obvious that the classical case is included within the nonclassical one, as
expected. From here we see that there exist big differences between the classical and
nonclassical symmetries for this example. It is interesting, since for many other
examples, the classical and nonclassical symmetries have coincided. Nevertheless,
the difference between the classical and nonclassical case is not substantial in the
case of reductions. Here we show a list of reductions for the nonclassical case which
do not differ from the reduced versions obtained in the classical approach.

For the nonclassical case in which ηλ = 1, we have the subclassification

Case I: k1 6= 0 Case II: k1 = 0

1. A1(t) 6= 0 A2(t) 6= 0 1. A1(t) 6= 0 A2(t) 6= 0
2. A1(t) 6= 0 A2(t) = 0

Table 4.3. Subclassification of reductions for BKP in 1 + 1

We introduce the following notation for the reduced variables

x1, x2, λ→ z,Λ (5.68)

and the reduced fields and eigenfunctions

u(x1, x2)→ V (z,Λ),

Ω(x1, x2)→W (z,Λ),

Φ(x1, x2)→ ϕ(z,Λ).

(5.69)

We find the following reductions
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• Case I.1. k1 6= 0, k2 6= 0, k3 6= 0

– Reduced variables

z(x1, x2, λ) =
k1(k1x2 + k3)

(k1x1 + 2k2)2
, (5.70)

Λ(x1, x2, λ) = k−5
1 (2k1λ+ ik4)(k1x1 + 2k2)4. (5.71)

– Reduced fields

U(x1, x2, λ) = k1
V (z,Λ)

(k1x1 + 2k2)
, (5.72)

Ω(x1, x2, λ) =
k4

2k3
1

(k1x1 + 2k2)2z(x1, x2, λ)

− k2
1

2(k1x1 + 2k2)2

W
(
z(x1, x2, λ),Λ(x1, x2, λ)

)
z(x1, x2, λ)

. (5.73)

– Reduced Eigenfunction

Φ(x1, x2, λ) = ϕ(z,Λ)e
i
∫ G(λ)
k4−2ik1λ

dλ
. (5.74)

– Reduced Lax pair

2z2ϕzz+8iz2Vz(2ΛϕΛ − zϕz)

+
[
W − z(1− 6iz)Vz + iz2(4zVzz − Λ)

]
ϕ = 0,

(5.75)
16Λ2ϕΛΛ − 16zΛϕzΛ + 4Λ(3− 8iz2Vz)ϕΛ + (i+ 6z + 16iz3Vz)ϕz

− 2
[
W + V + z(1 + 6iz)Vz + iz2(4zVzz − Λ)

]
ϕ = 0.

– Reduced equations

Wz = Uz,

16z6Vzzzz + 144z5Vzzz − (1− 300z2 + 32z2V + 96z3Vz)z
2Vzz

− 176z4V 2
z + 2(1 + 60z2 − 32z2V )zVz − 2W = 0.

(5.76)

• Case II.1. k1 = 0, k2 6= 0, k3 = 0

– Reduced variables

z = −k2

k3
x1 +

k2
2

k2
3

x2, (5.77)

Λ =
k4

3

k4
2

λ+ i
k2

k3
x1. (5.78)
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– Reduced fields

U(x1, x2) = −k2

k3
V (z,Λ) +

k2
2

8k2
3

x1, (5.79)

Ω(x1, x2) =
k2

2

k2
3

(
W,Λ) +

1

2
z2 +

k2

k3
zx1 +

1

2

k2
2

k2
3

x2
1

)
. (5.80)

– Reduced Eigenfunction

Φ(x1, x2, λ) = ϕ(z,Λ). (5.81)

– Reduced Lax pair

ϕΛΛ −
1

4
ϕ− 2Vzϕ+ 2iϕzΛ − ϕzz − iϕz = 0,

(z − iΛ)ϕ+ (ϕ+ 2ϕΛ + 2iϕz)Vz − iVzzϕ+ ϕzz = 0.
(5.82)

– Reduced equation
Wz = Vz,

Vzzzz + 12VzVzz − 1 = 0.
(5.83)

• Case II.2. k1 = 0, k2 = 0, k3 6= 0

– Reduced variables

z = z2

(
−k4

k2

)2/5

, (5.84)

Λ =
−k2λ− ik4z1

(−k2k4)1/5
+ z2

(
−k4

k2

)2/5

. (5.85)

– Reduced fields

u(z1, z2) = i

(
k4

−k2

)1/5(
U(z) +

i

2
z2

)
, (5.86)

ω(z1, z2) =

(
k4

−k2

)2/5(
Ω(z)− 1

4
z

)
+
k4

k2
z1z2. (5.87)

– Reduced Eigenfunction

ψ(z1, z2) = ϕ(z,Λ). (5.88)

– Reduced Lax pair

ϕΛΛ − iϕΛ − iϕz = 0,

(i− 2z)ϕΛ + iϕz +

[
−1

4
+ i(z − Λ) + Ωz

]
ϕ+ 2ϕzΛ + ϕzz = 0.

(5.89)
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– Reduced equation
Vz = 0,

Wzz = 0.
(5.90)

6 Explicit calculation for hierarchies of PDEs

A hierarchy is a set of differential equations that are related via a recursion operator.
The recursive application of such operator gives members of different orders of the
hierarchy. For instance, let us consider the well-known Camassa-Holm equation
[79] as a submanifold of J3(R2,R) (CH1 + 1, henceforth)

ut + Cux − uxxt = 2uxuxx + uuxxx. (6.1)

We can interpret u as the fluid velocity and t, x as the temporal and spatial co-
ordinates, respectively. It is an integrable, nonlinear PDE. Though not integrable
in the strict defined Painlevé sense, there exists a change of variables (action-angle
variables) such that the evolution equation in the new variables is equivalent to a
linear flow at constant speed. This change of variables is achieved by studying its
associated spectral problem and it is reminiscent of the fact that integrable clas-
sical hamiltonian systems are equivalent to linear flows on tori. Indeed, (6.1) is a
bi-Hamiltonian model for shallow water waves propagation. When the parameter
C > 0 ∈ R the solutions are smooth solitary waves or solitons. The case C = 0
that mostly concerns us, has peakon solutions. That is, solitons with sharp peak,
discontinuity in the slope.

u = ce−|x−ct| +O(k log k). (6.2)

Example 1. Equation (6.1) can be understood as the first member of the n-
dimensional negative Camassa-Holm hierarchy (NCHH 1 + 1) that reads

ut = R−nux (6.3)

where n is an integer and R = JK−1 is the recursion operator formed by the
two operators K = u∂x + ∂xu and J = ∂x − ∂xxx. Since calculating the inverse
of an operator is a difficult computation, we can introduce auxiliary scalar fields
v1(x, t), . . . , vn(x, t) such that for the n-iteration of the operator, we can expand
(6.3) on J3(R2,Rn+1) as

ut = Jv[n],

Jv[j−1] = Kv[j], j = 2, . . . , n,

ux = Kv[1].

(6.4)

It is easy to prove that when n = 1 we recover (6.1). Then we can say that (6.1) is
the first member of the negative Camassa-Holm hierarchy. There exists a positive
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Camassa-Holm hierarchy (PCHH1+1) when n = −1 in (6.3) and has been considered
in [124, 262].

6.1 The negative Camassa-Holm hierarchy in 2+ 1 dimensions and
corresponding Lax pair

This equation was generalized to 2+1 in [173]. It is a simple integrable generalization

ut = R−nuy, (6.5)

where R is the same as defined for the 1 + 1 case. This hierarchy has been proven
to be equivalent to n copies of the AKNS equation in 2 + 1 variables [170, 277] by a
reciprocal transformation. It is well known that the AKNS has the Painlevé property
and a nonisospectral Lax pair. The NCHH correspondent LP can be obtained by
means of the singular manifold method [170] or by applying the inverse reciprocal
transform on the known AKNS associated Lax pair. Similarly, we can introduce
additional scalar fields and express it onto J3(R3,Rn+1) as

uy = Jv[n],

Jv[j−1] = Kv[j], j = 2, . . . , n

ut = Kv[1].

(6.6)

where u = u(x, y, t) and v[j] = v[j](x, y, t) are defined over R3. If we write explicitly
the form of the operator, the hierarchy reads

uy = (v[n])x − (v[n])xxx,

(v[j−1])x − (v[j−1])xxx = uxv[j] + 2u(v[j])x, j = 2, . . . , n

ut = uxv[1] + 2u(v[1])x.

(6.7)

Indeed, (6.4) can be recovered if we set ∂/∂y = ∂/∂t. The PCHH1+1 is recovered by
∂/∂y = ∂/∂x. The first member of (6.7) is the (6.1) equivalent in 2 + 1 dimensions.
Lie point symmetries of the (6.7) hierarchy were computed in [167].

The Lax pair associated with the NCHH(2+1) (6.6) is a nonisospectral Lax pair
on J2(C3,Cn+3).

ψxx −
(

1

4
− λ

2
u

)
ψ = 0,

ψy − λnψt + Âψx −
Âx
2
ψ = 0,

(6.8)

where Â =
∑n

i=1 λ
(n−j+1)vj such that the compatibility condition (ψxxt = ψtxx)

recovers (6.7) and imposes the additional condition

λy − λnλt = 0, (6.9)
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which is the nonisospectrality condition. As a consequence, we can interpret physi-
cally the spectrum of eigenvalues as a distorted spectrum whose eigenvalues are no
longer constant and their values get narrower.

In order to obtain symmetries of this Lax pair, together with those of (6.7), we
propose the following transformation

x→ x+ εξ1(x, y, t, u, v[j]) +O(ε2),

y → y + εξ2(x, y, t, u, v[j]) +O(ε2),

t→ t+ εξ3(x, y, t, u, v[j]) +O(ε2),

λ→ λ+ εηλ(x, y, t, u, v[j], λ, ψ),

u→ u+ εηu(x, y, t, u, v[j]) +O(ε2),

vj → vj + εηvj (x, y, t, u, v[j]) +O(ε2),

ψ → ψ + εηψ(x, y, t, u, v[j], λ, ψ),

j = 1, . . . , n, (6.10)

where λ has to be considered as an scalar field due to the nonisospectrality condition
(6.9). The associated Lie algebra of infinitesimal symmetries is the set of vector fields
of the form

X = ξ1
∂

∂x
+ ξ2

∂

∂y
+ ξ3

∂

∂t
+ ηλ

∂

∂λ
+ ηu

∂

∂u
+

n∑
j=1

ηv[j]

∂

∂v(j)
+ ηψ

∂

∂ψ
. (6.11)

We need to know how the derivatives of the fields transform under this symmetry
transformation. We introduce the prolongations of the action of the group to the
different derivatives that appear in (6.7). To calculate the prolongations (ηv[j−1]

)xxx,
(ηv[j−1]

)x, (ηv[j]
)x, (ηv[1]

)x, (ηv[n]
)xxx, (ηv[n]

)x, (ηu)x, (ηu)y, (ηu)t, ψxx, ψy, ψt, ψx, we
follow the process explained in (4.20) given in Chapter 2. It is therefore necessary
that (6.10) leaves the hierarchy (6.7) invariant. We obtain an overdetermined system
for the infinitesimals ξx1 , ξx2 , ξx3 , ηλ, ηu, ηv[j]

, ηψ. According to the procedure for
symmetry calculation step by step explained above, from the zero-order in ε we can
isolate the higher-order derivatives appearing in

(v[n])xxx = (v[n])x − uy,
(v[j−1])xxx = (v[j−1])x − uxv[j] − 2u(v[j])x, j = 2, . . . , n,

ut = uxv[1] + 2u(v[1])x,

(6.12)

and

ψxx =

(
1

4
+
λ

2
u

)
ψ,

ψy = λnψt − Âψx +
Âx
2
ψ.

(6.13)
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with Â =
∑n

i=1 λ
(n−j+1)v[j], in order to be introduced in the system of differential

equations from which to derive the symmetries.
The generalization to nonclassical symmetries [65, 339] imposes the following

invariant surface conditions

ηu = ξ1ux + ξ2uy + ξ3ut,

ηv[j]
= ξ1(v[j])x + ξ2(v[j])y + ξ3(v[j])t, j = 1, . . . , n.

ηλ = ξ2λy + ξ3λt,

ηψ = ξ1ψx + ξ2ψy + ξ3ψt.

(6.14)

which shall be used as in the addressed method for nonclassical Lie point symmetry
calculation.

We distinguish between three different types of nonclassical symmetry according
to the values of the infinitesimal generators

Owing to (6.14) there is no restriction in selecting ξi = 1 when ξi 6= 0 [339].

Values of infinitesimal generators

Case I. ξ3 = 1 any any
Case II ξ3 = 0 ξ2 = 1 any
Case III. ξ3 = 0 ξ2 = 0 ξ1 = 1

Table 4.4. First classification of reductions of CHH in 2 + 1

In the case of nonclassical symmetries for ξ3 = 1, we eliminate derivatives with
respect to t in

ut = ηu − ξ1ux − ξ2uy,

(v[j])t = ηv[j]
− ξ1(v[j])x − ξ2(v[j])y, j = 1, . . . , n.

λt = ηλ − ξ2λy,

ψt = ηψ − ξ1ψx − ξ2ψy.

(6.15)

Under these conditions, we obtain the following symmetries

ξ1 = S1/S3, (6.16)

ξ2 = S2/S3, (6.17)

ξ3 = 1, (6.18)

ηλ =
1

S3

(
a3 − a2

n

)
λ, (6.19)

ηu =
1

S3

(
1

2

∂S1

∂x
+ a0

)
ψ, (6.20)
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ηv[1]
=

1

S3

[
v[1]

(
∂S1

∂x
− a3

)
− ∂S1

∂t

]
, (6.21)

ηv[j]
=

1

S3

(
∂S1

∂x
− a2

j − 1

n
− a3

n− j + 1

n

)
v[j], j = 2, . . . , n. (6.22)

ηψ =
1

S3

(
1

2

∂S1

∂x
+ a0

)
ψ. (6.23)

where
S1 = S1(x, t) = A1(t) +B1(t)ex + C1(t)e−x,

S2 = S2(y) = a2y + b2,

S3 = S3(t) = a3t+ b3.

(6.24)

with A1(t), A2(t), A3(t) arbitrary functions of t. Furthermore, a0, a2, b2, a3, b3 are
arbitrary constants, such that a3 and b3 cannot be simultaneously 0.

For the second type of symmetry, ξ3 = 0, ξ2 = 1 we can now write

uy = ηu − ξ1ux, (6.25)

(v[j])y = ηv[j]
− ξ1(v[j])x, (6.26)

λy = ηλ, (6.27)

ψy = ηψ − ξ1ψx. (6.28)

which combined with (6.10) leads us to

ξ1 = S1/S2, (6.29)

ξ2 = 1, (6.30)

ξ3 = 0, (6.31)

ηλ =
1

S2

(
−a2

n

)
λ, (6.32)

ηu =
1

S2

(
−2

∂S1

∂x
+
a2

n

)
u, (6.33)

ηv[1]
=

1

S2

(
∂S1

∂x
v[1] −

∂S1

∂t

)
, (6.34)

ηv[j] =
1

S2

(
∂S1

∂x
− a2

j − 1

n

)
v[j], j = 2, . . . , n. (6.35)

ηψ =
1

S2

(
−2

∂S1

∂x
+
a2

n

)
ψ, (6.36)

where S1 and S2 are those given in (6.24). Evidently, a2 and b2 cannot be 0 at the
same time. For the last case ξ3 = ξ2 = 0, ξ1 = 1, the invariant surface conditions
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turn into
ux = ηu,

v[j] = ηv[j]
, j = 1, . . . , n.

ψx = ηψ.

(6.37)

And the symmetries take a very trivial form

ξ1 = 1, (6.38)

ξ2 = 0, (6.39)

ξ3 = 0, (6.40)

ηλ = 0, (6.41)

ηu = −2u, (6.42)

ηv[j]
= v[j], j = 1, . . . , n. (6.43)

ηψ =
1

2

(
1± i

√
2λu

)
ψ. (6.44)

For any of the cases, we have to solve the following Lagrange-Charpit system with
their corresponding values of infinitesimal generators

dx

ξ1
=
dy

ξ2
=
dt

ξ3
=
dλ

ηλ
=
du

ηu
=
dv[j]

ηv[j]

=
dψ

ηψ
. (6.45)

For the first case in which ξ3 = 1, the classification of reductions can be performed
attending to Tables 4.5 and 4.6

Possible values of the t-dependent functions

Case I. A1(t) 6= 0 B1(t) = 0 C1(t) = 0
Case II A1(t) = 0 B1(t) 6= 0 C1(t) = 0
Case III. A1(t) = 0 B1(t) = 0 C1(t) 6= 0

Table 4.5. First subclassification of reductions for CHH 2 + 1

Case II yields the same reduced spectral problems as the obtained for I. Case III
is easy to prove that it is equivalent to II owing to the invariance of the Lax pair
and equations under the transformation x → −x, y → −y and t → −t. Below we
only consider cases I and II.

For each of these cases we have subcasses depending on the values of the constants
aj and bj , which are the 5 subcasses exposed. We introduce the notation for the
reduced variables as

x, y, t→ x1, x2 (6.46)
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Values of the constants

1. a2 = 0 a3 = 0 b2 = 0
2. a2 = 0 a3 = 0 b2 6= 0
3. a2 = 0 a3 6= 0 b2 = 0
4. a2 = 0 a3 6= 0 b2 6= 0
5. a2 6= 0 any any

Table 4.6. Second subclassification of reductions for CHH 2 + 1

and the reduced fields and reduced eigenfunction

u(x, y, t)→ U(x1, x2),

v[1](x, y, t)→ V[1](x1, x2),

v[j](x, y, t)→ V[j](x1, x2),

λ(y, t)→ Λ(x2),

ψ(x, y, t)→ Φ(x1, x2).

(6.47)

We obtain 5 different nontrivial reductions. We obtain each of them separately
with their correspondent reduced variables, reduced fields and transformations. In
the next subsection, the reduced spectral problem will be obtained.

• Reduction I.1. B1(t) = C1(t) = 0, A1(t) 6= 0, a2 = 0, a3 = 0, b2 = 0

By solving the characteristic equation for these values, we obtain

– Reduced variables

x1 = x− 1

b3

∫
A1(t)dt, x2 = y. (6.48)

– Reduced spectral parameter

λ = λ0. (6.49)

– Reduced vector fields

u(x, y, t)→ U(x1, x2), (6.50)

v[1](x, y, t)→ V[1](x1, x2)− A1

b3
, (6.51)

v[j](x, y, t) = V[j](x1, x2), (6.52)
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– Reduced hierarchy

∂3V[n]

∂x3
1

−
∂V[n]

∂x1
+
∂U

∂x2
= 0, (6.53)

2U∂V[1]

∂x1
+ V[1]

∂U

∂x1
= 0, (6.54)

2U∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

−
∂V[j]

∂x1
= 0. (6.55)

which is the positive Camassa-Holm hierarchy whose first component n =
1 is a modified Dym equation [23].

– Reduced eigenfunction

ψ = e
a0t
b3 e

λn0 a0x2
b3 Φ(x1, x2). (6.56)

– Reduced Lax pair

Φx1x1 −
(

1

4
− λ0

2
U

)
Φ = 0,

Φx2 + B̂Φx1 −
B̂
2

Φ = 0,

(6.57)

with B̂ =
∑n

j=1 λ
n−j+1
0 V[j](x1, x2).

• Reduction I.2. B1(t) = C1(t) = 0, A1(t) 6= 0, a2 = 0, a3 = 0, b2 6= 0

– Reduced variables

x1 = x− 1

b3

∫
A1(t)dt, x2 =

y

b2
− t

b3
. (6.58)

– Reduced spectral parameter

λ =

(
b3
b2

)1/n

λ0. (6.59)

– Reduced fields

u(x, y, t) =

(
b2
b3

)1/n

U(x1, x2), (6.60)

v[1](x, y, t) =

(
1

b3

)
V[1](x1, x2)− A1

b3
, (6.61)

v[j](x, y, t) =

(
1

b3

)(
b2
b3

) 1−j
n

V[j](x1, x2). (6.62)
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– Reduced hierarchy

∂3V[n]

∂x3
1

−
∂V[n]

∂x1
+
∂U

∂x2
= 0, (6.63)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
+
∂U

∂x2
= 0, (6.64)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

−
∂V[j]

∂x1
= 0. (6.65)

– Reduced eigenfunction

ψ = e
a0t
b3 e

λn0 a0x2
1+λn0 Φ(x1, x2). (6.66)

– Reduced Lax pair

Φx1x1 −
(

1

4
− λ0

2
U

)
Φ = 0,

Φx2(1 + λn0 ) + B̂Φx1 −
B̂
2

Φ = 0,

(6.67)

with B̂ =
∑n

j=1 λ
n−j+1
0 V[j](x1, x2).

• Reduction I.3. B1(t) = C1(t) = 0, A1(t) 6= 0, a2 = 0, a3 6= 0, b2 = 0

– Reduced variables

x1 = x−
∫
A1(t)

S3
dt, x2 = a3y. (6.68)

– Reduced spectral parameter

λ(y, t) = S
1/n
3 Λ(x2). (6.69)

– Reduced fields

u(x, y, t) = S
−1/n
3 U(x1, x2), (6.70)

v[1] =
a3

S3
V[1](x1, x2)− A1

S3
, (6.71)

v[j] = a3S
j−1
n
−1

3 V[j](x1, x2). (6.72)
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– Reduced hierarchy

∂3V[n]

∂x3
1

−
∂V[n]

∂x1
+
∂U

∂x2
= 0, (6.73)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
+
U

n
= 0, (6.74)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

−
∂V[j]

∂x1
= 0. (6.75)

– Reduced eigenfunction

ψ = Λ(x2)
a0n
a3 S

a0
a3
3 Φ(x1, x2) (6.76)

– Reduced Lax pair

Φx1x1 =

(
1

4
+

Λ(x2)

2
U

)
Φ,

Φx2 = −B̂Φx1 +
B̂
2

Φ,

(6.77)

with B̂ =
∑n

j=1 λ
n−j+1
0 V[j](x1, x2).

• Reduction I.4. B1(t) = C1(t) = 0, A1(t) 6= 0, a2 = 0, a3 6= 0, b2 6= 0

– Reduced variables

x1 = x−
∫
A1(t)

S3
dt, x2 =

a3y

b2
− lnS3. (6.78)

– Reduced spectral parameter

λ(y, t) =

(
S3

b2

)1/n

Λ(x2). (6.79)

– Reduced fields

u(x, y, t) =

(
b2
S3

)1/n

U(x1, x2), (6.80)

v[1] =
a3

S3
V[1](x1, x2)− A1

S3
, (6.81)

v[j] =
a3

S3

(
S3

b2

) j−1
n

V[j](x1, x2). (6.82)



Chapter 4 231

– The reduced hierarchy

∂3V[n]

∂x3
1

−
∂V[n]

∂x1
+
∂U

∂x2
= 0, (6.83)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
+
∂U

∂x2
+
U

n
= 0, (6.84)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

−
∂V[j]

∂x1
= 0. (6.85)

– Reduced eigenfunction

ψ = Λ(x2)
a0n
a3 S

a0
a3
3 Φ(x1, x2). (6.86)

– Reduced Lax pair

Φx1x1 −
(

1

4
− Λ(x2)

2
U

)
Φ = 0,

Φx2(1 + Λ(x2)n) + B̂Φx1 −
B̂
2

Φ = 0,

(6.87)

with B̂ =
∑n

j=1 λ
n−j+1
0 V[j](x1, x2).

• Reduction I.5. B1(t) = C1(t) = 0, A1(t) 6= 0, a2 6= 0

– The reduced variables

x1 = x−
∫
A1(t)

S3(t)
dt, x2 = S2S

−a2
a3

3 . (6.88)

– Reduced spectral parameter

λ(y, t) = S
a3−a2
a3n

3 Λ(x2). (6.89)

– Reduced fields

u(x, y, t) = S
a2−a3
a3n

3 U(x1, x2), (6.90)

v[1](x, y, t) =

(
a2

S3

)
V[1](x1, x2)− A1

S3
, (6.91)

v[j](x, y, t) =

(
a2

S3

)
V[j](x1, x2)S

(a3−a2)(j−1)
a3n

3 . (6.92)
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– Reduced hierarchy

∂3V[n]

∂x3
1

−
∂V[n]

∂x1
+
∂U

∂x2
= 0, (6.93)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
+ x2

∂U

∂x2
+
a3 − a2

a2

U

n
= 0, (6.94)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

−
∂V[j]

∂x1
= 0. (6.95)

– Reduced eigenfunction

ψ = Λ(x2)
na0
a3−a2 S

a0
a3
3 Φ(x1, x2). (6.96)

– Reduced Lax pair

Φx1x1 =

(
1

4
+

Λ(x2)

2
U

)
Φ,

Φx2(1 + x2Λ(x2)2) + B̂Φx1 −
B̂x1

2
Φ = 0,

(6.97)

with B̂ =
∑n

j=1 λ
n−j+1
0 V[j](x1, x2).

For the type of symmetry in which ξ3 = 0, ξ2 = 1, one of the reduced variables
is t. This means that the integrals that involve S1 can be performed without any
restrictions for the functions A1(t), B1(t), C1(t). We have four different cases (see
Table 4.7).

Values of infinitesimal generators

1. a2 = 0 E =
√
A2

1 − 4B1C1 = 0

2. a2 = 0 E =
√
A2

1 − 4B1C1 6= 0

3. a2 6= 0 E =
√
A2

1 − 4B1C1 = 0

4. a2 6= 0 E =
√
A2

1 − 4B1C1 6= 0

Table 4.7. Second classification of reductions for CHH2 + 1

• Reduction 1. a2 = 0, E =
√
A2

1 − 4B1C1 = 0

– Reduced variables

x1 =

∫
dx

S1(x, t)
− y

b2
, x2 =

t

b2
. (6.98)
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– Reduced spectral parameter

λ(y, t) = λ0. (6.99)

– Reduced fields

u(x, y, t) =
U(x1, x2)

S2
1

, (6.100)

v[1](x, y, t) =
S1

b2
V[1](x1, x2) + S1

d

dt

(∫
dx

S1(x, t)

)
, (6.101)

v[j](x, y, t) =
S1

b2
V[j](x1, x2). (6.102)

– Reduced hierarchy

∂3V[n]

∂x3
1

− ∂U

∂x1
= 0, (6.103)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
− ∂U

∂x2
= 0, (6.104)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

= 0. (6.105)

– Reduced eigenfunction

ψ(x, y, t) =
√
S1e

a0y
b2 e

a0t

b2λ
2
0 Φ(x1, x2). (6.106)

– Reduced Lax pair

Φx1x1 +
λ0

2
UΦ = 0,

λn0 Φx2 = (B̂ − 1)Φx1 −
B̂
2

Φ,

(6.107)

with B̂ =
∑n

j=1 λ
n−j+1
0 V[j](x1, x2).

• Reduction 2. a2 = 0, E =
√
A2

1 − 4B1C1 6= 0

– Reduced variables

x1 = E

(∫
dx

S1(x, t)
− y

b2

)
, x2 =

1

b2

∫
E(t)dt. (6.108)

– Reduced spectral parameter

λ(y, t) = λ0. (6.109)
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– Reduced fields

u(x, y, t) =
E2

S2
1

U(x1, x2), (6.110)

v[1](x, y, t) =
S1

b2
V[1](x1, x2) + S1

d

dt

(∫
dx

S1(x, t)

)
+ S1

Et
E2

x1, (6.111)

v[j](x, y, t) =
S1

b2
V[j](x1, x2). (6.112)

– Reduced hierarchy

∂3V[n]

∂x3
1

−
∂V[n]

∂x1
− ∂U

∂x1
= 0, (6.113)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
− ∂U

∂x2
= 0, (6.114)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

−
∂V[j]

∂x1
= 0. (6.115)

– Reduced eigenfunction

ψ =

√
S1

E
e
a0y
b2 e

a0t

b2λ
n
0 Φ(x1, x2). (6.116)

– Reduced Lax pair

Φx1x1 +

(
λ0

2
U − 1

4

)
Φ = 0,

λn0 Φx2 = (B̂ − 1)Φx1 −
B̂x1

2
Φ,

(6.117)

with B̂ =
∑n

j=1 Λ(x2)n−j+1V[j](x1, x2).

• Reduction 3. a2 6= 0, E =
√
A2

1 − 4B1C1 = 0

– Reduced variables

x1 =

∫
dx

S1(x, t)
− lnS2

a2
, x2 = t. (6.118)

– Reduced spectral parameter

λ(y, t) = S
−1/n
2 Λ(x2), (6.119)

where Λ(x2) satisfies the nonisospectral condition

n
dΛ(x2)

dx2
+ a2λ(x2)1−n = 0. (6.120)
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– Reduced fields

u(x, y, t) =
S

1/n
2

S2
1

U(x1, x2), (6.121)

v[1](x, y, t) = S1V[1](x1, x2) + S1
d

dt

(∫
dx

S1(x, t)

)
, (6.122)

v[j](x, y, t) = S1S
1−j
n

2 V[j](x1, x2). (6.123)

– Reduced hierarchy

∂3V[n]

∂x3
1

− ∂U

∂x1
+
a2

n
U = 0, (6.124)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
− ∂U

∂x2
= 0, (6.125)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

= 0. (6.126)

– Reduced eigenfunction

ψ =
√
S1λ

−a0n
a2 Φ(x1, x2). (6.127)

– Reduced Lax pair

Φx1x1 +
Λ(x2)

2
UΦ = 0,

Λ(x2)nΦx2 = (B̂ − 1)Φx1 −
B̂x1

2
Φ,

(6.128)

with B̂ =
∑n

j=1 Λ(x2)n−j+1V[j](x1, x2).

• Reduction 4. a2 6= 0 , E =
√
A2

1 − 4B1C1 6= 0

– Reduced variables

x1 = E

(∫
dx

S1(x, t)
− lnS2

a2

)
, x2 =

∫
E(t)dt. (6.129)

– Reduced spectral parameter

λ(y, t) = S
−1/n
2 Λ(x2), (6.130)

where Λ(x2) satisfies the nonisospectral condition

n
dΛ(x2)

dx2
+

a2

E(x2)
Λ(x2)n−1 = 0. (6.131)
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– Reduced fields

u(x, y, t) =
E2

S2
1

S
1/n
2 U(x1, x2), (6.132)

v[1](x, y, t) = S1V[1](x1, x2) + S1
d

dt

(∫
dx

S1(x, t)

)
+ S1

Et
E2

x1, (6.133)

v[j](x, y, t) = S1S
1−j
n

2 V[j](x1, x2). (6.134)

– Reduced hierarchy

∂3V[n]

∂x3
1

−
∂V[n]

∂x1
− ∂U

∂x1
+

a2

nE(x2)
U = 0, (6.135)

2U
∂V[1]

∂x1
+ V[1]

∂U

∂x1
− ∂U

∂x2
= 0, (6.136)

2U
∂V[j+1]

∂x1
+ V[j+1]

∂U

∂x1
+
∂3V[j]

∂x3
1

−
∂V[j]

∂x1
= 0. (6.137)

– Reduced eigenfunction

ψ(x, y, t) =

√
S1

E
λ
−−a0n

a2 φ(x1, x2). (6.138)

– Reduced Lax pair

Φx1x1 +

(
Λ(x2)

2
U − 1

4

)
Φ = 0,

Λ(x2)nΦx2 = (B̂ − 1)φx1 −
B̂
2

Φ,

(6.139)

with B̂ =
∑n

j=1 Λ(x2)n−j+1V[j](x1, x2).

6.2 The Qiao hierarchy in 2 + 1 dimensions and corresponding Lax
pair

Another important hierarchy in relation to the (6.7) is the Qiao hierarchy (Qiao2+
1). It was first introduced as an integrable generalization of the Qiao hierarchy in
1 + 1 [361] to 2 + 1 dimensions. This hierarchy can be proven to be connected
with the NCHH(2 + 1) by reciprocal transformations [160]. We will refer to it as
mCHH2 + 1. In the reduced form, it is formally equivalent to (6.3)

ut = R−nuy, (6.140)



Chapter 4 237

but the operators are substantially different. In this case, the operator K = ∂xxx−∂x
and J = −∂xu∂(−1)

x u∂x that form the recursion operator R = JK−1. In compact
form as a submanifold of J3R3,Rn+1) the mCHH2 + 1 reads

uy = Jv[n],

Jv[j+1] = Kv[j],

ut = Kv[n].

(6.141)

It is necessary to introduce auxiliary scalar fields v[1](x, y, t), . . . , v[n](x, y, t) as in
(6.6),(6.7) for utilizing the inverse of the operator J . Also, due to the difficulty of
operating with the term δ−1u in J it is necessary to include another n-tuple of scalar
fields ω[1], . . . , ω[n]. Introducing the explicit form of the operators and making use of
the additional scalar fields, we expanded expressions to J3(R3,R2n+1) as

uy = −(uω[1])x,

(v[j])xx − v[j] = −uω[j+1],

(ω[j])x = u(v[j])x,

ut = ((v[n])xx − v[n])x,

j = 1, . . . , n− 1. (6.142)

The Lax pair for mNCHH(2 + 1) was first introduced in [160] as an integrable
generalization of the Qiao(1 + 1)’s Lax pair to 2 + 1 dimensions [359, 360, 361]. It
is a two component Lax pair given geometrically as a submanifold of J2(C3,C2n+4)
whose temporal and spatial parts read correspondingly(

φ
ψ

)
t

= λn
(
φ
ψ

)
y

+ λp

(
φ
ψ

)
x

+
i
√
λ

2

[
0 qx − q

qx + q 0

]
x

(
φ
ψ

)
, (6.143)

where p =
∑n

j=1 λ
n−j(y, t)ω[j](x, y, t) and q =

∑n
j=1 λ

n−j(y, t)v[j](x, y, t) and i =√
−1, and (

φ
ψ

)
x

=
1

2

[
−1 i

√
λu

i
√
λu 1

](
φ
ψ

)
. (6.144)

The compatibility condition of (φxt = φtx) or (ψxt = ψtx) recovers (6.142). Addi-
tionally, from the compatibility condition we obtain the nonisospectrality condition

λt − λnλy = 0, (6.145)

which is the same as for the NCHH2 + 1.

In order to calculate the Lie point symmetries of the mCHH(2 + 1) and its
associated Lax pair, we propose a uniparametric Lie point symmetry transformation
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of the form



x→ x+ εξ1

(
x, y, t, u, ω[j], v[j], φ, ψ

)
+O

(
ε2
)
,

y → y + εξ2

(
x, y, t, u, ω[j], v[j], φ, ψ

)
+O

(
ε2
)
,

t→ t+ εξ1

(
x, y, t, u, ω[j], v[j], φ, ψ

)
+O

(
ε2
)
,

λ→ λ+ εηλ
(
x, y, t, λ, u, ω[j], v[j], φ, ψ

)
,

u→ u+ εηu
(
x, y, t, u, ω[j], v[j], φ, ψ

)
+O

(
ε2
)
,

ω[j] → ω[j] + εηω[j]

(
x, y, t, u, ω[j], v[j], φ, ψ

)
+O

(
ε2
)
,

v[j] → v[j] + εηv[j]

(
x, y, t, u, ω[j], v[j], φ, ψ

)
+O

(
ε2
)
,

φ→ φ+ εηφ
(
x, y, t, λ, u, ω[j], v[j], φ, ψ

)
,

ψ → ψ + εηψ
(
x, y, t, λ, u, ω[j], v[j], φ, ψ

)
,

(6.146)

with j = 1, . . . , n. The Lie algebra corresponds with the set of vector fields

X = ξ1
∂

∂x
+ ξ2

∂

∂y
+ ξ3

∂

∂t
+ ηλ

∂

∂λ
+

ηu
∂

∂u
+

n∑
j=1

ω[j]
∂

∂ω[j]
+

n∑
j=1

v[j]
∂

∂v[j]
+ ηψ

∂

∂ψ
+ ηφ

∂

∂φ
. (6.147)

Symmetries of this hierarchy have been particularly difficult to obtain. For this
matter, we will restrict ourselves to the classical realm. In general, an overdeter-
mined system of nonlinear PDEs is very difficult to solve, as for the nonclassical
case. The classical case has also been tough, due to the number of auxiliary fields
that have been introduced. Following a similar procedure as explained in the al-
gorithmic steps, we need the prolongations corresponding with (ηv[n]

)xxx, (ηv[j]
)xx,

(ηv[j]
)x, (ηv[n]

)x, (ηω[j]
)x, (ηu)t, (ηu)y, (ηu)x, (ηω[1]

)x, (ηψ)t, (ηψ)y ,(ηψ)x, (ηφ)t, (ηφ)y,
(ηφ)x, according to (4.20) in Chapter 2. Also we make use of the zero-order in ε
retrieved initial, untransformed equations whose higher-order derivative has to be
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introduced into the system of PDEs for the symmetry search

uy = −(uω[1])x,

(v[j])xx = v[j] − uω[j+1],

(ω[j])x = u(v[j])x,

(v[n])xxx = ut + (v[n])x,

λt = λλy,

φt = λnφy + λpφx +
i
√
λ

2
(qx − q)ψ,

ψt = λnψy + λpψx +
i
√
λ

2
(qx + q)φ,

φx = −1

2
φ+

i
√
λu

2
ψ,

ψx =
1

2
ψ +

i
√
λu

2
φ,

(6.148)

with j = 1, . . . , n− 1.

From here, we obtain the results

ξ1 = A1(t), (6.149)

ξ2 = a2y + b2, (6.150)

ξ3 = a3t+ b3, (6.151)

ηλ(y, t, λ) =
a2 − a3

n
λ, (6.152)

ηu(x, y, t, u) =
a3 − a2

2n
u, (6.153)

ηω[j]
(x, y, t, ω[j]) = δ(j,1)dA1(y)

dy
− (n− j + 1)a2 + (j − 1)a3

n
ω[j], (6.154)

ηv[j]
(x, y, t, v[j]) = δ(j,n)An(y, t)− (2(n− j) + 1)a2 + (2j − 1)a3

2n
v[j] (6.155)

ηφ(x, y, t, λ, ψ, φ) = γ(y, t, λ)φ, (6.156)

ηψ(x, y, t, λ, ψ, φ) = γ(y, t, λ)ψ, (6.157)

for all j = 1, . . . , n, and where the function γ satisfies the following equation

∂γ(y, t, λ)

∂t
= λn

∂γ(y, t, λ)

∂t
, (6.158)

which is equivalent to the equation (4.19). The functions are A1(y), An(y, t) and
constants a2, a3, b2, b3 are arbitrary and δ(j,1) and δ(j,n) are Kronecker deltas.
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The reductions can be archieved by the following characteristic system

dx

ξ1
=
dy

ξ2
=
dt

ξ3
=
dλ

ηλ
=
du

ηu
=
dω[j]

ηω[j]

=
dv[j]

ηv[j]

=
dψ

ηψ
=
dφ

ηφ
(6.159)

and attending to the values for the arbitrary constants

Case I: a2 6= 0, b2 = 0 Case II: a2 = 0, b2 6= 0 Case III: a2 = 0, b2 = 0

1. a3 6= 0 b3 = 0 a3 6= 0 b3 = 0 a3 6= 0 b3 = 0
2. a3 = 0 b3 6= 0 a3 = 0 b3 6= 0 a3 = 0 b3 6= 0
3. a3 = 0 b3 = 0 a3 = 0 b3 = 0

Table 4.8. Classification of reductions for mCHH2 + 1

If we introduce the next notation for the reduced variables and vector fields

x, y, t,→ x1, x2,

λ→ Λ(x2),

U(x, y, t)→ U(z1, z2),

ω[1](x, y, t)→ Ω[1](x1, x2),

ω[j](x, y, t)→ Ω[j](x1, x2), j = 2, . . . , n,

v[j](x, y, t)→ v[j](x1, x2), j = 1, . . . , n− 1,

v[n](x, y, t)→ v[n](x1, x2),

φ(x, y, t)→ Φ(x1, x2),

ψ(x, y, t)→ Ψ(x1, x2),

p(x, y, t)→ P (x1, x2),

q(x, y, t)→ Q(x1, x2).

(6.160)

according to the exposed tables, we have

• Reduction I.1. a2 6= 0, b2 = 0, a3 6= 0, b3 = 0

Solving the characteristic system (6.159) for the values of constants in I.1.,

– Reduced variables

x1 = x− 1

a2

∫
A1(y)

y
dy, x2 =

t

yr
, (6.161)

where r = a3/a2.
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– The reduced spectral parameter reads

λ(y, t) = y
1−r
n

Λ(x2), (6.162)

where Λ(x2) satisfies the nonisospectral condition

dΛ(x2)

dx2
=

(
1− r
n

)
Λ(x2)n+1

1 + rx2Λ(x2)n
. (6.163)

– Reduced fields

u(x, y, t) = y
r−1
2n U(x1, x2), (6.164)

ω[1](x, y, t) =
A1(y)

a2y
+

Ω[1](x1, x2)

y
, (6.165)

ω[j](x, y, t) = y
(r−1)(1−j)

n

(
Ω[j]

y

)
, j = 2, . . . , n, (6.166)

v[j](x, y, t) = y
(r−1)(1−2j)

2n

(
V[j](x1, x2)

y

)
, j = 1, . . . , n− 1, (6.167)

v[n](x, y, t) = y
(r−1)(1−2n)

2n

(
1

a2y

∫
An(y, t)y

2rn−r+1
2n

y
dy

+
V[n](x1, x2)

y

)
. (6.168)

– Reduced hierarchy(
(V[n])x1x1 − V[n]

)
x1
− Ux2 = 0, (6.169)

(V[j])x1x1 − V[j] + UΩ[j+1] = 0, j = 1, . . . , n− 1, (6.170)(
Ω[1]U

)
x1

+
r − 1

2n
U − rx2Ux2 = 0, (6.171)

(Ω[j])x1 = U(V[j])x1 . (6.172)

– Reduced eigenfunctions

φ(x, y, t) = e
∫ Γ(y,x2)

a2y
dy

Φ(x1, x2), (6.173)

ψ(x, y, t) = e
∫ Γ(y,x2)

a2y
dy

Ψ(x1, x2), (6.174)

p(x, y, t) =
y
r−1
n

yr

(
A1(y)Λ(x2)n−1

a2
+ P (x1, x2)

)
, (6.175)

q(x, y, t) =
y
r−1
2n

yr

(
1

a2

∫
An(y, t)y

2rn−r+1
2n

y
dy +Q(x1, x2)

)
(6.176)
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P (x1, x2) =

n∑
j=1

Λ(x2)n−jΩ[j](x1, x2), (6.177)

Q(x1, x2) =

n∑
j=1

Λ(x2)n−jV[j](x1, x2), (6.178)

– The reduced spectral problem is

(1 + rx2Λn)

(
Φ
Ψ

)
x2

= ΛP

(
φ
ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
φ
ψ

)
(6.179)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
φ
ψ

)
. (6.180)

• Reduction I.2. a2 6= 0, b2 = 0, a3 = 0, b3 6= 0

– Reduced variables

x1 = x− 1

a2

∫
A1(y)

y
dy, x2 =

a2t

b3
− ln y. (6.181)

– Reduced spectral parameter

λ(y, t) =

(
a2y

b3

) 1
n

Λ(x2), (6.182)

with Λ(x2) satisfying the nonisospectral condition

∂Λ(x2)

dx2
=

Λ(x2)n+1

n(1 + Λ(x2)n)
. (6.183)

– Reduced fields

u(x, y, t) =

(
a2y

b3

)− 1
2n

U(x1, x2), (6.184)

ω[1](x, y, t) =
A1(y)

a2y
+

Ω[1](x1, x2)

y
, (6.185)

ω[j](x, y, t) =

(
a2y

b3

) j−1
n Ω[j](x1, x2)

y
, (6.186)
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v[j](x, y, t) =

(
a2y

b3

) 2j−1
2n V[j](x1, x2)

y
, j = 1, . . . , n− 1, (6.187)

v[n](x, y, t) = y−
1

2n

∫
An(y, t)y

1
2n

a2y
dy +

(
a2y

b3

) 2n−1
2n V[n]

y
. (6.188)

– Reduced hierarchy

((V[n])x1x1 − V[n])x1 − Ux2 = 0, (6.189)

(V[j])x1x1 − V[j] + UΩ[j+1] = 0, j = 1, . . . , n− 1, (6.190)

(Ω[1]U)x1 − U/2n− Ux2 = 0, (6.191)

(Ω[j])x1 = U(V[j])x1 , j = 1, . . . , n. (6.192)

– The reduced eigenfunctions read

φ(x, y, t) = e
∫ Γ(y,x2)

a2y
dy

Φ, (6.193)

ψ(x, y, t) = e
∫ Γ(y,x2)

a2y
dy

Ψ, (6.194)

p(x, y, t) =

(
a2y

b3

)n−1
n
(
A1(y)Λ(x2)n−1

a2y
+
P (x1, x2)

y

)
, (6.195)

q(x, y, t) = y−
1

2n

∫
An(y, t)y

1−2n
2n

a2
dy +

(
a2y

b3

) 2n−1
2n Q(x1, x2)

y
, (6.196)

P (x1, x2) =
n∑
j=1

Λ(x2)n−jΩ[j](x1, x2), (6.197)

Q(x1, x2) =
n∑
j=1

Λ(x2)n−jV[j](x1, x2), (6.198)

where the function Γ(y, x2) is obtained through the following identifica-
tion

Γ(y, x2) = Γ

[
y, t =

b3
a2

(x2 + ln y)

]
(6.199)

that yields

γt =
a2

b3
Γx2 , γy = Γy −

1

y
Γx2 . (6.200)

Therefore, according to (6.158), Γ(y, x2) satisfies the equation

(1 + Λn)Γx2 = yΛyΓy. (6.201)
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– Reduced Lax pair

(1 + Λn)

(
Φ
Ψ

)
x2

= ΛP

(
φ
ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
φ
ψ

)
(6.202)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
φ
ψ

)
. (6.203)

• Reduction I.3. a2 6= 0, b2 = 0, a3 = 0, b3 = 0

– Reduced variables

x1 = x− 1

a2

∫
A1(y)

y
dy, x2 = t. (6.204)

– Reduced spectral parameter

λ(y, t) = y
1
n Λ(x2), (6.205)

where Λ(x2) satisfies the non-isospectral condition

dΛ(x2)

dx2
=

Λ(x2)n+1

n
. (6.206)

– Reduced fields

u(x, y, t) = y−
1

2n U(x1, x2), (6.207)

ω[1](x, y, t) =
A1(y)

a2y
+

Ω[1](x1, x2)

y
, (6.208)

ω[j](x, y, t) = y
j−1
n

Ω[j](x1, x2)

y
, j = 2, . . . , n, (6.209)

v[j](x, y, t) = y
2j−1
2n

V[j](x1, x2)

y
, j = 1, . . . , n− 1, (6.210)

v[n](x, y, t) = y−
1

2n

(∫
An(y, t) y

1
2n

a2 y
dy + V[n](x1, x2)

)
. (6.211)

– Reduced hierarchy

(V[n])x1x1x1 − (V[n])x1 − Ux2 = 0, (6.212)
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(V[j])x1x1 − V[j] + U Ω[j+1] = 0, j = 1, . . . , n− 1, (6.213)(
Ω[1] U

)
x1
− U

2n
= 0, (6.214)

(Ω[j])x1 = U(V[j])x1 , j = 1, . . . , n. (6.215)

– The reduced spectral functions

φ(x, y, t) = e
∫ Γ(y,x2)

a2y
dy

Φ(x1, x2), (6.216)

ψ(x, y, t) = e
∫ Γ(y,x2)

a2y
dy

Ψ(x1, x2), (6.217)

p(x, y, t) = y−
1
n

(
A1(y) Λ(x2)n−1

a2
+ P (x1, x2)

)
, (6.218)

q(x, y, t) = y−
1

2n

(
1

a2

∫
An(y, t) y

1
2n

y
dy +Q(x1, x2)

)
, (6.219)

P (x1, x2) =
n∑
j=1

Λ(x2)n−j Ω[j](x1, x2), (6.220)

Q(x1, x2) =

n∑
j=1

Λ(x2)n−j V[j](x1, x2), (6.221)

where the function Γ(y, x2) is obtained through the following identifica-
tion

Γ(y, x2) = γ (y, t = x2) (6.222)

that yields
γt = Γx2 , γy = Γy. (6.223)

Therefore, according to (6.158), the field Γ(y, x2) satisfies the equation

Γx2 = yΛn Γy. (6.224)

– Reduced Lax pair(
Φ
Ψ

)
x2

= ΛP

(
Φ
Ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
Φ
Ψ

)
(6.225)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
Φ
Ψ

)
. (6.226)



246 Lie symmetry for differential equations

• Reduction II.1. a2 = 0, b2 6= 0, a3 6= 0, b3 = 0

– Reduced variables

x1 = x− 1

b2

∫
A1(y) dy, x2 =

a3 t

b2
e
−a3y
b2 . (6.227)

– Reduced fields

u(x, y, t) = e
a3y

2n b2 U(x1, x2), (6.228)

ω[1](x, y, t) =
A1(y)

b2
+
a3

b2
Ω[1](x1, x2), (6.229)

ω[j](x, y, t) =
a3

b2
e
−a3(j−1)y

n b2 Ω[j](x1, x2), j = 2, . . . , n, (6.230)

v[j](x, y, t) =
a3

b2
e
−a3(2j−1)y

2n b2 V[j](x1, x2), j = 1, . . . , n− 1, (6.231)

v[n](x, y, t) = e
−a3(2n−1)y

2n b2

∫ An(y, t) e
a3(2n−1)y

2n b2

b2
dy +

a3

b2
V[n](x1, x2)

 . (6.232)

– Reduced hierarchy

(V[n])x1x1x1 − (V[n])x1 − Ux2 = 0, (6.233)

(V[j])x1x1 − V[j] + U Ω[j+1] = 0, j = 1, . . . , n− 1, (6.234)(
Ω[1] U

)
x1

+
U

2n
− x2Ux2 = 0, (6.235)

(Ω[j])x1 = U(V[j])x1 , j = 1, . . . , n. (6.236)

– Reduced spectral functions

φ(x, y, t) = e
∫ Γ(y,x2)

b2
dy

Φ(x1, x2), (6.237)

ψ(x, y, t) = e
∫ Γ(y,x2)

b2
dy

Ψ(x1, x2), (6.238)

p(x, y, t) = e
−a3(n−1)y

n b2

(
A1(y) Λ(x2)n−1

b2
+
a3

b2
P (x1, x2)

)
, (6.239)

q(x, y, t) = e
−a3(2n−1)y

2n b2

∫ An(y, t) e
a3(2n−1)y

2n b2

b2
dy

+
a3

b2
Q(x1, x2)

]
, (6.240)

P (x1, x2) =
n∑
j=1

Λ(x2)n−j Ω[j](x1, x2), (6.241)



Chapter 4 247

Q(x1, x2) =

n∑
j=1

Λ(x2)n−j V[j](x1, x2), (6.242)

where the function Γ(y, x2) is obtained through the following identifica-
tion

Γ(y, x2) = γ

(
y, t =

b2
a3
e
a3
b2

)
(6.243)

that yields

γt =
a3

b2
e
−a3y
b2 Γx2 , γy = Γy −

a3

b2
x2 Γx2 . (6.244)

Therefore, according to (6.158), Γ(y, x2) satisfies the equation

a3(1 + x2Λn)Γx2 = b2Λn Γy. (6.245)

– Reduced spectral parameter

λ(y, t) = e
−a3y
n b2 Λ(x2), (6.246)

where Λ(x2) satisfies the non-isospectral condition

dΛ(x2)

dx2
= − Λ(x2)n+1

n (1 + x2Λ(x2)n)
. (6.247)

– Reduced Lax pair

(1 + x2Λn)

(
Φ
Ψ

)
x2

= ΛP

(
Φ
Ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
Φ
Ψ

)
(6.248)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
Φ
Ψ

)
. (6.249)

• Reduction II.2. a2 = 0, b2 6= 0, a3 = 0, b3 6= 0.

– Reduced variables

x1 = x−
∫
A1(y)

b2
dy, x2 = y − b2

b3
t. (6.250)
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– Reduced spectral parameter

λ(y, t) =

(
b2
b3

) 1
n

Λ(x2), (6.251)

where Λ(x2) satisfies the isospectral condition

dΛ(x2)

dx2
= 0. (6.252)

– Reduced fields

u(x, y, t) =

(
b3
b2

) 1
2n

U(x1, x2), (6.253)

ω[1](x, y, t) =
A1(y)

b2
+ Ω[1](x1, x2), (6.254)

ω[j](x, y, t) =

(
b2
b3

) j−1
n

Ω[j](x1, x2), j = 2, . . . , n, (6.255)

v[j](x, y, t) =

(
b2
b3

) 2j−1
2n

V[j](x1, x2), j = 1, . . . , n− 1, (6.256)

v[n](x, y, t) =
1

b2

∫
An(y, t) dy +

(
b2
b3

) 2n−1
2n

V[n](x1, x2). (6.257)

– Reduced hierarchy

(V[n])x1x1x1 − (V[n])x1 + Ux2 = 0, (6.258)

(V[j])x1x1 − V[j] + U Ω[j+1] = 0, j = 1, . . . , n− 1, (6.259)(
Ω[1] U

)
x1

+ Ux2 = 0, (6.260)

(Ω[j])x1 = U(V[j])x1 , j = 1, . . . , n. (6.261)

– Reduced spectral functions

φ(x, y, t) = e
∫ Γ(y,x2)

b2
dy

Φ(x1, x2), (6.262)

ψ(x, y, t) = e
∫ Γ(y,x2)

b2
dy

Ψ(x1, x2), (6.263)

p(x, y, t) =

(
b2
b3

)n−1
n
(
A1(y)Λ(x2)n−1

b2
+ P (x1, x2)

)
, (6.264)

q(x, y, t) =
1

b2

∫
An(y, t) dy +

(
b2
b3

) 2n−1
2n

Q(x1, x2), (6.265)
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P (x1, x2) =

n∑
j=1

Λ(x2)n−j Ω[j](x1, x2), (6.266)

Q(x1, x2) =

n∑
j=1

Λ(x2)n−j V[j](x1, x2), (6.267)

where the function Γ(y, x2) is obtained through the following identifica-
tion

Γ(y, x2) = γ

(
y, t =

b3
b2

(y − x2)

)
(6.268)

that yields

γt = −b2
b3

Γx2 , γy = Γy + Γx2 . (6.269)

Thus, according to (6.158), Γ(y, x2) satisfies the equation

(1 + Λn)Γx2 = −Λn Γy. (6.270)

– Reduced Lax pair

(1 + Λn)

(
Φ
Ψ

)
x2

= ΛP

(
Φ
Ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
Φ
Ψ

)
, (6.271)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
Φ
Ψ

)
. (6.272)

• Reduction II.3. a2 = 0, b2 6= 0, a3 = 0, b3 = 0

– Reduced variables

x1 = x−
∫
A1(y)

b2
dy, x2 = t. (6.273)

– Reduced spectral parameter

λ(y, t) = Λ(x2), (6.274)

where Λ(x2) satisfies the isospectral condition

dΛ(x2)

dx2
= 0. (6.275)
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– Reduced fields

u(x, y, t) = U(x1, x2), (6.276)

ω[1](x, y, t) =
A1(y)

b2
+ Ω[1](x1, x2), (6.277)

ω[j](x, y, t) = Ω[j](x1, x2), j = 2, . . . , n, (6.278)

v[j](x, y, t) = V[j](x1, x2), j = 1, . . . , n− 1, (6.279)

v[n](x, y, t) =
1

b2

∫
An(y, t) dy + V[n](x1, x2). (6.280)

– Reduced hierarchy

(V[n])x1x1x1 − (V[n])x1 − Ux2 = 0, (6.281)

(V[j])x1x1 − V[j] + U Ω[j+1] = 0, j = 1, . . . , n− 1, (6.282)(
Ω[1] U

)
x1

= 0, (6.283)

(Ω[j])x1 = U(V[j])x1 , j = 1, . . . , n. (6.284)

– Reduced spectral functions

φ(x, y, t) = e
∫ Γ(y,x2)

b2
dy

Φ(x1, x2), (6.285)

ψ(x, y, t) = e
∫ Γ(y,x2)

b2
dy

Ψ(x1, x2), (6.286)

p(x, y, t) =
A1(y)Λ(x2)n−1

b2
+ P (x1, x2), (6.287)

q(x, y, t) =
1

b2

∫
An(y, t) dy +Q(x1, x2), (6.288)

P (x1, x2) =

n∑
j=1

Λ(x2)n−j Ω[j](x1, x2), (6.289)

Q(x1, x2) =

n∑
j=1

Λ(x2)n−j V[j](x1, x2), (6.290)

where the function Γ(y, x2) is obtained through the following identifica-
tion

Γ(y, x2) = γ (y, t = x2) (6.291)

that yields
γt = Γx2 , γy = Γy. (6.292)

Therefore, according to (6.158), Γ(y, x2) satisfies the equation

Γx2 = Λn Γy. (6.293)
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– Reduced Lax pair(
Φ
Ψ

)
x2

= ΛP

(
Φ
Ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
Φ
Ψ

)
, (6.294)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
Φ
Ψ

)
. (6.295)

• Reduction III.1. a2 = 0, b2 = 0, a3 6= 0, b3 = 0

– Reduced variables

x1 = x− A1(y)

a3
ln t, x2 = y. (6.296)

– Reduced spectral parameter

λ(y, t) = t
−1
n Λ(x2), (6.297)

where Λ(x2) satisfies the nonisospectral condition

n
dΛ(x2)

dx2
+ Λ(x2)1−n = 0. (6.298)

– Reduced fields

u(x, y, t) = t
1

2n U(x1, x2), (6.299)

ω[1](x, y, t) =
ln(t)

a3

dA1(y)

dy
+ Ω[1](x1, x2), (6.300)

ω[j](x, y, t) = t
1−j
n Ω[j](x1, x2), j = 2, . . . , n, (6.301)

v[j](x, y, t) = t
1−2j
2n V[j](x1, x2), j = 1, . . . , n− 1, (6.302)

v[n](x, y, t) = t
1−2n

2n

(
1

a3

∫
t
−1
2n An(y, t) dt+ V[n](x1, x2)

)
. (6.303)

– Reduced hierarchy

(V[n])x1x1x1 − (V[n])x1 −
U

2n
+
Â1(x2)

a3
Ux1 = 0, (6.304)

(V[j])x1x1 − V[j] + U Ω[j+1] = 0, j = 1, . . . , n− 1, (6.305)(
Ω[1] U

)
x1

+ Ux2 = 0, (6.306)

(Ω[j])x1 = U(V[j])x1 , j = 1, . . . , n. (6.307)
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– Reduced spectral functions

φ(x, y, t) = e
∫ Γ(t,x2)

a3t
dt

Φ(x1, x2), (6.308)

ψ(x, y, t) = e
∫ Γ(t,x2)

a3t
dt

Ψ(x1, x2), (6.309)

p(x, y, t) = t
1−n
n

(
ln(t) Λ(x2)n−1

a3

dA1(y)

dy
+ P (x1, x2)

)
, (6.310)

q(x, y, t) = t
1−2n

2n

(
1

a3

∫
t
−1
2n An(y, t) dt+Q(x1, x2)

)
, (6.311)

P (x1, x2) =
n∑
j=1

Λ(x2)n−j Ω[j](x1, x2), (6.312)

Q(x1, x2) =

n∑
j=1

Λ(x2)n−j V[j](x1, x2), (6.313)

and the function Γ(y, x2) is obtained through the following identification

Γ(t, x2) = γ (y = x2, t) (6.314)

that yields
γt = Γt, γy = Γx2 . (6.315)

Therefore, according to (6.158), Γ(y, x2) satisfies the equation

Λn Γx2 = tΓt. (6.316)

– Reduced Lax pair

− Λn
(

Φ
Ψ

)
x2

=

(
ΛP +

Â1

a3

)(
Φ
Ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
Φ
Ψ

)
, (6.317)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
Φ
Ψ

)
. (6.318)

and Â1 = Â1(x2) = A1(y = y(x2)).
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• Reduction III.2. a2 = 0, b2 = 0, a3 = 0, b3 6= 0.

– Reduced variables

x1 = x− A1(y) t

b3
, x2 =

1

b3

∫
A1(y) dy. (6.319)

– Reduced spectral parameter

λ(y, t) = Λ(x2), (6.320)

where Λ(x2) satisfies the isospectral condition

dΛ(x2)

dx2
= 0. (6.321)

– Reduced fields

u(x, y, t) = U(x1, x2), (6.322)

ω[1](x, y, t) =
t

b3

dA1(y)

dy
+
A1(y)

b3
Ω[1](x1, x2), (6.323)

ω[j](x, y, t) =
A1(y)

b3
Ω[j](x1, x2), j = 2, . . . , n, (6.324)

v[j](x, y, t) =
A1(y)

b3
V[j](x1, x2), j = 1, . . . , n− 1, (6.325)

v[n](x, y, t) =
1

b3

∫
An(y, t) dt+

A1(y)

b3
V[n](x1, x2), (6.326)

– Reduced hierarchy

(V[n])x1x1x1 − (V[n])x1 + Ux1 = 0, (6.327)

(V[j])x1x1 − V[j] + U Ω[j+1] = 0, j = 1, . . . , n− 1, (6.328)(
Ω[1] U

)
x1

+ Ux2 = 0, (6.329)

(Ω[j])x1 = U(V[j])x1 , j = 1, . . . , n. (6.330)

– Reduced spectral functions

φ(x, y, t) = e
∫ Γ(t,x2)

b3
dt

Φ(x1, x2), (6.331)

ψ(x, y, t) = e
∫ Γ(t,x2)

b3
dt

Ψ(x1, x2), (6.332)

p(x, y, t) =
t

b3

dA1(y)

dy
Λn−1 +

A1(y)

b3
P (x1, x2), (6.333)
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q(x, y, t) =
1

b3

∫
An(y, t) dt+

A1(y)

b3
Q(x1, x2). (6.334)

P (x1, x2) =

n∑
j=1

Λ(x2)n−j Ω[j](x1, x2), (6.335)

Q(x1, x2) =

n∑
j=1

Λ(x2)n−j V[j](x1, x2), (6.336)

where the function Γ(y, x2) is obtained through the following identifica-
tion

Γ(t, x2) = γ (y = y(x2), t) (6.337)

that yields

γt = Γt, γy =
A1

a3
Γx2 . (6.338)

Therefore, according to (6.158), Γ(y, x2) satisfies the equation

Λn Γx2 =
b3

Â1(x2)
Γt, Â1(x2) = A1(y = y(x2)). (6.339)

– Reduced spectral problem

− Λn
(

Φ
Ψ

)
x2

= (ΛP + 1)

(
Φ
Ψ

)
x1

+
i
√

Λ

2

[
0 Qx1 −Q

Qx1 +Q 0

]
x1

(
Φ
Ψ

)
, (6.340)

and (
Φ
Ψ

)
x1

=
1

2

[
−1 i

√
ΛU

i
√

ΛU 1

](
Φ
Ψ

)
. (6.341)



5
Reciprocal transformations

1 What is a reciprocal transformation?

This chapter is dedicated to the study of reciprocal transformations. Reciprocal
transformations are a particular type of hodograph transformations in which the
use of conserved quantities is fundamental [367, 368, 369, 370, 372].

On a first approximation, hodograph transformations are transformations involv-
ing the interchange of dependent and independent variables [123, 172]. When the
variables are switched, the space of independent variables is called the reciprocal
space. In particular case of two variables, we refer to it as the reciprocal plane. As
a physical interpretation, whereas the independent variables play the role of posi-
tions in the reciprocal space, this number is increased by turning certain fields or
dependent variables into independent variables and viceversa [132]. For example,
for the hydrodynamical case, usually fields that represent the height of the wave or
its velocity, are turned into a new set of independent variables. Reciprocal transfor-
mations share this definition but require the employment of conservative forms and
their properties, as we shall see in forthcoming paragraphs [159, 160, 175, 176].

One of the biggest advantages of dealing with hodograph and reciprocal trans-
formations is that many of the equations reported integrable, which are considered
seemingly different from one another, happen to be related via reciprocal transforma-
tions. If this were the case, two apparently unrelated equations, even two complete
hierarchies of PDEs that are linked via reciprocal transformation are tantamount
versions of an unique problem. In this way, hodograph and reciprocal transforma-
tions give rise to a procedure of relating allegedly new equations to the rest of their
equivalent integrable sisters.

Let us consider a manifold NRn explained in Chapter 4. We call a p-order
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quasilinear PDE to a a submanifold of Jp(Rn,Rn) as

(uj)xi = g(u)(uj)xj11 ,x
j2
2 ,x

j3
3 ,...,xjnn

+ f

(
uj , (uj)xi , . . . , (uj)xj1i1 ,x

j2
i2
,x
j3
i3
,...,xjnin

)
, (1.1)

with ∂g
∂u 6= 0, the subindices i1, . . . , in can take any value between 1, . . . , n, the

sum j1 + j2 + j3 + · · · + jn ≤ p and i = 1, . . . , n, j = 1, . . . , k, where u denotes
u = (u1, . . . , uk) and x = (x1, . . . , xn). In [123], the most general quasilinear equa-
tion above is found to be mapped via hodograph transformation into linearizable
equations, that is, equations solvable in terms of either a linear PDE or a linear inte-
gral equation. Indeed, Gardner associated the solution of the KdV equation and the
time-independent Schrödinger equation and showed, using ideas of the direct and
inverse scattering, that the Cauchy problem for the KdV equation could be solved
in terms of a linear equation [198, 200]. This novelty is today the well-known IST,
leading to numerous solutions in branches of water waves, stratified fluids, Plasma
Physics, statistical Mechanics and Quantum Field theory [5, 6, 8, 9]. In this way,
hodograph transformations facilitate the solvability of certain PDEs that can either
be treated by the IST scheme o by transformation to a linear PDE, (those said to be
linearizable). In [143, 245], hodograph transformations were proven to be a useful
instruments to transform equations with peakon solutions into equations that pass
the Painlevé test.

During the past decades, more attention has been laid upon reciprocal trans-
formations due to their manageability and quasi-algorithmical way of approach
[159, 175, 176]. The increasing number of works in the Physics literature manifests
their importance [2, 4, 159, 175, 176, 185, 187, 245, 367]. For dealing with recipro-
cal transformations, the concept of conservation laws is fundamental. Conservation
laws are characteristic of real physical processes.

By conservation law we understand an expression on of the form

∂ψ1

∂xi1
+
∂ψ2

∂xi2
= 0, (1.2)

for certain two values of the indices in between 1 ≤ i1, i2 ≤ n and two scalar functions
ψ1, ψ2 ∈ C∞(JpNRn). One can find a more formal definition of conservation law in
[67].

A second significant role of reciprocal transformations is their utility in the iden-
tification of hierarchies which do not pass the Painlevé test and in which the SMM is
not applicable [160, 172]. Precisely, our motivation for the study of reciprocal trans-
formations roots in the study of the Camassa-Holm hierarchy [167]. Such hierarchy,
has been known to be integrable for some time and has an associated linear problem.
Nevertheless, in its most commonly expressed form, given in (6.6) in Chapter 4, it
is not integrable in the sense of the Painlevé property, nor the SMM is constructive.
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Our conjecture is that if an equation is integrable, there must be a transformation
that will let us turn the initial equation into a new one in which the Painlevé test
is successful and the SMM can be applied. Hence, a Lax pair could be derived
and other methods mentioned in the introduction could be worked out. Therefore,
discarding any pathology, one should be able to write down a transformation that
brings the equation into a suitable form, in which the test is applicable.

From now on, this chapter will be dedicated to reciprocal transformations ex-
clusively. Reciprocal transformations have a long story. Alongside with the IST,
the two procedures gave rise to the discovery of other integrable nonlinear evolution
equations similar to the KdV equations. For example, Zakharov and Shabat [427]
presented the now famous nonlinear Schödinger (NLS) equation, which presents an
infinite number of integrals of motion and possesses n-soliton solutions with purely
elastic interaction. A third important equation, worth of mention, that arose from
the IST, is the modified Korteweg de Vries (mKdV) equation, found by Wadati
[407] in 1972, which also attracted a lot of attention in fields of Plasma Physics,
nonlinear Optics or superconductivity. In 1971, the study of the blow-up stability
in the theory of solitons lead to the full understanding of the special properties of
the KdV [275].

In 1928, the invariance of nonlinear gas dynamics, magnetogas dynamics and gen-
eral hydrodynamic systems under reciprocal transformations was extensively studied
[185, 371]. Stationary and moving boundary problems in soil mechanics and nonlin-
ear heat conduction has likewise been a subject of much research [187, 367].

Applications of the reciprocal transformation in continuum mechanics are to be
found in the monographs by Rogers and Shadwick [375]. These transformations have
also played an important role in the soliton theory and between hierarchies of PDEs
[143, 245]. Indeed, the invariance of certain integrable hierarchies under reciprocal
transformations induces auto-Bäcklund transformations [175, 176, 336, 370, 372].

The most representative and differing properties of reciprocal transformations
from the hodograph ones, are: they map conservation laws to conservation laws and
diagonalizable systems to diagolizable systems, but act nontrivially on metrics and
on Hamiltonian structures. For instance, the flatness property or the locality of the
Hamiltonian structure are not preserved, in general [3, 4].

Finding a proper reciprocal transformation is usually a very complicated task.
Notwithstanding, in the case that concerns us, Fluid Mechanics, etc., a change of
this type is usually reliable, specially for systems of hydrodynamic type with time
evolution defined on manifolds NRn as a submanifold on Jp(Rn+1,R2k)

(uj)t =

k∑
l=1

vjl (u)(ul)xi , ∀1 ≤ i ≤ n, j = 1, . . . , n (1.3)

and vjl (u) are C∞(JpNRn), appearing Gas Dynamics, Hydrodynamics, Chemical
Kinetics, Differential Geometry and Topological Field Theory [151, 398].
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CHH(2 + 1)
reciprocal transf. //

KS

Miura-reciprocal transf.

��

CBS equation

Miura transf.

��

mCHH(2 + 1) mCBS equation
reciprocal transf.oo

Figure 5.1. Miura-reciprocal transformation.

Lately, we have been focusing on differing versions of reciprocal transformations.
Specifically, on the composition of two or more reciprocal transformations or com-
position with transformations of other nature. For example, the composition of a
Miura [6, 379] and a reciprocal transformation, the so called Miura-reciprocal trans-
formations helps us relate two different hierarchies, which is the purpose of this
chapter. In particular, we show the example of the n-component Camassa–Holm
hierarchy CHH(2 + 1) which does not possess the PP in the variables expressed in
(6.7)), in Chapter 4. Nevertheless, it can be proven [175, 176] that there exists a
reciprocal transformation that turns the CHH2 + 1 into n copies of the Calogero-
Bogoyavlenskii-Schiff (CBS) equation [70, 78, 277]. This latter equation possesses
the PP and the SMM can be applied to obtain its LP and other relevant properties.
On the other hand, the n-component Qiao hierarchy mCHH(2 + 1) (6.142)), given
in Chapter 4, has been reported as an integrable hierarchy for which the PP is not
applicable, nor constructive [160, 359, 360, 361]. Notwithstanding, one can prove
[175, 176] that there exists a reciprocal transformation which turns mCHH(2+1) into
n copies of the modified Calogero-Bogoyavlenskii-Schiff (mCBS) equation, which is
known to have the PP, etc [170].

Summarizing, CHH(2 + 1) and mCHH(2 + 1) are related to the CBS and mCBS,
correspondingly. Aside from this property, there exists a Miura transformation [116,
161] relating the CBS and the mCBS equations. One then wonders if mCHH(2 + 1)
is related to CHH(2 + 1) in any way. It seems clear that the relationship between
mCHH(2 + 1) and CHH(2 + 1) necessarily includes a composition of a Miura and a
reciprocal transformation. Figure 5.1 clarifies this idea.

In this way, the plan of this chapter goes as follows

Section 1: Quasi-algorithmical construction of reciprocal transforma-
tions: We introduce the theoretical framework of a reciprocal transformation on a
general manifold of type NRn and give a quasi-algorithmical method for the con-
struction of such a transformation. It is our intention to give some (generally
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common) steps in the construction of the transformation, hence the name “quasi-
algorithmical”. Nevertheless, the study of this theory will become much simpler by
applying it to low dimensional cases, that are the cases that concern us.

Section 2: CHH(2+1) versus CBS: We explicitly construct the reciprocal
transformation that turns the n-component CHH(2 + 1) into n copies of the CBS
equation.

Section 3: mCHH(2+1) versus mCBS: We explicitly construct the recip-
rocal transformation that turns the n-component mCHH(2 + 1), or initially called
Qiao(2 + 1), into n copies of the mCBS equation. Here, given the Lax pair for the
mCBS equation, we will invert the reciprocal transformation and we will achieve
a Lax pair for the former n-component mCHH(2 + 1). Here is where the role of
reciprocal transformations as a tool for deriving Lax pairs will be explicit.

Section 4: Reciprocal-Miura transformation between CHH(2+1)
and mCHH(2+1): Here we give a Miura transformation between the CBS and
mCBS equations. This Miura transformation has been well known in the literature
for some years. By means of a composition of a Miura and reciprocal transformations
it is possible to link the CHH(2+1) and mCHH(2+1) and relate their dependent
variables U and u, correspondingly, as well as the triple of independent variables in
which they are written (X,Y, T ) and (x, y, t), respectively. We will take a closer look
at two particular cases: one is the Qiao equation arosen from the first component
of the hierarchy mCHH(2 + 1), (that is when n = 1) and U is independent of Y and
u is independent of y. The second particular case is: the Camassa–Holm equation
arising from the first-component of the hierarchy CHH(2 + 1), (n = 1) if T = X and
t = x.

2 Quasi-algorithmical construction of reciprocal trans-
formations

Let us consider the most general nonlinear system on Jp(Rn,Rk), and we propose a
system of q partial differential equations

Ψl = Ψl

(
xi, uj , (uj)xi1 , (uj)xj1i1 ,x

j2
i2

, . . . , (uj)xj1i1 ,x
j2
i2
,x
j3
i3
,...,xjnin

)
, (2.1)

for all l = 1, . . . , q and i = 1, . . . , n, j = 1, . . . , k, j1 + · · · + jn ≤ p. Suppose that
we know a number n of conserved quantities that are expressible in the following
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manner

A(j)
xi1

(
xi1 , uj , (uj)xi1 , (uj)xj1i1 ,x

j2
i2

, . . .

)
= A(j′)

xi2

(
xi, uj , (uj)xj1i1

, (uj)xj1i1 ,x
j2
i2

, . . .

)
,

xi1 6= xi2 , A(j) 6= A(j′),

1 ≤ i1, . . . , in ≤ n, j1 + · · ·+ jn ≤ p, 1 ≤ j, j′ ≤ 2n.
(2.2)

where A
(j)
xi1

= ∂A(j)/∂xi1 , A
(j′)
xi2

= ∂A(j′)/∂xi2 and A(j), A(j′) ∈ C∞(JpNRn), which
in principle do not need to be equal.

If the number of equations in (2.2) is equal to the number of indepent variables,
then we propose a transformation for each of the coordinates {x1, . . . , xn} to a new
set of coordinates {z1, . . . , zn} as

dzi = A(j)dxi2 +A(j′)dxi1 , ∀1 ≤ i1, i2 ≤ n, ∀1 ≤ j, j′ ≤ 2n. (2.3)

such that if the property of closeness is satisfied, d2zi = 0 for all zi, i = 1, . . . , n and
we recover the conserved quantities (2.2).

Concerning examples of physical nature that we shall deal with, we will focus on
the particular case in which only one equation with conserved quantities is used. This
implies that only one independent variable will be transformed. The transformed
independent variable is a particular one. Let us denote it by xî. We now search for
a function X(z1, . . . , zn) such that

xî = X(z1, . . . , zn) (2.4)

is turned into a dependent variable. Simultaneously, we use the conserved quantity
to propose the transformation

dzî = A(j)dxi2 +A(j′)dxi1 ,

dzi = dxi,
(2.5)

∀1 ≤ i1 6= i2 ≤ n and for a fixed value in between 1 ≤ î ≤ n, where we see
that independent variables xi,∀i 6= î = 1, . . . , n have been left untransformed but
renamed as zi.

Deriving relation (2.4),

dxî =

n∑
i=1

Xzidzi, Xzi =
∂X

∂zi
(2.6)

and by isolating dzî in (2.6), we have

dzî =
dxî
Xzî

−
n∑

i 6=î=1

Xzi

Xzî

dxi, (2.7)
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where we have used that dzi = dxi for all i 6= î according to (2.5).
Here, by direct comparison of coefficients in (2.5) and (2.7), we have that

A(j′) =
1

Xzî

,

A(j) = −Xzi

Xzî

.

(2.8)

It is important that we show the pass to the tangent space. For example, in the case
of first-order derivatives, we have

uxî =
∂u

∂zî

∂zî
∂xî

+
n∑

i 6=î=1

∂u

∂zi

∂zi
∂xî

=
1

Xzî

,

uxi =
∂u

∂zî

∂zî
∂xi

+
n∑

i 6=î=1

∂u

∂zi

∂zi
∂xi

= −Xzi

Xzî

uzî + uzi , ∀i 6= î

(2.9)

This process can be applied recursively for higher-order derivatives in the jet space
JpN .

In this way, using expressions in (2.8), (2.9), etc., we transform a system (2.1)
with initial variables {x1, . . . , xn} into a new system in variables {z1, . . . , zn} and
fields uj(z1, . . . , zn), ∀j = 1, . . . , k, depending on the new varibles. From (2.8), we
can extract expressions for

xi, uj , (uj)xi1 , (uj)xj1i1 ,x
j2
i2

, . . . , (uj)xj1i1 ,x
j2
i2
,...,xjnin

(2.10)

for j1 + · · ·+ jn ≤ p if possible, given the functional form of A(j), A(j′) ∈ C∞JpNRn .
Bearing in mind expression (2.4), the transformtion of the initial system (2.1) will
then read

Ψl = Ψl

(
zi, X,Xzi , Xz

j1
i1
,z
j2
i2

, . . . , X
z
j1
i1
,z
j2
i2
,z
j3
i3
,...,zjnin

)
(2.11)

for all l = 1, . . . , q such that j1 + · · ·+ jn ≤ p and zi = z1, . . . , zn.
The forthcoming examples will show the application of this procedure to the

particular case in which the number of initial independent variables is 3, with the
identification x1 = x, x2 = y, x3 = t. We deal with hierarchies of PDEs in which
a great number of dependent variables is present, as CHH(2 + 1) and mCHH(2 +
1). Here the necessity of introducing auxiliary independent variables to which such
auxiliary fields are reciprocally-transformed is obvious. Hence, the introduction of
intermediate variables z4, z5, . . . will account for the dependent variables. We depict
this fact by showing a clever choice of variables in the next two examples. In order
to make things clearer, some slight changes in the notation of the theory or the
dimension of NRn shall be altered to fit our concrete examples.
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3 CHH(2+1) versus CBS

We shall briefly summarize and improve the results of [160] and [172] in order to es-
tablish the reciprocal transformation that connects the CHH(2+1) and mCHH(2+1)
hierarchies with CBS and mCBS equations, respectively. Many details (especially
those referring to the detailed calculation) are omitted and can be obtained in the
above cited references.

It could be useful from the beginning to say that we shall use capital letters for
the dependent and independent variables connected with CHH(2+1), and lower case
letters will be used to refer to mCHH(2+1).

The CHH(2+1) hierarchy can be written in a compact form as

UT = R−nUY , (3.1)

where R is the recursion operator defined as

R = JK−1, K = ∂XXX − ∂X , J = −1

2
(∂XU + U∂X) . (3.2)

Note that the factor −1
2 in the definition of J is not essential and it has been

introduced to make the later identification between the time variables easier. This
is the difference between the CHH(2 + 1) introduced in (6.6) in Chapter 4 and the
present.

The n component of this hierarchy can also be rewritten as a set of PDEs by
introducing n dependent fields Ω[i], (i = 1, . . . , n) in the following way

UY = JΩ[1]

JΩ[i+1] = KΩ[i],

UT = KΩ[n],

i = 1, . . . , n− 1, (3.3)

and by introducing two new fields, P and ∆, related to U as

U = P 2, PT = ∆X , (3.4)

we can write the hierarchy in the form of the following set of equations

PY = −1

2

(
PΩ[1]

)
X
,

(Ω[i])XXX − (Ω[i])X = −P
(
PΩ[i+1]

)
X
,

PT =
(Ω[n])XXX − (Ω[n])X

2P
= ∆X .

i = 1, . . . , n− 1, (3.5)

It was shown in [172] that (2.12) can be reduced to the the negative Camassa-Holm
hierarchy under the reduction ∂

∂t = 0. The positive flow can be obtained under the

reduction ∂
∂x = ∂

∂y .



Chapter 5 263

The conservative form of the first two equations allows us to define the exact
derivative

dz0 = P dX − 1

2
PΩ[1] dY + ∆ dT. (3.6)

A reciprocal transformation [245], [368], [369] can be introduced by considering the
former independent variable X as a field depending on z0, z1 = Y and zn+1 = T .
From (3.6) we have

dX =
1

P
dz0 +

Ω[1]

2
dz1 −

∆

P
dzn+1,

Y = z1,

T = zn+1,

(3.7)

and therefore

Xz0 =
1

P
,

Xz1 =
Ω[1]

2
,

Xzn+1 = −∆

P
,

(3.8)

where Xzi = ∂X
∂zi

. We can now extend the transformation by introducing a new
independent variable zi for each field Ω[i] by generalizing (3.8) as

Xi =
Ω[i]

2
, i = 1, . . . , n. (3.9)

Hence, the new field X = X(z0, z1, . . . , zn, zn+1) depends on n+ 2 independent vari-
ables, where each of the former dependent fields Ω[i], (i = 1, . . . , n) allows us to
define a new dependent variable zi through definition (3.9). It requires some calcu-
lation (see [172] for details) but it can be proved that the reciprocal transformation
(3.7)-(3.9) transforms (3.5) to the following set of n PDEs on J4(Rn+2,R)

−
(
Xzi+1

Xz0

)
z0

=

[(
Xz0,z0

Xz0

+Xz0

)
z0

− 1

2

(
Xz0,z0

Xz0

+Xz0

)2
]
zi

, (3.10)

with i = 1, . . . , n. Note that each equation depends on only three variables z0, zi, zi+1.
This result generalizes the one found in [245] for the first component of the hierarchy.
The conservative form of (3.10) allows us to define a field M(z0, z1, . . . , zn+1) such
that

Mzi = −1

4

(
Xzi+1

Xz0

)
, i = 1, . . . , n,

Mz0 =
1

4

[(
Xz0,z0

Xz0

+Xz0

)
z0

− 1

2

(
Xz0,z0

Xz0

+Xz0

)2
]
.

(3.11)
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It is easy to prove that each Mi should satisfy the following CBS equation [70, 78]
on J4(Rn+2,R)

Mz0,zi+1 +Mz0,z0,z0,zi + 4MziMz0,z0 + 8Mz0Mz0,zi = 0, (3.12)

with i = 1, . . . , n.

4 mCHH(2+1) versus mCBS

In [160], the mCHH(2+1) was introduced

ut = r−nuy, (4.1)

where r is the recursion operator, defined as

r = jk−1, k = ∂xxx − ∂x, j = −∂x u (∂x)−1 u ∂x (4.2)

This hierarchy generalizes the one introduced by Qiao in [361], whose second positive
member was studied in [359, 360, 361]. We shall briefly summarize the results of
[160] when a procedure similar to that described above for CHH(2+1) is applied to
mCHH(2+1).

If we introduce 2n auxiliary fields v[i], ω[i] defined through

uy = jv[1],

jv[i+1] = kv[i],

(ω[i])x = u(v[i])x,

ut = kv[n],

i = 1, . . . , n− 1, (4.3)

the hierarchy can be written as the system

uy = −
(
uω[1]

)
x
,

(v[i])xxx − (v[i])x = −
(
uω[i+1]

)
x
,

ut = (v[n])xxx − (v[n])x = δx,

i = 1, . . . , n− 1, (4.4)

which allows to define the exact derivative

dz0 = u dx− uω[1] dy + δ dt (4.5)

and z1 = y, zn+1 = t. We can define a reciprocal transformation such that the
former independent variable x is a new field x = x(z0, z1, . . . , zn+1) depending on
n+ 2 variables in the form

xz0 =
1

u
,

xz1 = ω[1],

xzn+1 = − δ
u
.

(4.6)
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If we introduce the auxiliary variables for the auxiliary fields, xi = ω(i) for i =
2, . . . , n, the transformation of the equations (4.4) yields the system of equations on
J4(Rn+2,R) (

xzi+1

xz0
+
xzi,z0,z0
xz0

)
z0

=

(
x2
z0

2

)
zi

, i = 1, . . . , n. (4.7)

Note that each equation depends on only three variables: z0, zi, zi+1.

The conservative form of (4.7) allows us to define a field m = m(z0, z1, . . . , zn+1)
such that on J3(Rn+2,R2) we have

mz0 =
x2
z0

2
, mzi =

xzi+1

xz0
+
xzi,z0,z0
xz0

, i = 1, . . . , n. (4.8)

Equation (4.7) has been extensively studied from the point of view of Painlevé
analysis [170] and it can be considered as the modified version of the CBS equation
(3.12). Actually, in [170] it was proved that the Miura transformation that relates
(3.12) and (4.8) is

4M = xz0 −m. (4.9)

A non-isospectral Lax pair was obtained for (4.8) in [170]. By inverting this Lax
pair through the reciprocal transformation (4.6) the following spectral problem was
obtained for mCHH(2+1). This Lax pair [170] reads

(
φ

φ̂

)
x

=
1

2

[
−1 I

√
λu

I
√
λu 1

](
φ

φ̂

)
, (4.10)(

φ

φ̂

)
t

= λn
(
φ

φ̂

)
y

+ λa

(
φ

φ̂

)
x

+ I

√
λ

2

[
0 bxx − bx

bxx + bx 0

](
φ

φ̂

)
, (4.11)

where

a =

n∑
i=1

λn−iω[i], b =

n∑
i=1

λn−iv[i], I =
√
−1, (4.12)

and λ(y, t) is a non-isospectral parameter that satisfies

λx = 0, λt − λnλy = 0. (4.13)

Although the Painlevé test cannot be applied to mCHH(2+1), reciprocal transfor-
mations are a tool that can be used to write the hierarchy as a set of mCBS equation
to which the Painlevé analysis (the SMM in particular) can be successfully applied.
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5 Reciprocal-Miura transformations

As stated in the previous section, there are two reciprocal transformations (3.8) and
(4.6) that relate CHH(2+1) and mCHH(2+1) hierarchies with CBS (3.12) and mCBS
(4.8) respectively. Furthermore, it is known that a Miura transformation (4.9) re-
lates CBS and mCBS. The natural question that arises is whether the mCHH(2+1)
hierarchy can be considered as the modified version of CHH(2+1). Evidently, the
relationship between both hierarchies cannot be a simple Miura transformation be-
cause they are written in different variables (X,Y, T ) and (x, y, t). The answer is
provided by the relationship of both sets of variables with the same set z0, z1, zn+1.
By combining (3.7) and (4.5), we have

P dX − 1

2
PΩ[1] dY + ∆ dT = u dx− uω[1] dy + δ dt,

Y = y,

T = t,

(5.1)

which yields the required relationship between the independent variables of CHH(2+1)
and those of mCHH(2+1). The Miura transformation (4.9), also provides the fol-
lowing results

4Mz0 = xz0,z0 −mz0 =⇒ Xz0,z0

Xz0

+Xz0 = xz0 ,

4Mzi = xz0,zi −mzi =⇒ −
Xzi+1

Xz0

= xz0,zi −
xz0,z0,zi
xz0

−
xzi+1

xz0
,

(5.2)

with i = 1, . . . , n, where (3.11) and (4.8) have been used. With the aid of (3.8),
(3.9) and (4.6), the following results arise from (5.2) (see Appendix 2)

1

u
=

(
1

P

)
X

+
1

P
,

PΩ[i+1] = 2(v[i] − (v[i])x) =⇒ ω[i+1] =
(Ω[i+1])X + Ω[i+1]

2
,

∆ = (v[n])x − v[n].

(5.3)

with i = 1, . . . , n− 1. Furthermore, (5.1) can be written as

dx =

[
1− PX

P

]
dX +

[
ω[1] −

Ω[1]

2

(
1− PX

P

)]
dY +

∆− δ
u

dT. (5.4)

The cross derivatives of (5.4) imply (see Appendix 2) that[
1− PX

P

]
Y

=

[
ω[1] −

Ω[1]

2

(
1− PX

P

)]
X

=⇒ ω[1] =
(Ω[1])X + Ω[1]

2
,[

1− PX
P

]
T

=

[
∆− δ
P

(
1− PX

P

)]
X

=⇒ δ

u
=

(
∆

P

)
X

+
∆

P

(5.5)
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and therefore with the aid of (5.5), (5.4) reads

dx =

[
1− PX

P

]
dX − PY

P
dY − PT

P
dT. (5.6)

This exact derivative can be integrated as

x = X − lnP. (5.7)

By summarizing the above conclusions, we have proved that the mCHH(2+1) hier-
archy

ut = r−nuy, u = u(x, y, t), (5.8)

can be considered as the modified version of the Camassa- Holm hierarchy

UT = R−nUY , U = U(X,Y, T ). (5.9)

The transformation that connects the two hierarchies involves the reciprocal trans-
formation

x = X − 1

2
lnU (5.10)

as well as the following transformation between the fields

1

u
=

1√
U

(
1− UX

2U

)
, =⇒ ω[i] =

(Ω[i])X + Ω[i]

2
, i = 1, . . . , n,

δ

u
=

(
∆√
U

)
X

+
∆√
U
.

(5.11)

5.1 Particular case 1: The Qiao equation

We are now restricted to the first component of the hierarchies n = 1 in the case in
which the field u is independent of y and U is independent of Y.

• From (2.13) and (2.14), for the restriction of CHH(2+1) we have

U = P 2,

UT = (Ω[1])XXX − (Ω[1])X ,

(PΩ[1])X = 0.

(5.12)

which can be summarized as

Ω[1] =
k1

P
=

k1√
U
,

UT = k1

[(
1√
U

)
XXX

−
(

1√
U

)
X

]
,

(5.13)

that is the Dym equation.
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• The reduction of mCHH(2+1) can be achieved from (3.4) in the form

(ω[1])x = u(v[1])x,

ut = (v[1])xxx − (v[1])x,(
uω[1]

)
x

= 0,

(5.14)

which can be written as

ω[1] =
k2

u
=⇒ v[1] =

k2

2u2
,

ut = k2

[(
1

2u2

)
xx

−
(

1

2u2

)]
x

.
(5.15)

that is the Qiao equation.

• From (5.13) and (5.15) it is easy to see that k1 = 2k2. By setting k2 = 1, we
can conclude that the Qiao equation

ut =

(
1

2u2

)
xxx

−
(

1

2u2

)
x

(5.16)

is the modified version of the Dym equation

UT =

(
2√
U

)
XXX

−
(

2√
U

)
X

. (5.17)

• From (2.17) and (3.27), it is easy to see that the independence from y implies
that X1 = X0 and x1 = x0, which means that the CBS and modified CBS
equations (2.21) and (3.29) reduce to the following potential versions of the
KdV and modified KdV equations(

Mz2 +Mz0,z0,z0 + 6M2
z0

)
z0

= 0,

xz2 + xz0,z0,z0 −
1

2
x3
z0 = 0.

(5.18)

5.2 Particular case 2: The Camassa-Holm equation

If we are restricted to the n = 1 component when T = X and t = x, the following
results hold

• From (2.13) and (2.14), for the restriction of CHH(2+1) we have

∆ = P =
√
U,

U = (Ω[1])XX − Ω[1],

UY + U(Ω[1])X +
1

2
Ω[1]UX = 0

(5.19)

which is the Camassa–Holm equation equation.
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• The reduction of mCHH(2+1) can be obtained from From (3.24) and (3.25)
in the form

δ = u = (v[1])xx − v[1],

uy + (uω[1])x = 0,

(ω[1])x − u(v[1])x = 0,

(5.20)

which can be considered as a modified Camassa-Holm equation.

• From (2.17) and (3.27), it is easy to see that X2 = x2 = −1. Therefore, the
reductions of (2.21) and (3.18) are

Mz0,z0,z0,z1 + 4Mz1Mz0,z0 + 8Mz0Mz0,z1 = 0, (5.21)

which is the AKNS equation and(
xz1,z0,z0 − 1

xz0

)
z0

=

(
x2
z0

2

)
z1

, (5.22)

that is the modified AKNS equation.
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6
Conclusions and outlook

1 Lie systems

• There remains a lot of work to continue on Lie systems. Apart from the
obtained results, e.g., linearizability conditions, constants of motion, Lie sym-
metries, superposition rules for such Lie systems, etc., further properties need
to be analyzed: the existence of several Lie–Hamiltonian structures for a Lie
system, the study of conditions for the existence of Lie–Hamilton systems,
other methods to derive superposition rules, the analysis of integrable and
superintegrable Lie–Hamilton systems, etc.

• Our work on the second-order Riccati equations has introduced many advan-
tages with respect to previous methods. We directly transform a quite general
family of second-order Riccati equations into Lie–Hamilton systems by Leg-
endre transforms. When possible, this is a much simpler approach than the
previous, based on more elaborated geometric theories which map second-order
Riccati equations into Lie systems associated with a sl(3,R) Lie algebra. Our
method reduces the explicit integration of second-order Riccati equations to
solving Lie systems related to sl(2,R), e.g., Riccati equations. We have also
provided a new approach to Kummer–Schwarz equations (second and third-
order) that retrieves results in a simpler way.

• In this thesis we have detailed numerous new applications of Lie systems.
This has much enlarged the potential applications of these systems. We have
shown for the first time that Lie systems appear in the study of viral mod-
els and certain types of Lotka–Volterra systems. We have also proved that
Riccati equations over several composition algebras, e.g., quaternions or dual-
study complex numbers, are also Lie systems. Other new applications concern
Darboux–Brioschi–Halphen systems, certain systems with quadratic nonlinear-
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ities, planar systems with trigonometric nonlinearities appearing in the the-
ory of integrable systems, complex Bernoulli equations, etcetera. Concerning
PDEs, we have studied partial Riccati equations and we have analyzed certain
systems appearing in the study of flat connection forms.

• We have classified Lie–Hamilton systems on the plane attending to their un-
derlying Lie algebras. We found that only twelve out of the initial 28 classes
of finite-dimensional real Lie algebras of vector fields on the plane detailed in
the GKO classification, are of Lie–Hamilton type. In turn, these classes give
rise to twelve families of Lie algebras of Hamiltonian vector fields. This led to
classifying Lie–Hamilton systems on the plane. In particular, we have given
examples belonging to the classes P2, I2, I4, I5, I14A, I14B and I15 of our clas-
sification of finite-dimensional Lie algebras of Hamiltonian vector fields. We
have shown that Kummer–Schwarz, Milne–Pinney equations (both with c > 0)
and complex Riccati equations with t-dependent coefficients are related to the
same Lie algebra P2, a fact which was used to explain the existence of a local
diffeomorphism that maps each one of these systems into another. We also
showed that the t-dependent harmonic oscillator, arising from Milne–Pinney
equations when c = 0, corresponds to class I5 and this can only be related
through diffeomorphisms to the Kummer–Schwarz equations with c = 0, but
not with complex Riccati equations. We plan to study the existence and the
maximal number of their cyclic limits for planar Lie systems so as to investigate
the so called second Hilbert’s number H(2) for these systems. This could be
a first step to analyze the XVI Hilbert’s problem through our Lie techniques.
Work on these lines is currently in progress.

• We have proven the efficiency of the coalgebra method for obtaining superpo-
sition rules in the case of sl(2)- and so(3)-Lie–Hamilton systems. Obtaining
superposition rules for all of the two-photon Lie–Hamilton systems remains
another open problem. As a byproduct of this further construction, Lie–
Hamilton systems defined on subalgebras of P5 would be also obtained as
particular cases. Recall that P5 has as relevant Lie–Hamilton subalgebras:
sl(2), P1 ' iso(2) and I8 ' iso(1, 1) ' h4. Work on these lines is currently in
progress.

• For structure-Lie systems, we have proposed a method for generating bi–Dirac–
Lie systems. Superposition rules for Dirac–Lie systems have been achieved for
the first time. We have gone a step further by classifying Lie algebras of
Hamiltonian vector fields with respect to a Jacobi structure. Based on the
previous GKO classification, we have established which Lie algebras in the
GKO classification table are Hamiltonian in the Jacobi sense. Therefore, we
are classifying Jacobi–Lie systems on low dimensional manifolds, since the
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GKO is a planar classification. Another classification table in terms of the
Jacobi structure has arisen and has been displayed. It is not shocking to
find a smaller number of Jacobi–Lie systems with physical or mathematical
applications, given the restrictive nature of the Jacobi structure.

• For future research, we aim at finding new types of Lie systems related to
other geometric structures. For instance, it would be interesting to study the
existence of Lie systems admitting a Vessiot–Guldberg Lie algebra of Hamil-
tonian vector fields with respect to almost or twisted Poisson structures. We
are also interested in developing a generalization of the theory of Lie systems
to the framework of Lie algebroids. The latter has shown to be very fruitful
in Geometric Mechanics and Control Theory. Moreover, a further analysis of
the properties of Dirac–Lie systems is being performed. The theory of partial
superposition rules for partial differential equations is still an open question,
specifically from the point of view of the coalgebra method. We would like
to develop a solid geometrical framework and expand the applications of Lie
systems to partial differential equations. The author has plans of continuing
a similar procedure as the one presented for Lie–Hamilton systems, applied
to the realm of k-symplectic Lie systems. Also, she is particularly interested
in research in other types of geometries: as Kähler or Calabi–Yau with more
applications in Theoretical Physics, given her Physics training background.

2 Lie symmetries

• The wide applicability of Lie symmetries has suggested the inspection of Lie
symmetries of Lie systems. We have shown that these symmetries can be
obtained by solving a system of differential equations that is another Lie system
possessing a Vessiot–Guldberg Lie algebra related to the Vessiot-Guldberg Lie
algebra of the Lie system. Our results have been generalized to the realm of
higher-order differential equations and partial differential Lie systems. Our
procedures enable us to find Lie symmetries of isomorphic partial differential
Lie systems simultaneously.

• We have calculated the point Lie symmetries of (nonlinear) partial differen-
tial equations with strong applications in the field of Fluid Dynamics. An
important example is that of the BKP equation and its corresponding two-
component Lax pair in 2 + 1 dimensions. We have reduced both the equation
and its Lax pair attending to different choices of the arbitrary functions present
in the symmetries. Out of 6 reductions, 2 of them happen to be knowledgeable
equations in the literature: one is the Korteweg de Vries equation and another
is an equation showing multisoliton solutions. In this way, we can say that
BKP in 2 + 1 is a generalization of the KdV equation in 1 + 1.
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• Next, we perform an iterative process of symmetry search on another nonlin-
ear equation (obtained as one of the reductions of the previous step) and its
corresponding two component Lax pair in 1 + 1. The spectral parameter has
been conveniently introduced in the reduction and it needs to be considered
as an independent variable for further reduction. The nonclassical approach
has resulted in 6 constants of integration and 2 arbitrary functions, whilst
the classical approach gives rise to symmetries only containing 5 constants of
integration. Another 4 interesting reductions have been contemplated out of
this second reduction.

• We have calculated point Lie symmetries for higher-order hierarchies of differ-
ential equations and their corresponding Lax pairs. It seems natural to expect
the same Lie symmetries for both the hierarchy and the Lax pair. Neverthe-
less, the results obtained do not match our expected criteria, as we have proven
for the Camassa–Holm hierarchy and its Lax pair. The difference between the
symmetries of the hierarchy and the Lax pair is one arbitrary function of time
in the Lax pair but a constant appearing for the equation. It is our future
duty to identify the reasons for these differing results. In the case of the
Camassa–Holm hierarchy, we have started with the non-isospectral Lax pair
in 2 + 1 dimensions. We have searched for non-classical Lie symmetries of this
non-isoespectral problem and each possibility has led us to reduced spectral
problems in 1+1 whose compatibility conditions give rise to 1+1 dimensional
reduced hierarchies. Each of these possibilities comes from the choice of the
5 arbitrary constants and 3 arbitrary time dependent functions that appear
in the symmetries. The most outstanding result of this research is that our
procedure also provides the reduction of the eigenfunction, as well as that of
the spectral parameter. In many cases, the spectral parameter also proves to
be nonisospectral, even in the 1+1 reductions. We achieved several reductions
that can be summarized in 9 nontrivial cases. 5 of the arosen hierarchies have
a nonisopectral Lax pair, 2 of them are the positive and negative Camassa–
Holm hierarchies. The rest of reductions happen to be isospectral, as most
problems found in 1 + 1 in the literature. It is interesting then to remark that
we have found nonisospectral problems in 1 + 1, which are not abundant.

A similar problem to this one has constituted another section of this second
part. We have dealt with the Qiao hierarchy and its associated nonisospec-
tral Lax pair. The interest of this problem resides in the spinorial or two
component Lax pair. We have followed a very similar procedure as for the
Camassa–Holm hierarchy, with the difference that this time we have only pur-
sued classical symmetries, instead of nonclassical. The reason for contemplat-
ing this change is the difficulty in dealing with the arising nonlinear equations
for the obtainaince of the symmetry. Solving the classical case has appeared
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more reliable to us in this particular case. The symmetries depend on 4 arbi-
trary constants and 2 arbitrary functions whereas there exists a function that
has to satisfy an equation identical to the nonisospectrality condition. Each
possibility contemplated leads to a possible reduction, we are counting a total
of 8. Then again, we find nonisospectral reductions in 1 + 1 dimensions, which
are not frequent. These results confirm the group interpretation of the spectral
parameter proposed by other authors.

• A future idea of research is identifying the differences between the classical and
nonclassical symmetries obtained for our examples. It is noticeable that several
differences occur, in particular, in the character of the arbitrary functions and
constants arising out of the integration. It is our idea to guess where their
differences root. It is also interesting to compare these symmetries with contact
symmetries and obtain more through the contact symmetry method.

3 Reciprocal transformations

• We have proposed a reciprocal transformation between two hierarchies of in-
terest: the Camassa–Holm and Qiao hierarchies. We have presented both
hierarchies in 2 + 1 dimensions and we have discussed some general properties
of the Camassa–Holm hierarchy for a field U(X,Y, T ) and the Qiao hierarchy
for u(x, y, t). We have constructed reciprocal transformations that connect
both hierarchies with the CBS and mCBS equations, respectively. The Lax
pair for both of the hierarchies can be retrieved through those of the CBS
and mCBS. If we consider the Lax pair of the CBS and mCBS and undo the
reciprocal transformation, we achieve the Lax pair of the hierarchies. There
exists a Miura transformation between the CBS and mCBS equations. So, it
is possible to achieve a relation between the fields U and u and the variables
(X,Y, T ) and (x, y, t). This carefully constructed relation proves that the Qiao
hierarchy is a transformed version of that of Camassa–Holm. Two particular
cases of interest have been contemplated: one is the relation between the two
hierarchies when they are independent of Y and y. This shows that the Qiao
equation is a modified Dym equation. Another is the modified Camassa–Holm
equation when the reduction T = X is applied to the first component of the
Camassa–Holm hierarchy.

• We can say that somehow reciprocal transformations help us reduce the num-
ber of available nonlinear equations in the literature, as two seemingly different
equations can be turned from one into another by reciprocal transformation,
which is the case of the reviewed example. A question for future work is
whether there exists a canonical description for differential equations. Intu-
itively, we expect that if two equations are essentially the same, although
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apparently different in disguised versions, they must share the same singular
manifold equations. But this is just an initial guess worth of further research
in the future. Also, reciprocal transformations have proven their utility in the
derivation of Lax pairs, as one initial equation whose Lax pair is unknown,
can be interpreted as the reciprocally-transformed equation whose Lax pair is
well-known. In this way, undoing the transformation on the latter Lax pair,
the achieve the Lax pair of the former. As we know, obtaining Lax pairs is
a nontrivial subject. The common way is to impose ad hoc forms for such
linear problems and make them fit according to the compatibility condition.
Accounting for reciprocal transformations, we do not face the problem of im-
posing ad hoc Ansätze. To finish, we mention that reciprocal transformations
permit us to obtain (sometimes) equations integrable in the Painlevé sense if
they did not have this property before the change. This is due to the non
invariability of the Painlevé test under changes of variables.

• Some possible future research on this topic would consist of understanding
whether the singular manifold equations can constitute a canonical represen-
tation of a partial differential equation and designing techniques to derive Lax
pairs in a more unified way. Also, the trial of composition of reciprocal trans-
formations with transformations of other nature, as performed in the case of
Miura-reciprocal transformations, can lead to more unexpected but desirable
results, as in the example exposed.
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Table 1. The GKO classification of the 8 + 20 finite-dimensional real Lie algebras of vector fields
on the plane and their most relevant characteristics. The vector fields which are written between
brackets form a modular generating system. The functions ξ1(x), . . . , ξr(x) and 1 are linearly
independent over R and the functions η1(x), . . . , ηr(x) form a basis of solutions for an r-order
differential equation with constant coefficients [14, pp. 470–471]. Finally, g = g1 n g2 stands for
the semi-direct sum (as Lie algebras) of g1 by g2. Dom stands for the domain of the Lie algebra of
vector fields.

# Primitive Basis of vector fields Xi Dom

P1 Aα ' R n R2 {∂x, ∂y}, α(x∂x + y∂y) + y∂x − x∂y, α ≥ 0 R2

P2 sl(2) {∂x, x∂x + y∂y}, (x2 − y2)∂x + 2xy∂y R2
y 6=0

P3 so(3) {y∂x − x∂y, (1 + x2 − y2)∂x + 2xy∂y}, 2xy∂x + (1 + y2 − x2)∂y R2

P4 R2 n R2 {∂x, ∂y}, x∂x + y∂y, y∂x − x∂y R2

P5 sl(2) n R2 {∂x, ∂y}, x∂x − y∂y, y∂x, x∂y R2

P6 gl(2) n R2 {∂x, ∂y}, x∂x, y∂x, x∂y, y∂y R2

P7 so(3, 1) {∂x, ∂y}, x∂x+y∂y, y∂x−x∂y, (x2−y2)∂x+2xy∂y, 2xy∂x+(y2−x2)∂y R2

P8 sl(3) {∂x, ∂y}, x∂x, y∂x, x∂y, y∂y, x2∂x + xy∂y, xy∂x + y2∂y R2

# Imprimitive Basis of vector fields Xi Dom

I1 R {∂x} R2

I2 h2 {∂x}, x∂x R2

I3 sl(2) (type I) {∂x}, x∂x, x2∂x R2

I4 sl(2) (type II) {∂x + ∂y, x∂x + y∂y}, x2∂x + y2∂y R2
x 6=y

I5 sl(2) (type
III)

{∂x, 2x∂x + y∂y}, x2∂x + xy∂y R2
y 6=0

I6 gl(2) (type I) {∂x, ∂y}, x∂x, x2∂x R2

I7 gl(2) (type II) {∂x, y∂y}, x∂x, x2∂x + xy∂y R2
y 6=0

I8 Bα ' R n R2 {∂x, ∂y}, x∂x + αy∂y, 0 < |α| ≤ 1 R2

I9 h2 ⊕ h2 {∂x, ∂y}, x∂x, y∂y R2

I10 sl(2)⊕ h2 {∂x, ∂y}, x∂x, y∂y, x2∂x R2

I11 sl(2)⊕ sl(2) {∂x, ∂y}, x∂x, y∂y, x2∂x, y
2∂y R2

I12 Rr+1 {∂y}, ξ1(x)∂y, . . . , ξr(x)∂y, r ≥ 1 R2

I13 R n Rr+1 {∂y}, y∂y, ξ1(x)∂y, . . . , ξr(x)∂y, r ≥ 1 R2

I14 R n Rr {∂x, η1(x)∂y}, η2(x)∂y, . . . , ηr(x)∂y, r ≥ 1 R2

I15 R2 n Rr {∂x, y∂y}, η1(x)∂y, . . . , ηr(x)∂y, r ≥ 1 R2

I16 Crα ' h2 n
Rr+1

{∂x, ∂y}, x∂x + αy∂y, x∂y, . . . , x
r∂y, r ≥ 1, α ∈ R R2

I17 R n (R n Rr) {∂x, ∂y}, x∂x + (ry + xr)∂y, x∂y, . . . , x
r−1∂y, r ≥ 1 R2

I18 (h2⊕R)nRr+1 {∂x, ∂y}, x∂x, x∂y, y∂y, x2∂y, . . . , x
r∂y, r ≥ 1 R2

I19 sl(2) n Rr+1 {∂x, ∂y}, x∂y, 2x∂x + ry∂y, x
2∂x + rxy∂y, x

2∂y, . . . , x
r∂y, r ≥ 1 R2

I20 gl(2) n Rr+1 {∂x, ∂y}, x∂x, x∂y, y∂y, x2∂x + rxy∂y, x
2∂y, . . . , x

r∂y, r ≥ 1 R2



Appendix 1 279

Table 2. The classification of the 4 + 8 finite-dimensional real Lie algebras of Hamiltonian
vector fields on R2. For I12, I14A and I16, we have j = 1, . . . , r and r ≥ 1; in I14B the index
j = 2, . . . , r.

# Primitive Hamiltonian functions hi ω Lie–Hamilton algebra

P1 A0 ' iso(2) y, −x, 1
2
(x2 + y2), 1 dx ∧ dy iso(2)

P2 sl(2) −1

y
, −x

y
, −x

2 + y2

y

dx ∧ dy

y2
sl(2) or sl(2)⊕ R

P3 so(3)
−1

2(1 + x2 + y2)
,

y

1 + x2 + y2
,

dx ∧ dy

(1 + x2 + y2)2
so(3) or so(3)⊕ R

− x

1 + x2 + y2
, 1

P5 sl(2) n R2 y, −x, xy, 1
2
y2, − 1

2
x2, 1 dx ∧ dy sl(2) n R2 ' h6

# Imprimitive Hamiltonian functions hi ω Lie–Hamilton algebra

I1 R
∫ y

f(y′)dy′ f(y)dx ∧ dy R or R2

I4 sl(2) (type II)
1

x− y ,
x+ y

2(x− y)
,

xy

x− y
dx ∧ dy

(x− y)2
sl(2) or sl(2)⊕ R

I5 sl(2) (type III) − 1

2y2
, − x

y2
, − x2

2y2

dx ∧ dy

y3
sl(2) or sl(2)⊕ R

I8 B−1 ' iso(1, 1) y, −x, xy, 1 dx ∧ dy iso(1, 1) ' h4

I12 Rr+1 −
∫ x
f(x′)dx′,−

∫ x
f(x′)ξj(x

′)dx′ f(x)dx ∧ dy Rr+1 or Rr+2

I14A R n Rr (type I) y, −
∫ x

ηj(x
′)dx′, 1 /∈ 〈ηj〉 dx ∧ dy R n Rr or (R n Rr)⊕ R

I14B R n Rr (type II) y, −x, −
∫ x

ηj(x
′)dx′, 1 dx ∧ dy (R n Rr)

I16 Cr−1 ' h2 n Rr+1 y, −x, xy, − x
j+1

j + 1
, 1 dx ∧ dy h2 n Rr+1
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Table 3. Specific Lie–Hamilton systems according to the family given in the classification of
Table 1. All of these systems have t-dependent real coefficients.

LH algebra # LH systems

sl(2) P2 Milne–Pinney and Kummer–Schwarz equations with c > 0

Complex Riccati equation

sl(2) I4 Milne–Pinney and Kummer–Schwarz equations with c < 0

Split-complex Riccati equation

Coupled Riccati equations

Planar diffusion Riccati system for c0 = 1

sl(2) I5 Milne–Pinney and Kummer–Schwarz equations with c = 0

Dual-Study Riccati equation

Harmonic oscillator

Planar diffusion Riccati system for c0 = 0

h6 ' sl(2) n R2 P5 Dissipative harmonic oscillator

Second-order Riccati equation in Hamiltonian form

h2 ' R n R Ir=1
14A Complex Bernoulli equation

Generalized Buchdahl equations

Lotka–Volterra systems

Table 4. Non-exhaustive tree of inclusion relations between classes of the GKO classification.
We write A − −B when a subclass of A is diffeomorphic to a Lie subalgebra in B. Every
Lie algebra includes I1. In bold and italics are classes with Hamiltonian Lie algebras and
rank one associated distribution, respectively. Colors help distinguishing the arrows.
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Table 5. Functions 1, ξ1(x), . . . , ξr(x) are linearly independent and η1(x), . . . , ηr(x) form a basis of
solutions for a system of r-order linear differential equations with constant coefficients. Notice that
g1 n g2 stands for the semi-direct sum of g1 by g2, i.e., g2 is an ideal of g1 n g2.

# Lie algebra Basis of vector fields Xi Jacobi

P1 Aα ' R n R2 ∂x, ∂y, α(x∂x + y∂y) + y∂x − x∂y, α ≥ 0 (α = 0) Pois.

P2 sl(2) ∂x, x∂x + y∂y, (x
2 − y2)∂x + 2xy∂y Poisson

P3 so(3) y∂x − x∂y, (1 + x2 − y2)∂x + 2xy∂y,

2xy∂x + (1 + y2 − x2)∂y Poisson

P4 R2 n R2 ∂x, ∂y, x∂x + y∂y, y∂x − x∂y No

P5 sl(2) n R2 ∂x, ∂y, x∂x − y∂y, y∂x, x∂y Poisson

P6 gl(2) n R2 ∂x, ∂y, x∂x, y∂x, x∂y, y∂y No

P7 so(3, 1) ∂x, ∂y, x∂x+y∂y, y∂x−x∂y, (x2−y2)∂x+2xy∂y,

2xy∂x+(y2−x2)∂y No

P8 sl(3) ∂x, ∂y, x∂x, y∂x, x∂y, y∂y, x
2∂x + xy∂y, xy∂x + y2∂y No

I1 R ∂x (0, ∂x), Pois.

I2 h2 ∂x, x∂x (0, ∂x)

I3 sl(2) (type I) ∂x, x∂x, x
2∂x (0, ∂x)

I4 sl(2) (type II) ∂x + ∂y, x∂x + y∂y, x
2∂x + y2∂y Poisson

I5 sl(2) (type III) ∂x, 2x∂x + y∂y, x
2∂x + xy∂y Poisson

I6 gl(2) (type I) ∂x, ∂y, x∂x, x
2∂x No

I7 gl(2) (type II) ∂x, y∂y, x∂x, x
2∂x + xy∂y No

I8 Bα ' R n R2 ∂x, ∂y, x∂x + αy∂y, 0 < |α| ≤ 1 (α = −1) Pois.

I9 h2 ⊕ h2 ∂x, ∂y, x∂x, y∂y No

I10 sl(2)⊕ h2 ∂x, ∂y, x∂x, y∂y, x
2∂x No

I11 sl(2)⊕ sl(2) ∂x, ∂y, x∂x, y∂y, x
2∂x, y

2∂y No

I12 Rr+1 ∂y, ξ1(x)∂y, . . . , ξr(x)∂y (0, ∂y), Pois.

I13 R n Rr+1 ∂y, y∂y, ξ1(x)∂y, . . . , ξr(x)∂y (0, ∂y)

I14 R n Rr ∂x, η1(x)∂y, η2(x)∂y, . . . , ηr(x)∂y Poisson

I15 R2 n Rr ∂x, y∂y, η1(x)∂y, . . . , ηr(x)∂y No

I16 Crα ' h2 n
Rr+1

∂x, ∂y, x∂x + αy∂y, x∂y, . . . , x
r∂y, α ∈ R (α = −1) Pois.

I17 R n (R n Rr) ∂x, ∂y, x∂x + (ry + xr)∂y, x∂y, . . . , x
r−1∂y No

I18 (h2⊕R)nRr+1 ∂x, ∂y, x∂x, x∂y, y∂y, x
2∂y, . . . , x

r∂y No

I19 sl(2) n Rr+1 ∂x, ∂y, x∂y, 2x∂x + ry∂y, x
2∂x +

rxy∂y, x
2∂y, . . . , x

r∂y

No

I20 gl(2) n Rr+1 ∂x, ∂y, x∂x, x∂y, y∂y, x
2∂x + rxy∂y, x

2∂y, . . . , x
r∂y No
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Table 6. Lie symmetries for Riccati equations (3.34) for different η(t). We assume f0 = k ∈ R.
We have f2 = df3/dt and f1 = kη(t) −

∫
η(t)f3dt. AiryA and AiryB denote the Airy and Bairy

functions. J, Y are the Bessel functions of first and second kind. Function f3 follows from (3.40).

η(t) f3(t)

k

at+ b
k + c1(at+ b)J2

(
1, 2
√

(at+ b)/a2
)

+ c2(at+ b)Y 2
(

1, 2
√
at+ b/a2

)
+ c3(at+ b)J

(
1, 2
√
t+ b/a

)
Y
(

1, 2
√
t+ b/a

)
k

(at+ b)2
−kat

b
+ c1

(
at+ b

a

) a+

√
a2−4k

a

+ c2

(
at+ b

a

)−−a+

√
a2−4k

a

+ c3(at+ b),

at+ b k + c1AiryA

(
−at+ b

a2/3

)2

+ c2AiryB

(
−at+ b

a2/3

)2

+c3AiryA

(
−at+ b

a2/3

)
AiryB

(
−at+ b

a2/3

)



Appendix 2: Auxiliar calculations for Chapter 5

This appendix contains intermediate calculations for the obtainance of some equa-
tions displayed in Chapter 5. All numerical labels of the equations are in relation
with those of Chapter 5.

Obtaining 5.4

Equation (5.2) provides

x0 = X0 + ∂0(lnX0).

If we use the fact that X0 = 1
P and x0 = 1

u , we obtain

1

u
=

1

P
− ∂0(lnP ),

and by using (3.6) we have
1

u
=

1

P
− 1

P
(lnP )X

which yields (5.4).

Obtaining 5.5

By taking i = 1, . . . , n− 1 in (5.2), we have

−Xi+1

X0
= x0,i −

x0,0,i

x0
− xi+1

x0
, i = 1, . . . , n− 1

If we use (3.7) and (4.5) the result is

PΩ[i+1]

2
= ∂0(ω[i])− u∂00(ω[i])− uω[i+1], i = 1, . . . , n− 1
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And now (4.5) gives us

−PΩ[i+1]

2
=
ω

[i]
x

u
−

(
ω

[i]
x

u

)
x

− uω[i+1], i = 1, . . . , n− 1

If we use the following expressions arising from (4.4)

ω[i]
x = uv[i]

x , uω[i+1] = v[i] − v[i]
xx, i = 1, . . . , n− 1,

the result is

−PΩ[i+1]

2
= v[i]

x − vi, i = 1, . . . , n− 1

as is required in (5.3), and uω[i+1] = v[i] − v[i]
xx, i = 1, . . . , n− 1 can be written as

uω[i+1] =
(
v[i] − v[i]

x

)
+
(
v[i]
x − v[i]

xx

)
=

(
PΩ[i+1]

2

)
+

(
PΩ[i+1]

2

)
x

, i = 1, . . . , n−1

We have ∂x = u
P ∂X . Therefore,

uω[i+1] =

(
PΩ[i+1]

2

)
+
u

P

(
PΩ[i+1]

2

)
X

, i = 1, . . . , n− 1

ω[i+1] =

(
PΩ[i+1]

2u

)
+

1

2P

(
PXΩ[i+1] + PΩ

[i+1]
X

)
, i = 1, . . . , n− 1

We can eliminate u with the aid of the first equation in (5.3). The result is

ω[i+1] =
Ω

[i+1]
X + Ω[i+1]

2
, i = 1, . . . , n− 1.

Obtaining 5.6

By taking i = n in (5.2) we have

−Xn+1

X0
= x0,n −

x0,0,n

x0
− xn+1

x0
.

Equations (3.8) and (4.6) allow us to write the above equation as

∆ = ∂0(ω[n])− u∂00(ω[n]) + δ

With the aid of (4.5), it reads

∆ =
ω

[n]
x

u
−

(
ω

[n]
x

u

)
x

+ δ.

If ω
[n]
x = uv

[n]
x and δ = v

[n]
xx − v[n] are used, we obtain (5.5).
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Zaragoza, 65–68 (2006).

[130] R. Conte, Singularities of differential equations and integrability, in: An Intro-
duction to Methods of Complex Analysis and Geometry for Classical Mechanics
and Non-linear Waves, Frontières, Gif–sur- Yvette, 49–143 (1994).
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[160] P.G. Estévez, Generalized Qiao hierarchy in 2+1 dimensions: reciprocal trans-
formations, spectral problem and non-isospectrality, Phys. Lett. A 375, 537-540
(2011).
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the Riemann-Hilbert approach. Mathematical Surveys and Monographs 128,
American Mathematical Society, Rhode Island, (2006).



Bibliography 299

[195] J. Fris, V. Mandrosov, Y.A. Smorodinsky, M. Uhlir, P. Winternitz, On higher
symmetries in quantum mechanics, Phys. Lett. 16, 354–356 (1965).
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