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Abstract

Despite many technological advances, the information overload problem still prevails in
many application areas. It is challenging for users who are inundated with data to explore
different facets of a complex information space to extract and put several pieces of facts
together into a big picture that allows them to see various aspects of the data. Neverthe-
less, the availability of data should be embraced, not considered a threat for individuals and
businesses alike. As a substantial amount of invaluable information to be explored resides
within unstructured text data, there is a need to support users in visual exploration of text
collections to obtain useful understandings that can be turned into worthwhile results. In this
dissertation, we present our contributions in this area.

We propose an approach to support users in exploring collections of text documents based
on their interests and knowledge, which are represented by entities within an ontology. This
ontology is used to drive the exploration and can be enriched with newly discovered entities
matching users’ interests in the process. Coordinated multiple views are used to visualize
various aspects of text collections in relation to the set of entities of interest to users.

To support faceted filtering of a large number of documents, we show how a multi-
dimensional visualization can be employed as an alternative to the traditional linear listing of
focus items. In this visualization, visual abstraction based on a combination of a conceptual
structure and the structural equivalence of documents can be simultaneously used to deal
with a large number of items. Furthermore, the approach also enables visual ordering based
on the importance of facet values to support prioritized, cross-facet comparisons of focus
items.

We also report on an approach to support users’ comprehension of the distribution of en-

tities within a document based on the classic TileBars paradigm. Our approach employs a

il



simplified version of a matrix reordering technique, which is based on the barycenter heuris-
tic for bigraph edge crossing minimization, to reorder elements of TileBars-based Entities
Distribution Views to tackle the visual complexity problem. The resulting reordered views
enable users to quickly and easily identify which entities appear in the beginning, the end,
or throughout a document.

Lastly, our work is also concerned with visual concordance analysis, which supports users
in understanding how terms are used within a document by investigating their usage contexts.
To abstract away the textual details and yet retain the core facets of a term’s contexts for
visualization, we employ a statistical topic modeling method to group together words that
are thematically related. These groups are used to visualize the gist of a term’s usage contexts

in a visualization called Context Stamp.
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Chapter 1

Introduction

1.1 Motivation

Advances in information and communication technologies have provided us with a wide
variety of means to generate, capture, process and store data from different sources, plat-
forms and devices. The advantage of this is that the more data are available, the more their
owners can be informed about a domain or a task at hand. The disadvantage is that data also
come with a cost. When individuals and businesses alike receive an ever-increasing influx of
data on a daily basis, they need to digest the data in order to extract actionable information
from them. As such, the availability of a large amount of raw data usually requires a propor-
tional level of effort to cleanse and transform those, sometimes disparate or conflicting, data
into a processable or usable form.

Therefore, while the data exploration process should be a joyous experience, in many
cases, it turns out to be a major problem of information overload and anxiety [157]], when
data owners struggle to keep from drowning in the flood of data. The information overload

problem refers to the risk of users being lost in data because the data are [70]:
e irrelevant to the tasks at hand
e not processed properly

e presented in an inappropriate way.



Consequences of information overload might be costly. Time, money, and effort might
be wasted and potential scientific or business opportunities might be foregone, simply be-
cause we are unable to handle the volume of available data [70]. In fact, many application
domains (such as finance, business, etc.) rely extensively on the right information being
available at the right time [70]], so that decision makers can turn their understanding of data
into worthwhile outcomes.

Furthermore, it is known that “the power of the unaided mind is highly overrated. Without
external aids, memory, thought, and reasoning are all constrained.” [92], and hence there
are “fundamental limits that we are asymptotically approaching”. This leads to a kind of
“information glut”, i.e. we have more data at hand than we can process [[139]]. In addition,
exploring data collections becomes increasingly hard as the volume grows [120]. While the
amount of data that can be generated and gathered keeps growing, basic human skills and
cognitive capabilities do not change significantly over time [139]. As such, it is important
that there are external aids to enhance our processing capabilities. In devising external aids,
we need to take into account the type of data that we have to deal with. In this thesis, we
focus on the unstructured textual data type. This data type is challenging to handle and
usually requires various levels of processing before relevant information can be extracted.

As text-based data analysis tasks are known to be cognitively very challenging and tax-
ing on a person’s memory, deduction, reasoning, and general analytic capabilities [126],
there are various research fields that aim to provide support to users in dealing with textual
data. Notably, research efforts within the Information Retrieval area help users in searching
for documents that meet their information needs from a large collection of text documents.
However, in many cases, apart from the requirement to retrieve documents that are relevant
to certain query keywords, users also need to explore and analyze a collection of documents
as a whole to gain further understanding. This particular kind of information-seeking activ-
ity can be referred to as exploratory data analysis or information analysis and is commonly
carried out in science, intelligence and defense, or business fields [[117]. Unlike the infor-
mation retrieval activity, the exploratory data analysis activity aims to provide users with an
overall picture of a text collection as a whole on various dimensions instead of presenting

them with the most relevant documents satisfying some search criteria. Furthermore, such an



exploratory data analysis process usually benefits tremendously from data visualization so-
lutions. Those solutions use graphical means to create or discover ideas and understandings
by bringing to bear special properties of visual perception to resolve problems [, 12]. Con-
sequently, visual representations of documents can help people better examine, analyze, and
understand them [126]. Depending on the application domains, insights obtained from the
visual exploration and analysis of a text collection can enable knowledge workers to identify
previously unknown useful information, such as the distribution of topics, clusters of similar
documents, trends or linkages between different entities [[117]].

Given the pervasiveness of textual data, the amount of research work reported in the
literature on visual exploration of text collections is vast. In Chapter [3] we will provide
an overview of various notable advances in visual text analysis. These works tend to rely
on automated text analysis techniques to obtain quantitative findings that can be visualized
for interactive exploration by end users. However, most of them do not facilitate users in
integrating their interests (e.g., a specific set of entities to focus on) and knowledge (e.g.,
linguistic variations of each of those entities) into the exploration and analysis of a document
collection. Hence, they tend to present findings that are either independent of users’ interests
or incomplete because of the lack of personal knowledge integration. This is a significant
setback when users’ spheres of interests and knowledge are of particular importance to the
exploratory tasks at hand.

To illustrate the importance of users’ interests and knowledge in exploratory tasks, we
can consider, for instance, the business analysis domain. In this domain, analysts and in-
vestors alike need to explore a large amount of business reports in order to identify, gather
and monitor information on companies of interest. In doing so, they can evaluate companies’
performance, their competitive positions, and potential investment opportunities. These busi-
ness reports are, unsurprisingly, information rich as companies are required by law to make
disclosures of their financial situation [[/7]. A significant amount of vital information within
these reports is available in free text and not easy to decipher for the casual investors. Such
reports are usually considered as a haystack in which “the valuable needles of telling infor-
mation can be especially hard to find” ['/]. Furthermore, these reports tend to be written

in a rhetorical manner that makes it difficult for investors and analysts to spot the semantic



camouflage and as a result, identify questionable policies or hidden vulnerabilities [77]. In
order to extract actionable information, experienced analysts tend to build over time a spe-
cific set of entities that are of significant importance to the task, together with their linguistic
variations (i.e. different words or phrases that refer to the same thing in their view, such

99 C¢ el 13

as “products”,“items”, “goods” [1335]), and other details, sections to look for within those
reports [77]]. In a study [99], Pirolli and Card make a similar observation when they analyze
the information flow of an analyst’s task environment: “We noted in the interviews and in the
analysts’ information products that a set of concepts were used repeatedly....We assume that
the analyst’s sense-making and foraging activities largely proceed by recognizing instances
of the categories in the materials scanned (e.g., the entry of a new player into the industry).”
Interested readers can refer to [77] for more examples of the sections and phrases within
business reports that are usually of interest to analysts and investors.

The example use case above illustrates a need for the visual exploration process to be
aligned with users’ interests and knowledge in exploratory tasks within certain domains such
as business analysis, investigative analysis, etc., otherwise analysts cannot have a personal
viewpoint over the entities that they wish to focus on in order to gain insights. Therefore, in
many cases it is necessary to not only perform automated text analysis but also to take into
account various important concepts and structures representing users’ interest and knowl-
edge. To achieve this, these concepts and structures should be externalized to some formal
representation that is user-defined and hence can subsequently be used in combination with

text analysis techniques to support the visual exploration process.

1.2 Approach

This dissertation explores a combination of an ontology-based approach and a statistical
text mining based approach to support users in visual exploration of text collections. This
combination brings about the best of both worlds, whereby a user-defined ontology encap-
sulating human interests and expertise can be used to drive the exploration process, and a
statistical text mining technique enables users to obtain data-driven insights.

Furthermore, we also adopt Shneiderman’s well-known visual information-seeking mantra:



“Overview first, zoom and filter, then details-on-demand” [120] (described in detail in Sec-
tion in designing a suitable visualization application. Taking into consideration the
exploratory nature of the task with a focus on integrating users’ interests and knowledge and
the data source (contents of text documents), the desirable capabilities of a suitable visual-

ization would be:

e Provide an overview showing the degrees of relevance of all documents in a collection

with respect to users’ entities of interests represented by the user-defined ontology.

e Enable users to interactively explore and analyze a text collection at different levels of
detail by zooming in or filtering the set of documents based on the ontology’s concepts

and instances.

e Provide a detailed view on demand on each selected document, such as the distribution

of entities of interest and their usage contexts within each document.

1.3 Research Questions

Based on the requirements discussed in the previous section, this dissertation addresses

the following research questions.

1. How can visual interfaces and interactions be designed to support users in exploring

text collections based on their interests and knowledge?

2. How can we cater for filtering of a collection of documents in such a way that enables

users to easily navigate and explore large results sets?

3. How can we provide support for detailed analysis with respect to the distribution of

entities of interest within a document?

4. How can we visualize a term’s usage contexts within documents for concordance anal-

ysis?

In the next section, we outline how these questions are answered throughout the thesis.



1.4 Thesis Structure

The remainder of this thesis is organized as follows:

In Part I, we provide the background for the research done within this thesis.

e Chapter 2 Information Visualization and Visual Analytics

In this chapter, we go through some of the fundamentals of research within the two
areas that our work belongs to, namely Information Visualization and Visual Analytics.
This chapter covers basic definitions, process models, principles and distinctions that
are helpful for the research and development of information visualization and visual

analytics applications.

e Chapter 3t Visual Exploration of Text Collections

In this chapter, we touch on existing works related to the core of this thesis, i.e. those
that support visual exploration of text collections. The works discussed in this chapter
include the following groups of approaches or applications supporting (1) visual anal-
ysis of text collections via dimensionality reduction methods, (2) knowledge-based
analysis, (3) visual filtering on text collections, (4) visual analysis of document struc-
tures and term distributions, (5) concordance analysis, (6) analysis of trends in text,

(7) text streams exploration, and (8) other notable approaches.
In Part[ITI, we present our research contributions.

e Chapter d: Ontology-based Visual Exploration of Text Collections

In this chapter, we describe an approach toward ontology-based visual exploration of
text collections and its realization in a prototype called IVEA. The proposed approach
is directed at users who have the need to explore a text collection based on a set of
pre-defined entities that are of significant relevance to their exploration goals. The
core element in IVEA is a simple personal ontology encapsulating a user’s sphere of
interest and knowledge. We describe how various statistics about the relationships
between documents and entities in the ontology are visually presented by multiple

coordinated views to facilitate the exploration. Furthermore, we also discuss a loop of
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knowledge utilization and knowledge acquisition/enrichment within IVEA, whereby
a personal ontology is used to drive the exploration process and users are enabled to
enrich this ontology with newly discovered entities, which are taken into account in
later use of the application. The work done in IVEA also paved the way for research

reported in the following chapters.

Chapter [5; Visual Abstraction and Ordering in Faceted Browsing of Text Collec-

tions

In this chapter, we detail a novel approach toward faceted browsing of a text collec-
tion. Our approach employs a matrix-based visualization to graphically depict the
correspondences between documents within a text collection and a set of concepts.
In order to tackle the visual scalability issue, which arises when this visualization is
used on a large collection, we propose a visual abstraction mechanism based on the
structural equivalence of documents and a simple way to visually order groups of doc-
uments. In this visualization, the semantic zooming, document grouping and facet
reordering features can be used simultaneously and hence enable users to deal with a
large amount of documents in a results set. In addition, they also provide users with a
flexibility in terms of choosing the levels of abstraction and priorities of the selected

facet values.

Chapter[6: Reordering TileBars-based Entities Distribution Views with the Barycen-

ter Heuristic

In this chapter, we attempt to tackle the visual complexity issue of TileBars-based
representations when employed to show the distribution of entities of interest to users
within a document. Here we propose using a simplified version of a matrix reorder-
ing technique based on the barycenter heuristic for edge crossing minimization in bi-
graphs to re-arrange elements of TileBars-based Entities Distribution Views. Such
an operation results in reordered Entities Distribution Views that enable users to see
which entities are only concentrated in either the beginning or the end of a document,

and which entities are distributed across a document.



e Chapter|/: Topic-based Content Abstraction for Visual Concordance Analysis

In this chapter, we focus on a topic-based content abstraction approach for visual con-
cordance analysis to support users in getting a quick understanding of and comparing
the usage contexts of a term within different documents. The proposed approach is
based on a statistical topic model and we rely on its topic-word distributions to group
together words that are thematically related. These topical groups are then represented
by Context Stamps, which are Treemap-based visualizations showing the decomposi-
tions of topics within term-bearing paragraphs at different levels of details. We discuss
how the Context Stamp visualization enables users to understand how a term is used

as well as to compare and contrast its usage contexts in one document versus another.

In Part[TV] we conclude the thesis.

e Chapter [§; Summary and Future Work

In this chapter, we summarize the contributions reported within this thesis and com-

plete it with an outline of potential avenues for further research.



Part 11

Background

10



Chapter 2

Information Visualization and Visual

Analytics

As discussed in the previous chapter, the ease with which data can be gathered or gen-
erated has resulted in an ever increasing information glut. However, the availability of vast
amounts of data is both a challenge and an opportunity. The more data that are at hand, the
more informed decisions can be made. In this context, visualization is, among others, a re-
search field that contributes solutions to tackle the information overload problem, by tapping
into the vast visual processing capabilities of human brains. Furthermore, data visualiza-
tion research is well-connected with many other disciplines, such as statistics, psychology,
human-computer interaction, natural language processing, information retrieval, data min-
ing, etc. to enable users to see, understand, and interact with various kinds of data to get
answers to their task-related questions. Visualization plays a significant role in facilitating
understanding of available data, as one of its most noteworthy benefits is the amount of in-
formation that can be quickly interpreted if it is presented well [150]. Furthermore, as data
and tasks become more complicated, there is a need to make sense of complex, conflicting,
and dynamic information. This need has provided the impetus for new visual analytics tools
and technologies that combine the strengths of visualization with powerful data analysis and
innovative interaction techniques [[139].

In this chapter, we provide an overview of the information visualization and visual analyt-

ics fields. The definitions, processes, and models noted here serve to facilitate understanding
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and analysis of various works in the literature that we discuss in the next chapter on visual

exploration of text collections.

2.1 Information Visualization

2.1.1 Overview

As data availability is both an invaluable source of knowledge and a challenge in terms of
obtaining such knowledge, there is a need for applications that can support comprehension
of such data. Most comprehension relies on, among others, our ability to visualize, and this
ability is known to be “almost synonymous with understanding” [24].

The field of data visualization is, in general, concerned with the research and develop-
ment of graphical representations of data. Visualization is defined as “the use of computer-
supported, interactive, visual representations of data to amplify cognition”, and there are

six major ways in which visualization can amplify cognition [12]:

e By increasing the memory and processing resources available to users.

By reducing the search for information.

By using visual representations to enhance the detection of patterns.

By enabling perceptual inference operations.

By using perceptual attention mechanism for monitoring.

By encoding information in a manipulable medium.

The fact that our cognition can be amplified by visualization is important, as while the
amount of data to be processed can increase exponentially over time, our working memory
and cognitive capabilities do not. It is also worth noting that, similar to computation, whose
purpose is insight, not numbers [52]], the purpose of visualization is insight, not pictures
[12]]. Insights obtained from data can play a pivotal role in the discovery, decision making,

and explanation processes [[12]]. To enable users to obtain insights from data, graphical means
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are used to bring a large number of data objects into view, revealing patterns and relationships
that would otherwise be hard to detect.

As visualization is concerned with different data types, pioneering researchers have pro-
posed a classification scheme to divide works within this field into scientific visualization and
information visualization [12]. This distinction is based on the type of data: physical and
non-physical data. Physical data are inherently geometrical and their visual representations
tend to be based on real-world objects, such as the earth, the human body, molecules, ter-
rains, fluid flow around a surface, etc. [12]. Visualizations that show abstractions of physical
data based on 3D representations of real-world objects are commonly referred to as scien-
tific visualizations [12]]. The key goal in scientific visualization is to mimic these objects
“as faithfully as computationally feasible” [139], and to make “atomic, cosmic and common
three-dimensional phenomena” visible and comprehensible [[120]. Scientific visualizations
are hence regarded as tools to enable scientists to handle large collections of physical data
and to enhance their ability to identify phenomena within the data [89]. Meanwhile, non-
physical or abstract data, such as financial and business data, or collections of documents, do
not have any known spatial representations and hence require mappings to visual representa-
tions that are suitable for human interpretations. The second branch of visualization, called
information visualization, refers to “visualization applied to abstract data” [12]. Research
and development within the information visualization area focus on the design of visualiza-
tions that can help users formulate hypotheses, or reveal unexpected properties such as pat-
terns, clusters, gaps, outliers, etc. from huge amounts of abstract data [12]. The widespread
use of information visualization in many application domains and mainstream media outlets,
such as the New York Times, etc. has indeed proved the prediction that “information visual-
ization will pass out of the realm of an exotic research specialty and into the mainstream of
user interface and application design” [12].

It is important to note that even though such a classification of visualization into two sep-
arate subfields of scientific visualization and information visualization has commonly been
used within the visualization research community, it is not without limitations. For instance,
in [105] many researchers in the field acknowledge that this simple, widely-known classifica-

tion scheme is vague and might be problematic and confusing in certain cases. For example,
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many data sets are scientific in nature and yet not physically based and hence not inherently
geometrical, such as experimental results in chemistry or biology. Notably, Munzner puts
it succinctly: “The current names are rather unfortunate accidents of history: scientific vi-
sualization isn’t uninformative, and information visualization isn’t unscientific” [105]. The
distinction between the two directions of visualization research is thus eventually determined
by “whether the spatialization is given or chosen” [[103]. Despite its limitations, this simple
classification scheme still continues to be used in the field, most visibly in the separations
of research works presented at VisWee which is a well-respected forum for advances in
visualization, into scientific visualization works at the IEEE Visualization conference and
information visualization works at the IEEE Information Visualization conference. In sum,
it is useful to understand the historical context of the classification scheme that is being used
within the visualization field and the semantics of its subfields’ names.

In what follows, we will present some of the core aspects of information visualization
that play a key role in the design of visualization applications, based on seminal works in the

field.

2.1.2 A Task by Data Type Taxonomy of Visualization Techniques

In order to classify different types of existing visualization prototypes (up to 1996), Shnei-
derman proposed a Task by Data Type taxonomy in [[120] . This taxonomy focuses on ex-
amples of tasks that are performed on visualizations of the seven data types: 1-dimensional,
2-dimensional, 3-dimensional, temporal, multi-dimensional, tree, and network data. A sum-

mary of this taxonomy is as follows [120]:

e 1-dimensional data: This type includes text-based data such as textual documentﬂ
software source code, etc. Design issues related to visualizations of this data type
may be concerned with decisions on font types, font sizes, colors, and how to show
an overview of the text, how to filter out uninteresting items. Potential tasks to be per-

formed on visualizations of 1-dimensional data might be identifying relevant sections

http://visweek.org/ - Last access date: 2 March 2012

2The view taken here of documents is that they are sequences of characters, i.e. more presentation-oriented.
This is different from the more common content-oriented view of documents as vectors in a vector space model
discussed in the next chapter.
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containing certain terms or having some structural properties (e.g., section heads) or
filtering for lines of code that were updated most recently. It is worth noting that some
visualizations of these data may involve transforming from one data type to another,
such as from 1-dimensional text data to data in a multi-dimensional space, which can
subsequently be reduced to a representation in a 2-dimensional or 3-dimensional space

by dimensionality reduction techniques.

2-dimensional data: This type includes planar or map data such as geographic maps,
floor plans, or resulting data from dimensionality reduction of higher dimensional data.
User tasks involved with 2-dimensional data include finding adjacent items, paths be-

tween items, and other common tasks such as counting, filtering, etc.

3-dimensional data: This type of data is usually related to physical objects with vol-
umetric properties such as buildings, human bodies, objects in astronomy, etc. There-
fore, 3-dimensional data are mostly dealt with in scientific visualization research and
development. User tasks involving 3-dimensional data might include investigating if
there are outliers, patterns, anomalies within the data. Well-known challenges associ-
ated with visualization of 3-dimensional data are the occlusion of visual objects and
the difficulty for users to understand their current position and orientation within the

visual space.

Temporal data: Temporal data play a key role in many application domains, such as
the financial or medical fields. Timelines are widely used to visualized temporal data.
Examples of user tasks with temporal visualizations include identification of peaks and

valleys, or correlations among data items.

Multi-dimensional data: Data from relational or statistical databases can be conve-
niently manipulated as multi-dimensional data. A data tuple with » attributes is treated
as a data point in a n-dimensional space. Visualizations of multi-dimensional data can

help users in finding patterns, clusters, correlations between pairs of variables, etc.

Tree data: Data of this type include items in which each has a link to its parent, except

for the root. User tasks on tree data usually involve studying the structural properties
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of the tree representation.

o Network data: This type of data represents relationships between a data item and
an arbitrary number of other data items. Examples of users tasks on visualizations of
network data might be identifying the shortest or least costly paths between two data

items.

2.1.3 Reference Models for Visualization

Creating an effective visualization from raw data is inevitably a challenging task. For
this reason, there have been various seminal works to formally characterize elements and
processes involved in the creation of a visualization. In this section, we report on notable
models well-known in the literature. Despite many technological advances in terms of how
data are gathered, stored, and processed, an understanding of these models would be help-
ful for visualization designers and for researchers in building and comparing visualization
applications or techniques.

In [12], Card et al. propose a reference model for visualization, as shown in Figure 2.1]
The goal of this reference model is to simplify the discussion of information visualization
systems and to make it easy to compare and contrast them. In this section, we summarize

the important processes and elements involved in this reference model.

Data Visual Form
o~ [\ [\, Users
Raw Data » Data Tables Visual Structures > Views .
with Tasks
Data Visual View
Transformations Mappings Transformations

0\

Human Interaction

Figure 2.1: Card et al.’s reference model for visualization [[12]

e Data Transformations: Raw Data — Data Tables

As illustrated in Figure [2.1] the starting point of building a visualization is to process

the raw data. This task is concerned with performing data transformations to convert
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data from the original format into one that is suitable for visualization. For instance,
raw data can be from spreadsheets, log files, text documents, etc. They usually need
to be transformed into data tables representing a set of relations that make it easier to

map the data to visual forms.

A data table consists of tuples placed into rows, while variables are placed into columns.
Tables of data are also called “cases by variables arrays”. An advantage of using data
tables is that they clearly show the number of variables associated with the data. Data
tables with many variables are called multivariable data tables. Hence, multidimen-

sional visualizations are those designed to encode multivariable data tables [12].

Variables can be of the following types:

— Nominal, e.g., people names, music genres.
— Ordinal, e.g., the four quarters in a year.

— Quantitative, e.g., ages. This type of variable can have special subtypes, such
quantitative spatial for intrinsically spatial variables that are common in scien-
tific visualization and quantitative geographical for spatial variables representing

coordinates.
— Temporal, with quantitative temporal variables such as minutes, hours, etc. and

ordinal temporal variables such as days of a week.

The transformation from raw data to data tables usually involves a loss or gain of
information [12], e.g., cleansing of irrelevant data, fixing errors and missing values,
and adding derived values. Data transformations can be classified into the following
four types [141]:

— Values — Derived Values

— Structure — Derived Structure

— Values — Derived Structure

— Structure — Derived Values
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For detailed examples of these types of data transformations, interested readers are

referred to [[12]].

Visual Mappings: Data Tables — Visual Structures

Even after data transformations, the underlying data structures tend to be neither acces-
sible nor intuitive to users. As such, once raw data have been transformed into tuples
in data tables, they need to be mapped onto visual structures, whose role is to augment

“a spatial substrate with marks and graphical properties to encode information” [12]].

Unlike scientific visualization, in which data correspond directly to physical objects
with clear visual structures, in information visualization, data are abstract and hence it
is important for visualization designers to choose visual structures that are suitable to
convey the nature of the data. Good visual mappings are those that preserve the data,
effective mappings are those that are fast to interpret, convey more distinctions or lead

to few errors [83]].

To choose appropriate visual structures for a visualization, it is worth taking into con-
sideration some basic aspects of human perception. Previous research has shown that

visual information can be processed in two different manners [[12]:

— Controlled processing: The processing is detailed, slow, conscious, serial, low

capacity and can be inhibited.

— Automatic processing: The processing is fast, high capacity, superficial, parallel,

unconscious, and characterized by targets popping out during search.

Given these two different ways in which visual information is processed, data from
tables should be encoded using visual structures which have features that can be auto-
matically processed as much as possible by human perception. In [6], Bertin identifies
a set of retinal properties, to which the retina of the eye is sensitive. The six basic prop-
erties are: size, value, texture, color, orientation and shape, as illustrated in Figure[2.2]
(from [91]). The 2-dimensional plane is at the center of the illustration to emphasize

the important role of the position where these elements can be placed.
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Figure 2.2: Bertin’s Retinal Properties [6, 91]

A more recent research work [54] has identified a larger set of visual features that can

be pre-attentively (automatically) processed, as shown in Table

Number Terminators Direction of Motion
Line orientation Intersection Binocular Luster
Length Closure Stereoscopic Depth
Width Color 3D Depth Cues
Size Intensity Lighting Direction
Curvature Flicker

Table 2.1: Visual features that can be pre-attentively processed [54]].

It is worth noting that there might be interactions among the visual codings of in-
formation. The Gestalt principles are a collection of some well-known interactions,
which provide insights about basic perceptual phenomena that are valuable for en-
coding information. These principles are summarized here based on [150] (for visual

illustrations, see [150]):

— Proximity: Visual elements that are close together are perceived as belonging to
a group. Therefore, a simple way to highlight the relationships between elements
is to position them in proximity in a display.

— Similarity: Visual elements that are similar, e.g., in color, shape, size, texture,
orientation, value, tend to be grouped together. Hence, related elements should

have resembling looks.
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— Connectedness: A relationship is usually perceived to exist between visual ele-
ments that are connected by lines. Therefore, lines are a powerful visual feature

to emphasize relationships in a visualization.

— Continuity: Visual elements that are near to each other tend to be grouped to-

gether if they are connected by straight or smoothly curved lines.

— Symmetry: When two visual symmetrical elements are placed close together, they
tend to be perceived as forming a new element as a whole. In addition, symmetry
is helpful to design visualizations supporting comparison of visual elements, by

arranging them using vertical symmetry.

— Closure: A close contour is usually perceived as an object and also there is a ten-
dency to visually close contours with gaps in them. Contours are also helpful to
indicate segmentations, as the area within a closed contour tends to be considered

separated from the area outside of the contour.

— Relative size: Smaller components of a pattern are usually perceived as objects

while the bigger part tends to be thought of as a background.

— Common fate: Visual elements that move in the same direction tend to be grouped
together. This principle is therefore helpful to visualize groups of related ele-

ments.

Apart from the Gestalt principles above, there are also other basic principles for devel-

oping effective visual representations [92, [139]:

— Appropriateness principle: Visual representations should provide neither more
nor less information than required for the task at hand. More information than

necessary might distract users or make tasks more difficult.

— Naturalness principle: Visual representations should closely match the informa-
tion being presented. Artificial visual metaphors that do not match users’ cogni-

tive model of the information might hinder understanding.

— Matching principle: Visual representations are most effective when they match

the task.
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The existence of many principles suggests the importance and the challenging na-
ture of selecting the right visual representation for data to support the task at hand
[139]. In fact, poorly designed visualizations might result in incorrect critical deci-
sions and great harm [139]]. A well-known example of the significant consequences of
not choosing the right visual representation is the Space Shuttle Challenger incident.
In this incident, a recommendation to launch the space shuttle in cold weather was
made. Part of the reasons for this recommendation was related to a diagram showing
the O-ring damages in previous temperature conditions. Unfortunately, this diagram
did not make it immediately visible that there was a clear pattern for failures at low
temperatures, which eventually led to the uninformed recommendation [140]. A full

report on this incident is available on the We

e View Transformations: Visual Structures — Views

Once the visual structures are identified, view transformations generate views from
these structures by setting graphical parameters. There are three common types of

view transformations [l12]:

— Location probes: This kind of transformation involves users interacting with a
location in a visual structure to reveal additional information. For instance, in
a scatterplot, users can click on any dot to see additional information about the

corresponding visual element.

— Viewpoint controls: These controls include zooming, panning, clipping the view-
point, dynamic queries, etc. They are useful transformations in that they enable
users to have different choices of points of view over the data being presented or
to focus on a particular subset of visual elements by filtering out those that are

not of interest.

— Distortion: This transformation is usually used to create a focus+context visual-
ization. In this kind of visualization, only a portion of the visualization is shown

in a large size with all the details so that users can focus on, while the rest of the

3http://science.ksc.nasa.gov/shuttle/missions/51-1/docs/
rogers—commission/table-of-contents.html
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visualization is shrunk to keep the context.

Apart from the elements and processed discussed above, two opposite directions stand out
in the reference model in Figure 2.1} The direction from left to right in the model illustrates
a series of (possibly chained) transformations from raw data to users, while the one from
right to left indicates the involvement of human interactions to adjust these transformations.
There are many possibilities for human interactions, such as direct manipulation of views to

re-arrange visual elements, or dynamic queries to filter out irrelevant items.

VALUE
STAGE
OPERATOR

DATA
TRANSFORMATION

ANALYTICAL -ﬁN;_IL_II;I(E:AL
ABSTRACTION OPERATOR

TRANSFORMATION

| VISUALIZATION ]

v
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VISUAL MAPFING
TRANSFORMATION

VIEW STAGE
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Figure 2.3: The Data State Reference Model [18]

It is also worth mentioning a related reference model for visualization proposed by Chi
in [18, [19]], called the Data State Reference Model. The motivation of his work is best de-
scribed as: “researchers have attempted to construct taxonomies of information visualization
techniques by examining the data domains that are compatible with these techniques. This
is useful because implementers can quickly identify various techniques that can be applied
to their domain of interest. However, these taxonomies do not help the implementers under-

stand how to apply and implement these techniques” [18]]. In this context, Chi proposes the
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Data State Reference Model, as shown in Figure A brief summary, based on [[18]], of the
stages, processing steps and within stage operators within this model is as follows.

The Value stage corresponds to raw data and the Data Transformation step generates or
extracts some form of Analytical Abstraction from the value. Here Analytical Abstraction
refers to information about data, and plays the same role as Data Tables in the reference
model proposed in [12]. The Visualization Transformation step takes an analytical abstrac-
tion and converts it into a visualization abstraction, which is content visualizable on a display.
Here the visual abstraction stage is similar to visual structures and the Visual Transformation
step resembles the Visual Mappings in Card et al.’s model. The Visual Mapping Transforma-
tion step, which corresponds to the View Transformations in Card et al.’s reference model,
takes information that is in a visualizable format and shows it in a graphical presentation
/ view. In addition, within each Data Stage, there is an operator that does not change the
data structures. This reference model has been relied upon in the design of well-known

visualization toolkits, such as prefuse [61].

2.1.4 Visual Information Seeking Process

While the reference models discussed above are helpful in understanding various ele-
ments and processes involved within information visualization systems, it is also important
to take into account how users employ such systems to meet their information needs. In this
context, Shneiderman proposes the Visual Information Seeking Mantra, which provides a
useful guidance to start the design of visualization applications. The mantra focuses on tasks
that should be supported in such applications and is stated as follows:

“Overview first, zoom and filter, then details-on-demand” [120].

e Overview: This task involves getting an overview of the whole collection so that users
can have a high-level understanding of the data. As collections tend to contain a large
number of data items, it is necessary to make use of additional mechanisms to support
users in making sense of the data. Two commonly used strategies are overview+detail
and focus+context. The overview+detail strategy involves using an adjoining view as

the detail view and there is a movable field-of-view box to adjust the contents of the
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detail view. The focus+context strategy combines the overview and detail views in
one single view, and one or more focus areas are magnified while the rest helps users
relate to the entire collection. Fisheye distortion [43], for example, is a well-known

focus+context technique.

e Zoom: Zooming in is helpful for users to focus on a particular portion of the overview
display. Therefore, there should be an easy way for users to control the zoom focus

and the zoom factor.

o Filter: Filtering helps to remove items that are not of current interest. Techniques such
as dynamic queries [[1] or direct manipulation of data can be used to support users in

this task.

e Details-on-demand: Once users have zoomed in and filtered out unwanted items, they
might need to see the details of a particular item among those left. Therefore, it should

be made easy for users to select an item and get all of its details on demand.

While the design of visualization solutions is concerned with many other elements, such
as users, tasks, etc., this mantra has been considered useful as a basic guidance in many
visualization applications, including ours.

A more in-depth treatment of information visualization as a field is beyond the scope
of this section. Interested readers are referred to publications such as [12, [150] for more
thorough discussions. In the next section, we move on to describe basic aspects of the Visual

Analytics area.

2.2 Visual Analytics

2.2.1 Overview

Advanced data analytics is a critical tool when dealing with such large volumes of data
and complex domains that human perceptual and cognitive capabilities as well as visualiza-
tion technologies cannot scale to the necessary level of complexity. Such an approach of

only using data analytics tools is feasible when a problem can be represented in a form that
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computer software can handle [71], for instance, market basket analysis from sales data to
identify relationships between commodity items based on consumer buying behavior. On the
other hand, there are problems that call for complex human judgments and interpretations
that are often difficult or impossible to formally specify for computer software to tackle,
such as identifying anomalies within the data. This is the class of problems that information
visualization can help solve. However, there are other problems that require a combination
of contributions from both advanced data analytics and human judgments [71]]. For instance,
network management systems need to deal with a large amount of data which keep increasing
at regular intervals. A visualization cannot display all the available data and hence requires
automated data analysis to narrow down the search space. Visual inspection, human judg-
ment, and domain knowledge are then employed to discern network attacks from normal
traffic [[71]. Visual analytics is the kind of tools that can be used to address such problems,
whereby visualization is the medium of a semi-automated analytical process, and humans
and machines contribute their distinct capabilities together to produce analytical outcomes
[70].

Visual analytics is defined as “the science of analytical reasoning facilitated by inter-
active visual interfaces” [139]]. The goal of visual analytics is the creation of tools and

techniques to support users in:
e Synthesizing information and deriving insights from data.
e Detecting the expected and discovering the unexpected.
e Providing timely, understandable, and defensible assessments.
e Communicating assessments effectively for action.

From another point of view, visual analytics is considered as follows: “Visual analyt-
ics is the formation of abstract visual metaphors in combination with a human information
discourse (usually some form of interaction) that enables detection of the expected and dis-
covery of the unexpected within massive, dynamically changing information spaces. It is
an outgrowth of the fields of scientific and information visualization but includes technolo-

gies from many other fields, including knowledge management, statistical analysis, cognitive
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science, decision science, and others. This marriage of computation, visual representation,
and interactive thinking supports intensive analysis. The goal is not only to permit users to
detect expected events, such as might be predicted by models, but also to help users discover
the unexpected - the surprising anomalies, changes, patterns, and relationships that are then
examined and assessed to develop new insight.” [24].

It is worth emphasizing that visual analytics research is highly interdisciplinary and in-
tegrates a number of research areas, as illustrated in Figure 2.4} As an interdisciplinary
field, in many cases visual analytics research requires a team of researchers from different
areas to work on specific problems using the expertise from their specific fields [70]. This

collaboration across disciplines is likely to bring about two kinds of benefit:

e Collaborative efforts in solving common problems might result in better innovations

locally within each discipline, in a more efficient way.

o Integrating relevant results from each of the involved disciplines might lead to signifi-

cantly improvements in many data analytics application.
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Figure 2.4: The integration of different scientific disciplines in visual analytics [70]].

With these characteristics, visual analytics solutions are thus able to potentially turn the
information overload and anxiety problems into opportunities. This can be achieved by en-
abling decision-makers to “combine their flexibility, creativity, and background knowledge

with the enormous storage and processing capacities of todays computers to gain insight into
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complex problems” [[13]]. As aresult, visual analytics is employed in a wide range of applica-
tion areas including astrophysics, monitoring climate and weather, emergency management,
business intelligence, etc.

As the amount of data that visual analytics solutions have to process can be large, one of
the most critical challenges in this area is to deal with the scalability issue. The following

five major types of scalability issue in visual analytics have been identified [[139]:

e [Information scalability: This issue refers to the capability to extract information from
data streams. Dealing with information scalability issues requires methods to filter
data, techniques to “represent data in a multi-resolution manner”, and ways to abstract
away the data sets. In addition, there is also a need to address the dynamics of changing

data.

e Visual scalability: This issue refers to the capability of visual representation and vi-
sualization tools to effectively display large data sets, in terms of either the dimension
or the number of individual data elements [36]. Addressing this issue will require
research into many factors such as: the perception capabilities of the human cogni-
tive system, the visual metaphors used to represent data, the interaction techniques

available to users.

e Display scalability: Typically, information visualization and visual analytics solutions
are aimed at displays on personal computing devices such as desktops and laptops. As
data grow and usage scenarios become more diverse, there is a need to take into con-
sideration how those solutions can be flexibly used in large, multiple public displays

or small displays such as tablets, smart phones, etc.

e Human scalability: As some problem domains are complex, and hence require a col-
laborative effort from a team of experts, visual analytics solutions might need to ac-
commodate not just a single user usage but rather a collaborative environment. Re-
search and development in visual analytics will need to not only support collaborations
between users at the same venue, using a large tabletop display for instance, but also

cater to users participating from many different locations.

27



e Software scalability: This important issue refers to the capability of software systems
or algorithms to deal with or enable users to interactively manipulate large data sets.
Development and maintenance costs are also of concern especially as data keep grow-

ing.

In the following sections, we will discuss key aspects of visual analytics including: the
analytical reasoning process, the visual analytics process model, and lastly, the differences

between visual analytics and information visualization.

2.2.2 Analytical Reasoning
The Analysis Process

Analytical activities are carried out to obtain judgments about important issues based on
available data, which might be from different sources. At a high level, the analysis process

typically consists of the following phases [139]]:

e Planning: As a start, analysts need to figure out how to address the issues at hand,
what resources to use and how much time should be allocated to each smaller aspect

of the main issue.

e Information gathering: From the available data, analysts filter for relevant information
which can be used as evidence later, become familiar with it and incorporate their own

expert knowledge into it.

e Reasoning: From their best understanding of the relevant information, analysts gen-
erate various candidate explanations or findings, usually by formulating hypotheses.
These hypotheses are then validated based on the evidence, together with analysts’

knowledge and any assumptions made, to reach conclusions.

e Documentation: All judgments made by analysts are documented in reports that sum-

marize the chains of reasoning and the analytical outcomes.

Due to the complexity of available data or the issue at hand, the analysis process is usually

done iteratively and collaboratively.
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Analytic Discourse

The analysis process described above highlights the different phases involved in reaching
judgments from available data using chains of reasoning. Of importance within this process
is the analytic discourse, which is “the technology-mediated dialogue between analysts and
their information to produce a judgment about an issue. This discourse is an iterative and
evolutionary process by which a path is built from definition of the issue to the assembly of
evidence and assumptions to the articulation of judgments.” [139].

It is therefore important that visual analytics solutions be designed in such a way that
they can effectively support the analytic discourse involved. To achieve this goal, Thomas

and Cook argue that the following aspects should be considered [139]:

e Analysis as an iterative and non-linear process: Apart from gathering information
to serve as relevant evidence for making judgments (also called convergent thinking),
analysts also need to think creatively to make sure that other alternatives are not over-
looked (divergent thinking). In addition, analysts might also need to consider the
broader context of an issue and examine other candidate explanations or data. This

activity is also known as controlled broadening checks.

e Actively considering competing hypotheses: Key to the reasoning activity is the ac-
tive awareness of competing ideas for the issue being investigated. Therefore, it is
important that visual analytics tools facilitate analysts in keeping different candidate

explanations active.

e Enumeration and testing of assumptions: Making and testing assumptions are im-
portant parts in the reasoning process. As such it is necessary to support analysts in
expressing them in an explicit representation. Doing so will also help with reviewing

the final judgments in a more complete context.

o Communication of analytical outcomes: Once analysts have reached conclusions about
an issue in question, they will need to articulate and defend their assessments or fore-

cast in ways that meet the needs of the recipients. Visual analytics solutions therefore
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should support analysts in conveying judgments, evidence, degree of certainty, and any

other alternatives.

An analysis session is hence a dialogue between analysts and the data, whereby visual-
izations serve as a view into the data and interaction techniques facilitate the dialogue [[139].
While most attention has been paid to the design of visual representations, interaction with
data does not receive as much focus, despite its important role in visual analytics. There-
fore, apart from the three primary uses of human interaction in visualization in the reference
model (Figure proposed by Card et al. [[12], Thomas and Cook add a fourth use for in-
teraction, which is for human-information discourse, whose mechanics vanish into the flow
of problem solving. Interactions for human-information discourse facilitate processes such
as comparing and categorizing data, extracting and recombining data, creating and testing

hypotheses, and annotating data [[139].

2.2.3 A Visual Analytics Process Model

To provide a high-level overview of the elements and processes involved in a visual an-

alytics solution, Keim et al. propose a Visual Analytics Process Model [72]], as shown in

Figure[2.5]

Visual Data Exploration

User Interaction
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/

Feedback loop

Figure 2.5: Keim et al.’s Visual Analytics Process Model [72]]
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Within this model, the visual analytics process involves a tight coupling of automated
data analysis and visualization methods with human interaction in order to gain insights
from data. The first process is data transformation, which prepares data in suitable forms
for further use. Typical preprocessing tasks include data cleansing, data normalization, data
integration, etc. It is worth noting that raw data are not necessarily the only input into the
visual analytics process. Human knowledge, if available, can also be employed given that a
suitable knowledge representation is at hand.

Once raw data are transformed into appropriate representations, they can either be directly
mapped into a visualization or be processed by data analysis algorithms to build models.

If automated analysis is done first, data mining methods are used to train models from
the data. Depending on the application domains, parameter refinement may be necessary to
select the most suitable model. For this purpose, visualizations can help by showing visual
representations of models, and hence might lead to user interactions with model parameters
if necessary. The interactions between visualizations and data analysis methods is considered
as “characteristic for the visual analytics process and leads to a continuous refinement and
verification of preliminary results” [[12].

If a direct mapping from data to visualizations is carried out first, analysts can interact
with the visualizations to explore their data. It is via these interactions that analysts obtain
insights. For instance, they can zoom into areas of interest, or filter out irrelevant items, in
order to form hypotheses on the data. Then data analysis methods might be employed to
confirm the validity of those hypotheses to obtain insights or knowledge from the data. The
knowledge obtained from early iterations of analytics activities can be incorporated into a
visual analytics application so that it can make use of that knowledge in subsequent usages
of the application.

It is worth emphasizing that while interactions with data models to adjust or refine their
parameters to obtain good models are important in many situations, the cases in which they
are applicable and whether they are effective depend, to a great extent, on the application
domains. Keim et al. identify the following factors as having influences on the proportion of

automated data analysis and visualization within a visual analytics solution [[73]]:
e Users’ cognitive capabilities.
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Figure 2.6: Effectiveness of analysis vs. degree of interaction [[73]]

These factors affect the relationship between the effectiveness of analysis and degree of
interaction, as illustrated in Figure For problem domains that are well-defined and can
be solved by automated data analysis methods (the red dashed line in Figure[2.6)), such as the
credit card approval task, user involvement might not be necessary and the effectiveness of
the analysis might decline as the degree of interaction increases [73]. On the contrary, prob-
lems such as the search for Steve Fossett’s airplaneﬂ from a large amount of high-definition
satellite images are still better solved by humans using their cognitive capabilitiess (the blue
dashed line in Figure 2.6) [71]. In other domains, problems are not well-defined from the
outset, hence they might not be solvable separately by neither automated data analysis nor
visualization. It is in those cases that a tight integration of the best of both worlds, i.e. the
computation capabilities of automated analysis methods with the humans’ cognitive capabil-

ities, might be a suitable solution (the solid curve in Figure [2.6)) [73]].

2.2.4 Visual Analytics versus Data Visualization

In comparison to data visualization, visual analytics as a research area has a much shorter

history and as a young field, it builds upon many innovations achieved in data visualization.

4http://en.wikipedia.org/wiki/Steve_Fossett
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Therefore, it is unsurprising that many find it confusing and hard to distinguish between the
two areas. While visualization is highly related to visual analytics, traditional visualization
works mainly focus on generating views/ interfaces and interaction techniques for a given
data collection, it does not always involve the use of advanced data analysis algorithms [70].

The differences between visual analytics and visualization can best be described as fol-
lows [70l]: “Visual analytics is more than just visualization. It can rather be seen as an in-
tegral approach to decision-making, combining visualization, human factors and data anal-
ysis. The challenge is to identify the best automated algorithm for the analysis task at
hand, identify its limits which cannot be further automated, and then develop a tightly in-
tegrated solution which adequately integrates the best automated analysis algorithms with
appropriate visualization and interaction techniques.”

As such, visual analytics is perceived to be most different from visualization in its focus
on data analysis from the outset and through all iterations of the sense making loop [70].
In addition, it is worth noting that within visual analytics research and development, invent-
ing novel or “fancy” visualizations is no longer the main focus. Although some problems
necessitate innovative visualizations or interaction techniques, “most of the times standard
techniques work perfectly fine for the problem at hand, because the focus is on finding the
most effective solution for the given application problem”™ [/1]]. Keim et al. suggest that the

role of visualization within a visual analytics solution is two-fold [[71]]:

e [t provides users with an interface to inspect / understand the automated process and

let them adjust it to make the best outcomes from the computation.

e [t provides an effective interface to display the results obtained from the automatic

analysis process.

Lastly, as visual analytics is still in its early stage, there are many points of view on what
it should be. In [13], Chabot, from his experience in the visualization software industry,

argues that the following are misperceptions about visual analytics:

e People adopt visual analytics primarily to see and understand massive data. While
massive data is most likely the input of a visual analytics solution, it is not necessarily

so. Visual analytics can be equally useful with small and large data.
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e People adopt visual analytics primarily to see and understand complex data. Even
simple problems/data can be solved quickly with visual analytics, sometimes even

with simple visualizations.

e People adopt visual analytics primarily to see and understand new visual paradigms.
Given the popular utility of visual analytics solutions, there is no need to promulgate
new visual paradigms if the existing proven ones are sufficient. Users should not be
required to unnecessarily learn new visual paradigms to understand the data if lines,

bars, and maps can effectively used to convey the message.

e People adopt visual analytics primarily to see and understand hidden insights. While
a visual analysis session might result in discoveries of hidden insights, it is not the
only way that users can benefit from a visual analytics solution. Most likely visual
analytics helps users save time in interactively and quickly performing tasks such as
exploring, cleaning, gaining confidence in data, summarizing it, confirming hypothe-

ses and presenting findings.

2.3 Summary

Information visualization and visual analytics are two related types of applications that
support users in data exploration. The success of information visualization and visual an-
alytics is characterized by technological advances that enable people to effectively interact
with their data to solve their analytical problems. In this chapter, we have discussed the fun-
damental aspects of both information visualization and visual analytics. In the next chapter,
we will cover a particular area of research that is at the core of this thesis, namely visual

exploration of text collections.
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Chapter 3

Visual Exploration of Text Collections

Text data are pervasive, they come from news articles, business reports, scientific pub-
lications, legal documents, patents, customer reviews on e-commerce sites, user-generated
contents on social media sites like Twitter and Facebook, etc. Given a large collection of text,
the effort required to analyze and consume it could be tantamount to a cognitive challenge
for users. For instance, in [155], Wise gives an example of the challenge of dealing with
information in textual form within the intelligence analysis domain: “it is not unreasonable
for 30,000 documents to cross the electronic desk of an analyst every week. There is no way
that a person could read, retain, and synthesize even one-half of 1% of these.”. The inherent
categorical and multidimensional nature of the text data type [59] makes such challenge a
significant one for expert analysts and casual users alike. Considering its broad user base,
there has always been a need to devise efficient techniques to store, process, retrieve and
analyze unstructured text within document collections, as well as interactive tools to support
both casual users and expert analysts in navigating and making sense of such a large amount
of text data.

In this context, visual text analytics tools and techniques can provide users with the much
needed support to overcome the cognitive challenge associated with exploring and under-
standing text data. More formally, visual text analytics refers to information analysis tech-
niques that enable knowledge discovery from text data via the use of interactive graphical
representations [107]]. Text visualization is a core element within a visual text analytics so-

lution. While the term “text visualization” may refer to techniques used to visualize both
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structured and unstructured features of textual data, it is most commonly associated with
techniques for displaying the “semantic characteristics of the free-text components” of doc-
uments [107]], which is also the focus of this thesis. Text visualization technologies support
our knowledge work in the form of “computer-assisted knowledge discovery” to augment
our ability to understand and utilize the wealth of information available to us [107]. These
technologies enable users of visual text analytics systems to explore multiple dimensions of
the document space on an ad hoc basis to derive new knowledge in the form of relationships
described by various aspects of documents [107].

In this chapter, we highlight existing works which support visual exploration of text
collections. Since in our work we rely on Shneiderman’s well-known visual information-
seeking mantra: “Overview first, zoom and filter, then details-on-demand” [120], we also
use it here to relatively organize works in the literature. It is worth noting that many visual
text analysis applications do provide all the interactions suggested by the mantra, however,
here we use the mantra to loosely separate works in the literature based on their most promi-
nent goal, be it providing an overview of the whole collection, or supporting filtering tasks
or helping users investigate documents individually in detail. In what follows, Section [3.1
and Section [3.2] are about approaches to providing an overview of the whole text collection.
In Section [3.1], we discuss research efforts to provide users with an overview of a document
collection via dimensionality reduction methods. In Section[3.2] existing works on providing
an overview of a collection based on a knowledge structure are highlighted. In Section [3.3]
we move on to visualizations supporting filtering tasks on text collections. In Section[3.4]and
Section we cover works that enable users to see the details of individual documents on
demand: Section|3.4{reports on tools for visual analysis of document structures and term dis-
tributions while Section [3.5|touches upon tools for visual concordance analysis. In addition
to the works that can be separated as above, we also provide an overview of tools supporting
exploring a more specific type of text collections, i.e. time stamped collections, including:
visual trend analysis of text in Section [3.6] visual analysis of text streams in Section
Even though these two research directions are not within the scope of this dissertation, we
are interested in them in future work. Finally, we also discuss other noteworthy approaches

in the field in Section[3.8]
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3.1 Visual Analysis of Text Collections via Dimensionality

Reduction Methods

One of the main challenges in visualization of text is that, compared to the physical space,
the document space is much less clearly defined in aspects such as its dimensionality (what
should be used as dimensions in this space, e.g., words, concepts, etc.), its measurement
(what values each document should have in each of the chosen dimensions, e.g., word fre-
quencies, binary weights, etc. and how we can measure the distance between two documents
in this space) and its semantic relationship (e.g., documents that are in close proximity to
each other in this space may be considered similar in terms of their contents), and these
aspects mostly depend on text processing approaches [82].

Given that the main goal of visual text analytics is to support users in gaining an under-
standing or insights from a collection of text, research in this field is built upon outcomes
from various other inter-related fields, such as statistics, natural language processing, infor-
mation retrieval, etc. Toward this goal, a significant body of work in visual text analytics
deals with generating summary representations of large document collections to illustrate
their topical contents and inter-document similarity structures. This particular direction of
research is usually referred to as “semantic mapping” [107)]. For this purpose, a number
of computational methods have been developed to characterize and summarize the semantic
structure of a document space in order to graphically depict the overall conceptual structure
of a text collection in a 2D or 3D display [107].

Most text visualization methods for semantic mapping are developed based on vector
space models [111] of text collections [[107]. In these models, each document is represented
by a vector, whose components correspond to weights of terms in the vocabulary, and can be

any of (and not limited to) the following options, depending on the design of an application:
e Binary weights: the weight of a term is 1 if it appears in a document, and O otherwise.

e Frequency-based weights: the weight of a term is the number of times it appears in a

document.

o TEIDF-based weights: the weight of a term is based on both the number of times it
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appears in a document and the number of documents containing that term.

A document collection as a whole can then be represented as a collection of vectors, or
more commonly a term-document matrix. For any text collection of a considerable size,
the number of unique terms can be rather large, which results in a term-document matrix
of significantly high dimensions. In addition, this term-document matrix is often sparse, as
only a limited number of unique terms from the vocabulary appear in each document. These
unavoidable issues are commonly known as the “curse of dimensionality” and the “empty
space phenomenon” [63]]. While this representation is perfectly suitable for information
retrieval, it is not so for text visualization [[155]]. This term-document matrix cannot be
visualized as is because it would not be easily comprehensible for users.

In addition, there is no obvious visual representation of the document space, and hence
a perceived organization is only created via mappings from the document space to a two-
dimensional [82]], or in some cases, 3-dimensional display.

These issues necessitate research into dimensionality reduction methods. The key goal of
such methods is to map each document from a high dimensional space into a lower dimen-
sional space (typically a 2 or 3 dimensional space for ease of interpretation) in such a way
that relationships between documents in the original space are preserved as much as possible
in the new space.

In this section, we briefly describe some of the well-known dimensionality reduction
techniques and highlight some examples of visualization tools and prototypes that employ

them.

Principal Component Analysis (PCA) and Latent Semantic Indexing (LLSI) Principal
Component Analysis [67]] and Latent Semantic Indexing [44] are non-parametric methods
that are used in data / text analysis to obtain an approximation of the original term-document
matrix in a lower dimensional space. Technically, the goal of both approaches is to identify
the most meaningful, linear combination of basis of the original space to re-express a data
set, which can help to filter out the noise and reveal the underlying structure of that data set
[L18].

Given an m X n matrix X (m is the number of terms used as dimensions, # is the number
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of documents), its covariance matrix is considered to identify the noise and redundancy in
the data. In this covariance matrix, large values of diagonal terms correspond to interesting
structure, and large magnitudes of off-diagonal terms indicate a high redundancy [118]]. The
Principal Component Analysis approach selects as principal components the ordered set of m
orthonormal eigenvectors of the covariance matrix. An application can then choose the first
p eigenvectors from this ordered set to be used as the basis of a new, reduced dimensional
space. It is expected that the variance along these few principal components (even when p is
much less than m) can provide a characterization of the complete data set [118].

Similar to Principal Component Analysis, the Latent Semantic Indexing (LSI) [44] ap-
proach also finds the dimensions of greatest variance that cross-cut the term dimensions
[107]. In LSI this is done via singular value decomposition (SVD), in which any n x m matrix
A can be decomposed into three matrices: A = U YV’ , whereby U and V are orthonormal
and represents the rows and columns of A respectively and )’ is a diagonal matrix whose
elements are a rank-ordered set of singular values. The number of non-zero elements in Y,
is the rank of A. To transform the original matrix A to a new matrix in a lower dimensional
space, we can truncate the diagonal matrix )’ to retain just the top k singular values, resulting
in a matrix Ay such that: Ay = Ug ) VkT. The matrix Ay is the best possible k-dimensional
match to the original matrix [107].

Despite their potential in revealing underlying structures in a data set, Principal Compo-

nent Analysis and Latent Semantic Indexing are not without limitations, such as:

e These linear transform approaches only aim at removing second-order dependencies
in the data. However, this is insufficient at revealing all structures in the data if higher
order dependencies exist between the variables [118]], for instance data that have non-
linear structures such as clusters of arbitrary shapes or curved manifolds [98]. This

limitation has led to research on non-linear or kernel Principal Component Analysis.

e These approaches are computationally intensive and also require a complete re-calculation

when new elements are added into the data set.

In terms of applications, Storylines [[161] is an example of visualization applications that

enable exploration of document collections as a result of latent semantic analysis. Figure
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3.1 shows an overview of a semantic network of terms within the fourth latent semantic
dimension in the 2006 VAST contest data set. Each node represents a term and its size
represents its contributions to the latent semantic space (c.f. [161] for more detail on the
contribution calculation). Links between nodes depict how similar they are in terms of their

contributions to the top 100 latent dimensions [161]].
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Figure 3.1: An overview of a semantic network of terms within a selected dimension (fourth)
in the 2006 VAST contest data set in Storylines [161]].

It is worth noting that for different data sets and types of analysis, it is important to
determine appropriate parameters when using latent semantic analysis. To support analysts
and programmers in understanding the impact and sensitivities of parameters in their models,
there exist applications such as LSAView [23]]. The approach used in LSAView is to support
visual comparisons of the impact of parameter changes on the resulting document clustering

outputs. Interested readers are referred to [25]] for more detail on the LSAView application.
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Multidimensional Scaling (MDS) Multidimensional Scaling is a set of non-linear trans-
formation techniques to project documents (or data in general) from their original high di-
mensional space to a lower dimensional space in such a way that their salient features are
preserved as much as possible. As a result, documents that are conceptually similar are
placed close to each other in the resulting semantic similarity map [107].

In these techniques, it is important that a measure of pairwise proximity between doc-
uments (or data instances) is defined to indicate their dissimilarity. This measure can be
obtained by computing the correlation coefficients or Euclidean distances from the vector
representations of documents [63]]. The Euclidean distance between two documents i and j
in an n-dimensional space can be defined as follows (x;; is the coordinate of document i in

the dimension d):

dij= (Y] (xia —xja) )/ (3.1
d=1

There are two main subclasses of multidimensional scaling techniques: metric (or classi-
cal) and non-metric ones. The metric techniques are designed to preserve as much as possible
the pairwise input distances (or dissimilarities) in the output configuration (the more dissim-
ilar two documents are, the farther apart they will be in the lower dimensional space), while
the non-metric techniques only attempt to maintain the rank order of the distances [[107, 63]].
Metric multidimensional scaling techniques are more commonly used in text visualization
applications [[107].

There are two well-known multidimensional scaling techniques: Shepard-Kruskal algo-
rithm [78] and Sammon mapping [112]]. Given a set of documents, let d; j* be the distance
between document i and j in the original space and d;; is the distance between document i
and j in the projected d-dimensional space.

The Shepard-Kruskal algorithm [78] is a non-metric multidimensional scaling technique.
It starts with an arbitrary configuration of the targeted d-dimensional space and then itera-
tively choose a new configuration such that the set of d;; deviates as little as possible from
the monotonic ordering of the set of original distance d;;*. Kruskal was the first to define a
measure called the stress function, which measures the lack of fit between d;; and d; j* [78].

There are many variations of the stress function, the simplest version of which can be defined
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as:

1/2

Stress = (Y (dij* — di;)?) (3.2)

i<j
Given a stress function, the Shepard-Kruskal algorithm minimizes it by using an iterative
numerical approach. For a full treatment on the algorithm, interested readers are referred to
[78].
Related to the Shepard-Kruskal algorithm is the Sammon mapping [112] approach. This
is a metric multidimensional scaling approach in which an error function E is defined to
represent how well a configuration of the data points in the projected d-dimensional (d is

usually 2 or 3) space fits the original n-dimensional space. E is defined as follows [112]:

L ¢ ldy" —dyy)?

E= * *
Licjldij’l = dij

(3.3)

The Sammon mapping algorithm then proceeds iteratively to find a d-space configuration
that minimizes the error E using a steepest descent procedure. For detail of the algorithm,
interested readers are referred to Appendix I in [112]. Figure [3.2]is an example of how 188
documents in a 17-dimensional vector space are scaled into a 2-dimensional space. The
numbers in the figure indicate documents that are relevant to queries 1 to 5, and the sym-
bol D indicates the remaining documents in the collection [[112]. This graphical display is
considered as one of the earliest visualizations of text document collections as a result of a
dimensionality reduction approach [107].

The Bead system [15} [16] is also one of the fundamental works which use multidimen-
sional scaling techniques to generate semantic maps of document collections in a 3D en-
vironment. Bead employs the Force-Directed Placement (also known as gradient descent)
approach in which the differences between the distances of objects (such as documents) in
the targeted space and in the original space is minimized by spring forces. These forces
tend to pull objects that are similar but distant toward each other, and push away those that
are dissimilar and close [[14]]. Bead is worth noting here as the algorithm proposed in [14]]
reduces the running time of multidimensional scaling techniques from a typical quadratic to

a linear one by using stochastic sampling and neighbor sets (c.f. [[14] for technical details).
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Figure 3.2: Multidimensional Scaling using the Sammon Mapping technique [112]. The
numbers in the figure indicate documents that are relevant to queries 1 to 5, the D symbols
indicate the remaining documents.
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Another well-known example of visual text analytics systems employing a multidimen-
sional scaling technique is the IN-SPIRE system [156]. The text visualizations made avail-
able within the IN-SPIRE system are the 2-dimensional Galaxies view and the 3D view
called ThemeScape, as shown in Figure [3.3] The system initially used a multidimensional
scaling technique, and then anchored least stress, and finally hybrid clustering/principal com-
ponent analysis for better efficiency in mapping documents to a 2D space. It also used the
landscape metaphor in a 3D view to depict the relative prominence of different themes in a
text collection [107].

The STARLIGHT system [108], as shown in Figure employs a similar hybrid ap-
proach to the IN-SPIRE system in that it combines clustering with a multidimensional scal-
ing technique to derive a semantic similarity map of clusters of documents more efficiently.
This improved efficiency is obtained because instead of performing multidimensional scal-
ing on all documents in a collection, which is computationally intensive, the STARLIGHT
system first clusters documents into a small number of groups of thematically related docu-
ments, and then multidimensional scaling is applied to map the centroids of the clusters into
a 2D or 3D space [108]. Similarly, documents within each cluster are then mapped to a local
coordinate system. This in effect generates semantic similarity maps at multiple levels of

granularity [107].

Self-organizing map (SOM) A self-organizing map (or a self-organizing feature map)
[75.176]] is an unsupervised-learning neural network that produces a similarity graph of input
data. In the case of text documents as input data, each data instance is originally represented
by a vector of terms and a learning process automatically maps them onto nodes of a 2D grid
according to their mutual similarity. At the beginning of the training process, a set of output
nodes are randomly represented by vectors of random weights. The mapping procedure is a

recursive regression process which can be summarized as follows [75} 82]:

e Randomly pick an input vector from the data.

e Search for a node on the grid which is closest to the chosen input vector above in the
original space. The proximity is usually defined as the Euclidean distance. The closest

node is called the winning node.
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The STARLIGHT text visualization system

Figure 3.4:



e Adjust the weights of the winning node such that it is closer to the chosen input vector.

e Adjust the weights of the nodes that are neighbors of the winning node, so that nodes

within this neighborhood will have a similar weight patterns.

The above process goes through a number of iterations until it converges, i.e. the ad-
justments approach zero. The neighborhood selection in the last step needs to be defined
in a function that shrinks gradually during the process [75]. This recursive learning process
eventually turns a grid of nodes with randomly assigned weights into an orderly feature map
that reflects the structure of the input data [82]].

WEBSOM [69] is an application of the Kohonen self-organizing map algorithm to web
data. Figure[3.5]shows a zoomed-in portion of a document map generated by the WEBSOM
systenﬂ from a large document collection. The documents are in the points of the map, and
their contents can be accessed by clicking the points visible on the lowest level of the map
display.

In [82], Lin proposes an approach based on self-organizing map to support information
retrieval tasks. In addition to using a map display, the approach also uses terms as labels for
areas on the map which might help to make interpretation easier. Those labels are selected
at the end of the training process, whereby the weight of every term is compared with the
weight of every output node to select the best term for each node. Nodes that share the same
representative term are joined to generate areas on the map [82]. Figure [3.6[is an example of
a map display generated by the approach from a collection of documents in the proceedings
of the SIGIR conferences from 1990-1993. When users click on a location in the map, a list

of top 10 documents semantically related to the term representative of that location is shown

[82].

Limitations Even though dimensionality reduction methods are helpful to provide an ap-
proximation of data from a multi-dimensional space to a much lower dimensional space,

they have certain known limitations including:

http://websom.hut.fi/websom/

47


http://websom.hut.fi/websom/

"SJUAWNOOP AIOW UTBIUOD SIO[0D JYSII|
SurAey SeaIe QIOH UONI9[[0D JUIWNOOP Y} ul so1do) Ay} JO MIIAIAO ue Ip1roid s[aqe[ Ay, ‘uonsanb ur eare oy} Jo A1e[NQEI0A 10D A}
Jo sojdwrexa are yorym spoqer surejuod dewr oy, [69] waiss uonezifensia 1x3) NOSHAM Y} woly ndino jo sjdwexs uy :¢'¢ 231

9p0)) URIMO] 19N [BINAN] - UBILIOJ
(uonejodenxyg 2 uonejodiaul) uoneZI[RIaUA) - HonE[odeI)X de _ appTY

SLAN TVINAN % SHNIONH DI - sauisud

vR(] Induy Sutpoous uo uonsany) - Surpoous ” *

-asea[d seouarajal ‘uu (jurwapy I0) UurwW[y - UBWI[

Aroap JySrom - £udap ou

(ourquo ‘s159Y1 (T Ud) SeAIn)) Sururea| Sunoipald - SaAIND 3 s

oouelg ©I1S0D) '['d - ,SWISAS [BOIURYIIWOIIOI SUI[[SPOJA dNeWOoINy
ur o130 AzZny jo uonedrddy oy, 2[qe[rear aded maN - B)S0D
$SAUSNOTIISUOD PUB SIABM UTRI] ‘SOMIQUSRUWIOIINA[A - SSIUSNOIISUOD
SWIA[QOIJ 192UU0)) 192II(] - JuUu0) ==

weisord NN mou

Aur noqe suomnsany) :9y) Juarpeis ayednluco pafeos s O[O - ednluod
daa[s Jo uonoun :9Y:SeA 23esn urelq - ureaq

uerisakedq “sa Surddensioogq - dexnsjooq .

Surssaooxd [eusis 10] viep YIRWYOUSY - YIBWYOUIG Jed

19U OTJOI0AU SA SaARY :PoUl IOJ SUOISIIAP JBIS PUB UU - Sakeq

I919A L Y PIeuUO(] AQ ‘ma1Aaaz s JojeSedoidyorg - s,J0jededoadyoeq
SIS IOLTUI 3[H (¢ 220V - 33Jje

[eUONEN SOWe[Y SO Ul dIysjue)sIssy oIeasay] jenpelr) - SOUIe[e
SUOTIRIISISY 10 [[BD - L66T SOOH Pue gSIV - qste
O-: IV orjoquiigqng - 1e

P21IN220 ARY S[aqE[
3} YOIy U SapIN Jo sajdurexa pue s[aqe[ pajelauad A[[edonjeuio)ny

48



Concepts Targe  document | Tessons 7 1
method"=™? : —1
102 On the Allocation of Dacuments in Multiprocessor [§43
answering 12 Constant Interaction-Time Scatter/Gather Browsing o ]
patitioned  expansion T4 Scatter/Gather: A Cluster-Based Approach to Browsin
'_l sssociations aytern 77 Experience with Large Document Collections
Tputation [ 61 MN-Poisson Document Modelling
probabilistic — 93 Integrating Query, Thesaurus, and Documents throug
'ﬂ""“""l term 19 Structured Answers for a Large Structured Documen
: cluster - .
design oo suntactic ™ positional 1on mMapping
phrases " organization
+asting sementic firal
hypertext lnguage | Frieasur ing
strategies  process
indexing .
interface networks  collections  @ccess :;;""t
browsing distributed
W | cage databases  minimal
——achitecture full heterogensous  perfeot
L T
free signature m'“"’tenﬂed
ward) tact data wecton amruanhu
interaction Spa
#lectronic text analy is"F ganerative
library

search
querying

Mﬁ.u@mﬂi
I '!!iﬂ-ﬂ
explarsatio “']

vigualization

3 Overview of the First TREC Conferance
118 Hypertext, Full Text, and Automa

envi ﬂIH‘I nts =
object Lk thesaur us

compression canstruction

Figure 3.6: A SOM-based map display of a document collection [82]. Clicking on a lo-
cation in the map will result in a list of top 10 documents semantically related to the term

representative of that location.

Ry Rt

49

113 Relreval Performance in FERRET: A Conceptual Inf{}
4 Approaches lo Passage Retrleval in Full Text Informat .
84 Versioning a Full-Text Information Retrieval Systamgs
85 Addressing the Requiremants of a Dynamic Corparate] |
13 Imtegrating a Dynamic Lexicon with a Dynamic Full-

tic Linking




e Computationally intensive: The computational complexity of techniques such as lin-
ear or non-linear Principal Component Analysis or metric Multidimensional Scaling
makes it necessary to consider simultaneously dimensionality reduction and scaling

[156].

e Difficult for users to comprehend: The semantics of the newly generated spatial di-

mensions are not easy to define and might hinder or lead to different interpretations

(59,174, 93].

e Significant loss of information: Due to the need to visualize data in a two or three
dimensional display, it is usually necessary to eventually use only the first two or three
principal components as the dimensions of the new data space. However, this often

leads to a significant loss of information [93, 63]].

3.2 Knowledge-based Visual Text Analysis

The approaches described in the previous section are based only on the contents of docu-
ments. In this section, we discuss applications that can provide an overview of a collection
based on a knowledge structure such as a domain ontology.

The DocCube application employs an approach based on OLAP principles to guide users
in exploring a text collection [90]. DocCube uses a knowledge structure such as a concept
hierarchy or a domain ontology to support the exploration. Given a set of predefined cate-
gories, a supervised learning method is used to learn which terms a category’s profile should
contain, and the weights of the associations between documents and categories are based on
the number of terms within a category’s profile contained in those documents [90]. The Doc-
Cube interface employs 2D and 3D scatter plots to show the number of documents belonging
to several categories [90]. Figure [3.7|shows how documents are associated with three differ-
ent categories, each sphere represents a set of documents related to the selected categories
and the document list shows all documents in such a sphere. There was no usability study
reported on this system. The use of a 3-dimensional space means that DocCube suffers from

the well-known occlusion issue and hence hinders navigation, especially when exploring a
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Figure 3.7: DocCube [90].

large text collection. Furthermore, the supervised learning approach requires that training
data be available for each domain ontology used for exploration.

In SWAPiIt [116], a mixed approach toward exploration of a collection of text documents
is proposed by using both a multidimensional scaling method and a domain ontology encap-
sulating an analyst’s interest profile. In this approach, documents are the smallest unit of
analysis. The SWAPit tool provides multiple coordinated views, as shown in Figure [3.8] in
which selections made in one view are highlighted in all other views. A document map, as
shown in the upper left hand side of Figure [3.8] is used to visualize the similarity between
documents, as a result of a multidimensional scaling method. Each document is represented
as a dot on this map and similar documents are positioned close to each other. Selecting
documents on the map will result in highlighting of concepts in the ontology tree (below
the document map) they are related to, and vice versa, selecting either domain concepts or
records from the relational data table will make related documents decorated with colored

squares on the map. SWAPit employs a set of visual icons in such a way that documents
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selected from a particular view are assigned a color. For instance, in Figure[3.8] documents
selected from the map will have yellow squares on the map, and the corresponding entries
in the relational view will have the subdued yellow icons darken and the ontological classes
that these documents are assigned to also have their icons darken with yellow. Other views
have other colors to indicate the sources of selection (e.g., selections from the ontology tree
correspond to blue icons, etc.). It is unclear from this work how usable this visual encoding

scheme is.
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Figure 3.9: A screenshot of the PowerMagpie widget [47]).

A semantic web browser called PowerMagpie 48]], as shown in Figure[3.9] also relies
on ontologies to support browsing of documents on the web. PowerMagpie is different from
DocCube and SWAPiIt in that its focus is on supporting users in linking ontological entities

to their mentions in the text of web pages, instead of enabling visual exploration at different
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levels of aggregation. Another major difference is that in PowerMagpie, ontologies that
are relevant to the current page are searched using a search engine called Watson [27], and
presented to users so that they can explore entities from those ontologies within the page. In
addition, PowerMagpie also presents users with details of ontologies’ concepts and relations

on demand.

3.3 Visual Filtering on Text Collections with Query Terms

and Facets

The approaches discussed in the previous sections aim at presenting users with an overview
of how documents are similar to each other or how they correspond to a knowledge structure.
In this section, we move on to highlight some of the works whose focus is to support filter-
ing tasks that help users narrow down a large collection of documents to a smaller subset.
Filtering can typically be done via query terms or a pre-defined hierarchy of facets (faceted
browsing).

The approaches that support filtering via query terms tend to display the relationships
between the filtered documents and the subset of the query terms that they contain. For
instance, in the case of VIBE [93], it employs a 2-dimensional display to support users in
filtering for documents within a collection that are related to their points of interests (POI),
each of which consists of a set of keywords relevant to a subject of interest to users. VIBE
aims at providing an understanding of the correspondence between these documents and the
selected POIs. In VIBE, the positioning of relevant documents on a 2-dimensional display
is based on the degrees of overlapping between keywords that users define for the POIs
and documents’ contents. Figure m shows documents related to the three POIs “laser”,
“plasma”, and “fusion”. Documents closer to any POI are more relevant to it. As intuitive
as the VIBE visualization seems, visual scalability is an issue when used with a large docu-
ment collection. Moreover, while VIBE does not suffer from limitations of dimensionality
reduction methods, such as loss of information and difficulty of interpretation of new dimen-

sions, there are cases whereby this representation can be confusing for users, i.e. when there
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are four or more POIs. For instance, if there are four POlIs called A, B, C, and D placed
clockwise at four corners of a rectangle, it would not be possible to tell if the glyphs appear-
ing at the intersection of the lines AC and BD represent documents related to all four POlIs,
or just to (A & C), or (B & D) [125] (interested readers can refer to [125] for a graphical

illustration).
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Figure 3.10: A visualization showing how documents are related to the three POIs “laser”,
“plasma”, and “fusion” in VIBE [93].

Similar to VIBE, InfoCrystal [125] also aims to support exploring a collection of docu-
ments via filtering based on users’ interests. An InfoCrystal display, as shown in Figure[3.11]
is derived from a Venn diagram given N query terms used for filtering. In an InfoCrystal,
each query term is placed at a corner of a polygon, and each glyph within this polygon is
created to represent a group of documents containing one of the 2V — I possible combina-
tions those query terms. These glyphs are mainly coded by the number of terms matched
(e.g., circles for 1, rectangles for 2, triangles for 3 in Figure [3.11]), proximity (glyphs closer
to a term represent documents that are more related to that term), rank (the closer a glyph
is to the center, the more terms its document contains, and the ranks are implicit concentric
circles, e.g., in Figure [3.11)documents 1, 5, 7 have rank 1, documents 2,4,6 have rank 2, and
document 3 has rank 3) [125]. A setback with this layout is that in the case of glyphs having

rank 2 that lie opposite each other on the diagonal line (glyphs representing groups of 84 and
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90 documents in Figure ), they need to be shown twice because “the ranking principle
takes precedence over the proximity principle” [1235]]. This, however, might cause confusion
to users who are not familiar enough with this visualization to understand that those two
groups are actually the same. In addition, the large number of different encodings in use

might make it challenging for users to comprehend this visualization.

Figure 3.11: The transformation from a Venn diagram into an InfoCrystal representing all
possible combinations of query terms into Boolean queries. Given three query terms A, B,
and C, the interior icons represent: 1 = (A and (not (B or C), 2 = (A and C and (not B), 3 =
(A and B and C), 4 = (A and B and (not C), 5 = (C and (not (A or B)), 6 = (B and C and (not
A), 7= (B and (not (A or C)) [125]].

Another noteworthy approach to support filtering tasks is Gist Icons [28]], as shown in
Figure Gist Icons are compact representations of the relatedness between documents
and words. For each document, a histogram shows how it is related to a set of words,
which are organized in such a way that related words are near to each other in order to
form some sort of loosely defined concepts. This histogram, however, is wrapped around
into a radial layout. A smoothed contour is then drawn to create a shape which becomes the
document’s visual profile (the gray shape in Figure [3.13). The peaks in the shape can hence
signal a document’s relatedness to some concepts while the valleys indicate the concepts it is
unrelated to. Gist Icons are designed such that exploration of 50-100 documents is possible
at a time. A separate fisheye histogram (on the left hand side of Figure shows the
average relatedness values of all documents, and when users click on a term, the relatedness
values of that term with respect to all documents are visually highlighted by red circles and

red lines. Documents with similar profiles are grouped together, and colored green as shown
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©

Cuary Language Information Retrieval

Figure 3.12: An InfoCrystal showing, for example, 22 documents that are related to the
(Graphical OR Visual), Information Retrieval, and Query Language concepts but not to the
Human Factors concept (the triangle glyph to the South East of the central glyph) [123].
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in the bottom row of Figure 3.13] While Gist Icons are an intriguing representation, users
can only filter by one term at a time and more advanced combinations of query terms are
hence not possible. In addition, the fact that only 50-100 documents can be shown within
a frame means that users will have to traverse through many such frames while exploring a
large collection of text documents. It is unclear if there is any further mechanism to make

the traversal of Gist Icons more effective.

® ® . . ® .

hypertension
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labetes
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Figure 3.13: Gist Icons being used to represent patents [28]. Clicking on a term (e.g., “in-
sulin) results in red circles and red lines indicating the relatedness of that term with respect
to all documents containing it.

Unlike the filtering via query terms approaches highlighted thus far, the faceted filter-
ing (or faceted browsing) technique supports filtering tasks via a set of flat or hierarchical
pre-defined facets, which are usually used in combination with keyword search. The term
“faceted” was adopted by the pioneering Flamenco project [[159] to reflect the early idea of
a colon classification system in 1933 from library science in which multiple classes are used

to classify information items [102].
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Figure [3.14] shows an example of a faceted browser being used to support filtering docu-
ments from a text collection. In this filtering paradigm, facets are categories characterizing
items in a large collection [58]]. Each facet has one or more facet values and each item may
be associated with a subset of these values [21]. As such, this navigation paradigm usually
requires rich metadata expressing relationships between facet values and resources. In this
multi-step resource seeking process, users start with some initial constraint definition, in-
spect the initial results set, then continue with orienteering and refinement steps, and finish
the process by closely examining the results set [S7]. Within this process, users’ selections
of facet values result in either conjunctive or disjunctive queries executed on the resource
collection, depending on the nature of the facets and/or the design of the applications. Query
previews [100] are often used to indicate how many items are associated with each of the
facet values (the numbers in parentheses next to the facets in Figure [3.14). As such, they
help users avoid filtering by facet values that would return empty results sets [S9]. The

matching items, or focus items [21]], are then displayed as results of the filtering process.

Catalog Search Query
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Sortby }
Refine Your Search Your Search: olympics E > History B Breadcru m bS
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Format: Video DVD. [2004]
6. The ancient Olympics ]
Author: Spivey, Nigel Jonathan.
Format: Book. 2004.
7. The Olympics : a history of the modern games O

Figure 3.14: A example of a faceted browser on a text collection [80].
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Considering the vast amount of research done on in faceted browsing, in this section we
do not attempt to cover all advances. Reviews and thorough analysis of research work and
commercial applications employing the faceted navigation paradigm can be found in [59]
and [128]]. Here we highlight a number of innovative faceted filtering systems which provide
further support toward exploratory tasks by using more visual elements to show various basic

statisticsﬂ

[ e T | e | | rowes Cotmgorms << |
e e e e e Y . ety e e ™ e e T R T

Figure 3.15: The RelationBrowser++ application [160].

For instance, the RelationBrowser++ application [160]], as shown in Figure [3.15] visual-
izes the number of items matching the facet values using bar charts. Here the value “Drama”

is selected in the facet “Genre”and the keyword “s” is used on the title field for searching.

ZEven though the systems that we discuss here do not necessarily deal with text collections, they can gen-
erally be adapted to use with documents as units of analysis if the appropriate metadata are available. Fur-
thermore, the free text components of information items in a collection tend to be used only for searching in
combination with faceted filtering.
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The bars with white backgrounds indicate how many items from a collection have been as-
signed to the categories, and the blue foregrounds imposed on those bars indicate how many
items among them meet the criteria in each of the categories.

Having a similar goal as the RelationBrowser++ application, Elastic Lists [129]] also show
the proportions of items belonging to different categories. In Figure [3.16] the height of a list
entry indicates the number of items having that facet value. In addition, the colors of list
items are assigned such that brighter colors indicate that the proportion within the local
context is much higher than that in the global context. For instance, in Figure [3.16] within
the “Gender” facet the proportion of female who won Nobel “peace” Prizes is much higher

than the proportion of female among all the Nobel Prize winners.

GEMNDER COUMTRY
male

Switzerland

Sweden

Austria

Belgiuwm

Figure 3.16: Elastic Lists for faceted browsing on the Nobel prize winners dataset [129].

It is also worth mentioning FacetLens [81]], which focuses on visualizing the distribution
of items within a collection over linear facets, such as time. Instead of using a stacked bar
chart as in the RelationBrowser++ application discussed above, in FacetLens a more familiar

horizontal timeline is used. FacetLens, however, uses circles to represent focus items, and
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group them into rectangle panels. This layout, however, is not space efficient (see [81] for
screenshots).

Faceted browsing research also receives a lot of attention from the Semantic Web commu-
nity, with works such as mSpace [114], /facet [62], BrowseRDF [96] and Aduna AutoFocus
[42]] supporting filtering of semi-structured data.

In mSpace [114]], a column-based interface is used, in a similar way to the Elastic Lists
interface but without the proportion information in visual form, and users are allowed to filter
via only one facet value at a time. /facet [62], on the other hand, is an initial effort which
focuses on providing support in narrowing down which facets to use in case of them being
encoded in a large tree structure. However, the authors of /facet themselves stated that there
remains many challenges in classifying facets into hierarchy to deal with items associated

with many facets, in identifying properties and classes that are most beneficial to users [62].
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Sex any, none i Place of birth
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The Rewards For Justice Program , United States Department of State , is offering a reward of up to $5
million for information leading directly to the apprehension and / or conviction of Ali Atwa . 1
i Remarks

Type any. none

[«

Wanted for any. none

[«

powered by ruby-on-rails and ActiveRDF — developed by Eval Oren and Renaud Delbru

Figure 3.17: The BrowseRDF application [96].

The issues identified in the /facet work are initially addressed within the BrowseRDF
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application [96]], as shown in Figure 3.17] An automatic facet ranking approach, which is
based on the decision tree data classification paradigm, is employed in BrowseRDF to select
facets that enable efficient navigation through an RDF dataset. A number of metrics, such
as predicate balance, object cardinality, and predicate frequency, are used in combination to
rank facets (c.f. [96]] for further details on how these scores are formulated). Even though

this approach is well grounded, its authors also note that there is room for further research

as the ranking does not always correspond to the intuitive importance people assign to some

facets [96].
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Figure 3.18: Aduna AutoFocus [42].

Apart from the above research efforts, Aduna AutoFocus [42] is a commercial desktop
search application that takes advantage of previous works in visualization such as the In-
foCrystal [125] and VIBE [93]] to support faceted browsing of documents on a user’s desk-
top. In AutoFocus, as shown in Figure [3.18] users can define the scope of the search space

(the “Scope” panel in the upper left hand side corner of Figure[3.18)), and then specify either
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facet values or query terms to filter for relevant documents. In the resulting display, colors
encode the type of documents (e.g., files are yellow spheres, web pages are green spheres,
etc.). Moreover, documents matching different combinations of the selected facet values
or query terms are grouped together, and displayed in such a way that resembles a combi-
nation of the VIBE [95] and InfoCrystal [[125] approaches discussed above. For instance,
in Figure [3.18] there are four labels representing the four filtering criteria, and if a group
of spheres (documents) is linked to a single label, they represent documents matching that
criteria only (e.g., the group of yellow spheres on the lower left corner of Figure (3.18| are
for documents matching the keyword “knowledge management”). Meanwhile, if a group of
spheres is visually connected to more than one label, it corresponds to documents matching
all the conditions represented by those labels. For instance, in Figure [3.18] the group of four
blue spheres to the North East of the previous group represents documents matching both
“knowledge management” and “autofocus”. It is unclear, however, how this graph-based
layout approach can cope with a relatively large number of facet values or query terms, as
there will be many edges crossing each other to represent documents matching different
combinations of the facet values and query terms being used for filtering. In addition, the
author of AutoFocus also emphasizes the need to enable users to define their own meaning-
ful categories or taxonomies to organize their information space based on their own interests
[42].

Another major development in the faceted browsing area is the lightweight structured
data publishing Exhibit framewor [64]. While not a contribution to the faceted browsing
paradigm research per se, the Exhibit framework essentially enables casual users to publish
their (typically small) structured dataset on the Web via a faceted browsing interface at ease
without the need for any server setup and configurations that would require considerable
technical knowledge and effort.

As popular as it is, faceted browsing is not without its problems. Notably, in [59], Hearst
notes that: “There are some deficiencies with the faceted paradigm. If the facets do not reflect
a user’s mental model of the space, or if items are not assigned facet labels appropriately,

the interface will suffer some of the same problems as directory structures.” The concern

3http://www.simile-widgets.org/exhibit/
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of a potential mismatch between a faceted browsing system and a user’s mental model is
particularly relevant to our work. We will discuss our proposed approach in this regard in

Chapters [ and 5

3.4 Visual Analysis of Document Structures and Term Dis-

tributions

All of the approaches described in the previous section treat a document as a unit of
analysis, i.e. a single feature vector is used to characterize the whole text of a document.
While this treatment allows for analysis of inter-document similarities, a lot of information
about the internal distribution of entities across a document is disregarded [74]. In this
section, we highlight innovative approaches used in the visual analysis of document structure
and term distribution, which can provide users with useful details on demand while analyzing
a document.

TileBars [56l], as shown in Figure is one of the early and best-known visualizations
to show the distribution of query terms within documents. TileBars is a visual metaphor that
enables users to decide which documents and which parts of a document to focus on based
on the distribution of query terms within documents retrieved from a text search. In this
metaphor, a document is preprocessed and segmented into sequential logical units by the
TextTiling algorithm [S5] and these units are visually represented by small square blocks,
colored using a variation of grayscale depths to indicate frequencies. A document is then
shown as a rectangle encompassing these blocks of logical units [56]. As such, a TileBars
visualization enables users to see many features at once despite its compact visual represen-
tation: (1) relative lengths of retrieved documents, (2) locations and frequencies of query
terms within a document and (3) whether occurrences of query terms coincide with logical
units of the text. It is interesting to note that even though research in the perceptual psy-
chological literature suggests that grayscale variations lead to more accurate information,
further research shows that “the aesthetic preference for color outweighs the need for accu-

racy” [39]. A TileBars display, however, becomes increasingly difficult to read when there
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Figure 3.19: A TileBars visualization [56].
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are more rows in it. As a result, this would hinder quick interpretation of the distribution of

terms within a document.
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Figure 3.20: A scrollbar-based term distribution visualization [11]].

In [11], Byrd proposes a visual approach that focuses on a navigation support within a
text document. This is a visualization that makes innovative use of the scrollbar area within
a document viewer. In this visualization, as illustrated in Figure [3.20] each query term is
assigned a color in the legend at the bottom of the document viewer, and each occurrence of
a query term is highlighted in the scrollbar area. The scrollbar handle has a white background
and corresponds to the text portion being displayed in the viewer. As a result, the scrollbar
area is a miniature view of query term distribution within a document [11]]. In comparison
with TileBars, this visual representation does not focus on comparison of term distribution
across documents. It also has the advantage that both the term distribution and the textual
contents are immediately available in the same view, hence does not require any further

clicking by users to jump to the text as in TileBars. However, when a chunk of text contains
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many of the query terms, the scrollbar might be overcrowded with many dots representing
mentions of such terms.

A more recent work on term distribution visualization is proposed in [115] which is in-
spired by TileBars and employs histograms at different levels of detail in a Focus+Context
way. As shown in Figure [3.21] there is a color-coded histogram for each term of interest
within a document. The areas under the histograms can either be filled or unfilled with
matching colors. In the filled version (Figure [3.21)) a solid line is added on top of the curve
to allow one to see details that might be obscured by color blending [113]]. In addition, the
visualization allows users to read it at different levels of detail by brushing an area of interest
within the histogram area, as illustrated in Figure [3.21] While this focus+context histogram
visualization is visually-appealing, it is not clear whether color blending might cause any
issues with understanding the visualization in detail. The authors themselves state that color

blending and weaving would be the focus for future improvement [113]].

B Toeedledes B Faeedledum B aice B Humpty

Figure 3.21: A term distribution visualization with Focus+Context views .

Seesoft [35, is a visualization technique that is useful for graphically depicting soft-
ware source code and word usages in a text corpus. Seesoft shows a text file as a vertical
column and each line as a color-coded row within the column [35]]. Full text view of a small

portion of text can be shown on demand. The spatial pattern of color helps to illustrate the
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distribution of statistics of interest (here statistics can be categorical such as authors, contin-
uous such as documents’ time stamps, or binary such as whether a line has been changed)
within a text file. As shown in Figure [3.22] the Seesoft visualization is a compact and aes-
thetically pleasing representation that can help to abstract textual details away [59]]. A known
limitation of Seesoft is that as an entire line is color coded with an attribute value (e.g., the
person who made changes to a line of code), it is not easy to visually depict mentions of
entities at a finer grain level. For instance, if used on novels, Seesoft cannot highlight the
mentions of two different characters appearing on the same line of text with this layout [59].

Related to the Seesoft visualization is Compus [38]]. Instead of focusing on free text,
Compus is developed to deal with corpora of documents that are encoded using the XM-
L/TEI format to describe paratextual phenomena such as abbreviations, insertions, deletions,
corrections or unreadable portions of text [38]]. Figure shows a Compus visualization of
100 XML documents. Each XML element is assigned a color and is visualized based on the
character offset where the element starts and ends within a document [38]]. As shown on the
right side of Figure [3.23] each document is visualized as a 5-pixel wide rectangle contain-
ing wrapped lines of text. Since XML elements can be nested, the inner most elements are
visualized over the text span that they contain. While Compus can enable users to compare
the composition of documents based on a set of standard markups, it is unclear how Compus
can scale up to larger collections of text. In addition, there was no usability evaluation con-
ducted on this visualization to see how well it can support users in analyzing such structured
documents.

Visual Fingerprint [[74] is a visualization that enables users to gain an understanding about
various characteristics of a text document at different levels such as words, sentences, para-
graphs, chapters, etc. In a visual fingerprint, each unit of analysis (a block of text) is repre-
sented by a colored square, sequentially lined up from left to right, top to bottom, with the
filled colors reflecting values of statistical measures, e.g., sentence length, vocabulary rich-
ness, etc. [74]]. Visual fingerprints are useful in literature analysis, for instance, to determine
authorship attribution (see [74] for examples), and in other more general purposes such as

detecting lengthy sentences in a publication so that readability can be improved, as shown in
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Figure 3.24: A visual fingerprint showing the lengths of sentences within a document [74]].

Figure [3.24] These text fingerprints are also used in visual evaluation of document summa-
rization and opinion analysis, in which they visualize the interim results generated from the
analytic process and hence enable analysts to make changes to obtain improved results [94].

Another line of research employs machine learning methods to derive labeled structure
of documents. One of the main challenges for such automated document structure analysis
tasks is the heterogeneity of document types, which might hinder the application of rule-
based approaches developed for a specific category of documents toward various other types
of documents [131]]. The results of document structure analysis can be used in many ways,
for instance, to give users a quick understanding of the distribution of subject matters within
documents, or to augment queries with additional information about the logical structure of
documents to become more expressive queries (for example, using the query “introduction:
engineering” to search for documents containing the term “engineering” in the introduction
section [131]).

In [131], a document structure analysis method is proposed which combines a machine
learning technique with an interactive visualization. In this method, a standard data clas-
sification method assigns pre-defined labels to lines of text based on a set of layout and
formatting features [131]]. Users are involved in the training process in that they can di-
rectly verify and correct misclassified labels. An example outcome is shown in Figure 3.25]
whereby lines of text within a document are color-coded to indicate the category they be-

long to and users can manually change incorrect assignments by selecting the right label in
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Figure 3.25: Automated visual analysis of document structure [131]].



a context menu. This approach is a good example of a visual analytics system in which user

interaction can help improve the analytical outcomes.
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Figure 3.26: A structure visualization of four example bills in the Many Bills application [3].

The latest addition to the document structure visualization area is the Many Billﬂ appli-
cation [3]. This web application is designed specifically to address the challenges of length,
complex language and obscure topics while navigating US legislation [3]]. One of the main
goals of Many Bills is to provide an interface that shows different levels of content abstrac-
tion to assist users in understanding various aspects of the text. Many Bills employs a text
classification algorithm to label individual sections within bills with subjects from a pre-
defined set. These labels are then used to visualize the topical substructure of bills using
color-coded, vertically stacked blocks, as shown in Figure @ In addition, blocks with as-
signed subjects that are semantically related are color-coded similarly using only one color.
This visualization is helpful in providing a guidance to users in terms of deciding whether a

bill or some parts of it are interesting to read [3]]. Furthermore, Many Bills has the advantage

4http://manybills.researchlabs.ibm.com/|- Last accessed date: 18 August 2011
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of being intuitive due to its simple visual representation. However, the assignment of only
one subject label per section might be restrictive, as a section might actually be about more

than one topic.
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Figure 3.27: A set of Document Cards showing key terms and images from four scientific
publications [132].

It is also worth mentioning Document Card [[132]], which is an innovative visualization
technique to show a compact summary of a document in a fixed size, thumbnail-like rep-
resentation. Given a document, the proposed approach extracts key terms and important
images from it. Images that contain key terms in its caption and referencing text are con-
sidered important. For more detail on how the key phrase and image extraction is carried
out, as well as, the layout approach, interested readers are referred to [132]. Figure [3.27]
shows a number of Document Cards representing summaries of four scientific publications.
The tabs on the right hand side of each document enable users to select to view Document
Cards in either page mode (the fourth one in Figure 3.27) or document mode (the first three
in Figure [3.27)). The extracted title and authors of each document are shown at the top and
bottom of a Document Card respectively. The key advantage of Document Cards is that they
present key information in a compact representation, which makes it possible for them to be
displayed on different devices, such as mobile devices with limited screen estate, or large
displays that can show multiple Document Cards at once. However, the usefulness of this
visual summary metaphor might be limited to documents containing a number of figures. In

the case of text-only documents, Document Cards will become tag cloud-like displays of key
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terms extracted from documents.

Overall, as text is usually written from left to right, from top to bottom in many languages,
the approaches described here share a commonality in that they take advantage of such a
linear structure of text within a document to show relevant information. A visualization of
document structures and term distributions can enable users to quickly understand which

parts of a document are about what, hence can tailor their focus accordingly.

3.5 Visual Concordance Analysis

Visual concordance analysis can serve to support users in having a quick understanding
of how terms are used in text. These visual perspectives on a text are potentially helpful in
many ways as they can act as visual summaries and subsequently provide jumping-off point
for close reading [[142]]. The usefulness of concordance analysis has led to various research
approaches and commercial software.

The Concordance softwareE] provides a tabular view, with the seed term in the middle
column, and the text written before and after it shown in the side columns. While this simple
display can be used to support detailed analysis of concordance within a single document, it
can be taxing to traverse a long list of concordances when the term in question appears too
many times. Furthermore, this layout does not allow for an aggregation of concordances so
that users can investigate at document level.

A more visually oriented tool called TextAr(ﬁ [97] shows the frequencies and distribu-
tions of words within a text via a spiral layout. Given a document, the entire text is drawn line
by line in an eclipse and in a clockwise direction starting from the top center. Anchors such as
headings, chapter breaks, etc. are also drawn with an aim to retain the typographic structure
of the text. The exact same text is drawn again in an inner eclipse, but word by word. Words
that appear more than once are drawn only once at the center of all the positions around the
eclipse where they should be placed [97]]. This interesting placement scheme enables users

to tell whether a word is evenly distributed in a text (it is so if it is more toward the center) or

Shttp://www.concordancesoftware.co.uk/ (Last accessed Jan 12, 2011)
Shttp://www.textarc.org/ (Last accessed Jan 12, 2011)
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HEARS 3 The tread, the hest of it, it iz my own  heart Traumerei
HEARSE 1 Becausze | follow i to my oven heart Marry famous
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HEARTS T And the boy puking his heart  out inthe Gents Ezsertial Beal
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HEAT 6 These | would choose my  heart tolead After-Dinner F o
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HEAVE 1 Hands that the  heart can govern Heaviest of flc
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HEAVIEST 2 | That overfloves the  heart Pour aweay the v || T
[ ..} < 3
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Figure 3.28: A Concordance visualization with “heart” being the seed term.
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it is pulled toward a particular section. Figure [3.29| shows words in Lewis Carroll’s Alice’s
Adventures in Wonderland. The word “rabbit” is highlighted and links to lines containing it
are made visible. While being an interesting visualization tool, in TextArc no text analysis is
performed to abstract away the details. As a result, TextArc is cluttered with too much text
which affects legibility. In addition, it is not easy in TextArc to see the contexts in which a
term appears as a full text view is necessary to get that information.

Digital humanities researchers also use concordance analysis in their effort to understand
the changing semantics of terms over timeﬂ Other works in visual concordance analysis
focus on visualizing patterns in different ways. Of importance among them are Word Tree
[151]], Phrase Net [[142]], and FeatureLens [32]].

Word Tree [151]] is a simple yet visually engaging representation that shows term usages
in context, with a focus on repetitive patterns. This representation is a visual and interactive
version of the “keyword-in-context” technique [151]. Given a seed term, a tree structure is
used to show which words are most frequently used right after it within the text. Figure[3.30]
shows a word tree for the seed term “if”” in Romeo and Juliet. In part A, we can see that “if”
is most frequently followed by “thou”. By zooming in to a particular branch of the tree, users
can further study other terms within the usage contexts of the original seed term as shown in
part B, as well as switching the focus of analysis entirely to a different seed term as shown
in part C of Figure An interesting addition to the current design of word tree would be
a version that enables visualization of the wordings used both before and after a seed term as
enabled in the Concordance software mentioned above.

Phrase Net [142] is a visualization technique to display relationships between words
matching a pattern in a document. These relationships are shown using a network whose
nodes are words matching the pattern and directed edges show the links between them,
weighted by the number of times the pattern was matched. As the resulting graph can be
too big to be easily comprehensible by users, edge compression using topological equiva-
lence is carried out to group nodes that have identical neighbors [[142]. In this visualization,

terms with high out-degree to in-degree ratios are encoded with darker colors to enable users

Thttp://www.cforster.com/2010/01/mining-obscenity—-iii-failure-with-visualizations/
(Last accessed Jan 12, 2011. Note though that although the work suffers from noisy/missing data, it illustrates
well the attempt to analyze usage contexts to understand the evolving semantics of a term.)
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to quickly identify terms that only occur in the first or last part of the matching pattern.
Figure [3.31] shows two examples of Phrase Net when applied to Jane Austen’s Pride and
Prejudice, with the patterns “X and Y’ and “X at Y’ respectively. The left Phrase Net mostly
shows relationships between main characters and the right Phrase Net displays relationships
between locations. Similar to Word Tree, Phrase Nets do not link back to the places within
a text that the seed term appears. Hence, a term distribution view is missing even though it

would be helpful for analysis.

Frequent Patterns Collection Overview : 'The State of the Union' {1 doc per line - 339 highlic  Text \iew
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Figure 3.32: The FeatureLens application used with the State of the Union data set [32].

Instead of using pre-defined patterns, FeatureLens relies on visualization to convey
patterns mined from text collections. In FeatureLens, two types of patterns are used: frequent
words and frequent trigram item sets [32]. Each document is represented by a compact
rectangular area, in a similar fashion to the SeeSoft visualization. Each pattern is color-coded
to highlight its appearances in the text, with a more frequent pattern being assigned a darker

color [32]. Figure shows an example analysis using FeatureLens on the State of the
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Union speeches, whereby we can see co-occurrences of different patterns within documents.
In FeatureLens, it is easy to see the co-occurrences of patterns within a text. However, to see
the contexts in which a pattern is matched, users still need to read the full text of pattern-
bearing paragraphs.

The POSVis [[148] application is designed to support digital humanities researchers in
studying characters in a novel based on part-of-speech information. Figure [3.33] shows
POSVis being used to analyze the book The making of Americans, in which named enti-
ties (listed in the upper left side) can be used to explore the text. Given a selected named
entity, words within a defined vicinity in the text are visualized in a word cloud or a net-
work, and they can be filtered by part of speech. POSVis also enables comparisons of usage
contexts by using a word cloud, which encodes frequencies of occurrence of surrounding
terms in one section using font size and those in another section using color (c.f. Figure 4
in [148]]). POSVis, however, does not focus on the semantics of surrounding words, as it is
skewed toward analysis and interactions based on syntactic information.

Though not intended for concordance analysis, the SeeSoft visualization [35] can intu-
itively shows the locations and contexts of occurrences of terms in documents, which are
represented by vertical bars. In fact, the SeeSoft developers experimented with applying it to
the display of text to highlight where characters appear within a book, and which passages of
the Bible contain references to particular people and items [59]]. The SeeSoft visualization
is also adapted and modified in a visualization by the New York Timeﬂ as shown in Figure
[3.34] which shows how words are used in context in the State of the Union speeches given
by a US president from 2001 to 2007. In this visualization, each document is depicted by
a set of stacked bars representing its paragraphs, and the distribution of a seed term can be
seen via a set of dots representing a term’s occurrences in the text. When users click on a
dot in the visualization, they are presented with the term-bearing paragraph, with the term’s
appearances highlighted in the text viewer. While this visualization appears to be simple and
easily comprehensible, users are still left with a lot of text to analyze. Although this is a

reasonable action to take in some cases that require deep reading, it is not easy for users to

8http://www.nytimes.com/ref/washington/20070123_STATEOFUNION.html (Last ac-
cessed Jan 12, 2011)
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THE WORDS THAT WERE USED READ 2007 SPEECH | FEEDBACK

The 2007 State of the Union Address

Over the years, President Bush's State of the Union address has averaged almost 5,000 words each, meaning the the President has delivered over
34,000 words. Some words appear frequently while others appear only sporadically. Use the tools below to analyze what Mr. Bush has said.

| | Search | | of choose a word here. | - I
Use of the phrase "Iraq" in past State of the Union Addresses Compared with other words
2001 2002 2003 2004 2008 2008 2007 2001° 2002 2003 2004 2006 2008 2007
0 2 21 24 27 16 34
= Irag
2 21 24 27 16 34
— e Afghanistan
: i - i Co - 13 3 5 3 2 4
° oo Economy(ic)
- B 7 13 17 14 23 8
Insurance
— ] H] - 1 [} 1 3 14
- — _ =T :_ Irag/lraqi(s)
= - - T~
= = - —— - 2 21 24 27 16 34
0 - . Iran
- 2 3 9 a [ 5
Qil
1 3 9

The word in context Next Instance of ‘Irag

IRAQ continues to flaunt its hostility toward America and to support terror. The Iragi regime has plotied to develop
anthrax, and nerve gas, and nuclear weapons for over a decade. This s a regime that has already used poison
gas to murder thousands of its own citizens -- leaving the bodies of mothers huddled over their dead children. This
is a regime that agreed to international inspections -- then kicked out the inspectors. This is a regime that has
something to hide from the civilized world.

Social Security

15 2 2 2 18 3 2
== 2002 (Paragraph 20 of 67)

* As a newly elected president, Mr. Bush did not deliver a formal State of the
Union address in 2001, His Feb. 27 speech to a joint session of Congress
was analogous to the State of the Union, but without the title.

Ben WerschkullThe New York Times

Figure 3.34: A New York Times visualization of a term’s usage contexts within State of the
Union speeches.
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quickly grasp the usage contexts of a term in a document or compare its surrounding contexts
in one document versus another.

In sum, there are many visualizations developed to support users in visual concordance
analysis tasks, ranging from a simple tabular form to more sophisticated graphs. These visual
means all aim at showing how a word is used or how it is related to another. Some visual-
izations solely focus on the relationships between a word and its context (such as Word Tree
and Phrase Nets), others also keep users informed about its distribution (such as FeatureLens
and the New York Times visualization). More importantly, as the number of words in a long

text can be large, visual scalability is an inherent challenge in most of these works.

3.6 Visual Analysis of Trends in Text

Temporal properties of most data types are of significant importance in understanding
the evolving dynamics of the domain of interest. Textual data type is no exception to this
phenomenon. In order to gain an understanding of what kind of changes manifest over
time based on textual content of documents, temporal-based analysis of document is an
important area of research and development. Applications of trend analysis of document
collections are vast, such as tracking technology advances based on patents and publications,
or performance of a listed company via its regularly published business reports, just to name
a few. In this section, we highlight some innovative works in this area.

ThemeRiver [53] is a visualization that is based on the river metaphor to depict thematic
changes within a collection of documents. In ThemeRiver, each theme is shown as a current
bound by continuous curves within a river flowing from left to right along a timeline below it.
As such, the evolution of various themes and their strengths within a text collection over time
is reflected by the composition and changing widths (vertical distances) of the color-coded
currents within the river visualization [S3]]. Figure [3.35| shows an example ThemeRiver
visualization of a collection of news articles from July and early August 1990. A current
shrinks or bulges to depict a decrement or an increment of a theme’s strength at a point
in time [S3|]. There are also markers to highlight related historical events along the top.

While the river metaphor lends itself nicely into depicting the evolving dynamics of the
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content within documents over time, it has certain limitations. As temporal data are not
continuous, the ThemeRiver representation contradicts this fact due to the interpolation of
values to obtain trend curves. In fact, one of the subjects participating in a formative study
of ThemeRiver made a point that she was not sure exactly of what the data values meant
[53]. In addition, it is a known concern of stacked bar graphs (a category that ThemeRiver
belongs to) that they “are problematic because the shape of any given line is determined in
part by the shapes of the lines below it, thus potentially misleading the interpretation of the
graph’s values” [59]. Lastly, visual scalability is also an issue here, as only a limited number

of theme currents can be displayed, otherwise, they might become unwieldy for users.

| IIII||IIIII|IIIII|IIIII|IIIIIIII|II II|L'II II|II

22 291 8 15 22 29 1 8 15
Jul 1990 Aug 1990

Figure 3.35: A example ThemeRiver visualization of news articles [53]].

Another more recent work to be noted is TIARA [83], which uses the ThemeRiver
metaphor to show the ebbs and flows of topics within a collection of documents over time.
Unlike ThemeRiver, TIARA employs an advanced text analysis technique called Latent

Dirichlet Allocation [8] to obtain a topic model of a collection of text. These topics are then
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visualized in a similar way to themes in ThemeRiver, however, they are better annotated with
terms belonging to topics at different points in time. Therefore, TTARA can provide a more
informative visual summary of a collection of text (see Figure[3.36). Similar to ThemeRiver,
TIARA only focuses on visual analysis at collection level, without any support for further

exploration at document level except for text highlighting.
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Figure 3.36: A visual summary of 10,000 emails produced by the TIARA system [83]].

Another particular area of research in visual trend analysis of document collections is
concerned with the editing history of documents. This kind of research is particularly helpful
in domains where collaborations between multiple people are at the core of their tasks. Many
research efforts in this area focus on histories of Wikipedia articles as they are made publicly
available.

history flow [143] is a visualization technique to depict the collaborative dynamics of how
documents are created and modified and to make trends in revision histories immediately ap-
parent. Figure shows a history flow visualization of the editing history of the Wikipedia
article on “Microsoft”. In a history flow, different versions of a document is represented as
vertical bars placed in parallel. Within each bar, authorships of all sections are color-coded
accordingly. To visually illustrate how different versions relate, shaded connections are used
to link sections of text that have been left untouched between consecutive versions. Vertical

bars can also be spaced unevenly to indicate temporal distances between different versions.
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As seen in Figure [3.37] the Wikipedia article on “Microsoft” was edited quite frequently by
many collaborators and its content has a near-constant growth [145]]. Even though history
flow only focuses on a document at a time, it seems to be effective in depicting how parts of
a document evolve in relation to each other’s position and author.

There are also many other efforts in this area, we briefly highlight some of them here.
Chromograms [152]] are simple and compact color-coded bars used to encode the editing
histories for a collection of pages. Chromograms can be used to characterize the activity
trends of highly active contributors, such as their styles and rhythms. Figure [3.38]shows a
screenshot of the Chromograms application, in which a timeline view shows different types

of edit made on a page over time.
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Figure 3.38: The Chromograms application with a timeline view of the editing history of a
Wikipedia article [152].

WikiDashboard [[134]] is a visual overlay for Wikipedia pages to show a summary of who
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edits how many revisions on each page. As shown in Figure[3.39] this embedded visualiza-

tion provides users with a convenient way to be aware of editing activities and trend on the

page.
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Figure 3.39: A WikiDashboard of the editing history of a Wikipedia article [134]].

A recent addition is the iChase visualization [106]], which focuses not just on visualizing
the editing history of a single page, it attempts to show the relationships between multiple
articles, authors and time period at once. As shown in Figure it uses a combination of
focus+context matrix displays (in a manner similar to the TableLens visualization [103])) to
show the relationships between articles and their edit timestamps, as well as the correspon-
dence between contributors and articles edited by them, and a timeline to show the evolution
of the number of articles and contributors active over time.

As diverse as they are, all of the approaches highlighted in this section employ visual

means on top of a horizontal timeline, as this is traditionally expected by users when seeing
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Figure 3.40: An iChase visualization of one week activity on the WikiProject “Louvre Paint-
ings” [106].

time-related presentations. Apart from many efforts on visualizing trends of editing histories
of wikipedia articles, innovative approaches, such as that of TIARA, have recently started
focusing on more in-depth analysis of documents’ contents using text mining techniques, in

order to bring more detailed aspects of text to trend visualizations.

3.7 Visual Analysis of Text Streams

The variety of works highlighted thus far mainly focus on either corpus level or document
level exploration of text. They treat a collection of documents statically, i.e. making an
assumption that the set of documents does not change over time. However, many types of
textual data do come in sequence, for instance, emails, newswires, and more recently, social
media content such as tweets. Hence in many cases there is a need to analyze dynamic
streams of text. Existing techniques such as those discussed in Section [3.1] are not suitable
for this task because they focus only at corpus level, and hence “stories that span a week may
be overshadowed by major news trends that span a year” [[110]]. In addition, since content of
text streams changes constantly, corpus level methods need to be re-executed to get updated

when new data come in [110]. These constant updates would inevitably cause performance
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issues with interactive systems. In what follows, we highlight some key approaches toward

visualizing text streams.

Figure 3.41: A Themail visualization showing a user’s email exchange over 18 months [[143]].

For streams of emails, Themail [143] is a typographic visualization of email exchange
histories. This visualization is worth mentioning here because unlike other works in email
visualization which focus only on the header information (senders, recipients, dates, etc.)
to support social network analysis, Themail utilizes the content of email messages to bring
about a deeper understanding of how a user’s email exchanges evolve over time. As shown
in Figure[3.41] Themail consists of columns of keywords placed along a timeline. The yearly
keywords are the most used terms over a year of email exchange and are shown as large faint
words in the background. The monthly words are frequently used terms in a month, and
are shown in yellow in the foreground in different sizes depending on their frequency and
distinctiveness. Stacked colored circles representing outgoing and incoming messages within
a month. Interactions are possible on monthly words to bring up details of emails containing
them [143)]. While Themail can provide users with a visually appealing depiction of the
overall themes of a user’s email communications as well as more detail on demand, there
are certain limitations with this visual text analysis approach. Firstly, sometimes it is not
straightforward to associate the content in an email account to a its owner (for instance, when

an email is sent on someone’s else behalf), which might lead to misleading interpretation
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[143]]. In addition, without any visual abstraction mechanism, it might not be easy to grasp
the overall topics of communications within months having very busy traffic.

It is also worth noting the story flow approach [110], which focuses on identifying and
illustrating the context that relates new information with old one from an information space
that is continuously changing. This can be particularly helpful in analyzing newswires stories
/ events that span multiple documents and time intervals. Within a time interval, key words
are extracted from each document published or received within that period, and all of them
are then grouped into coherent themes based on the similarity of their document associations
[110]. Each document occurring within the past n intervals is assigned the theme for which
it has the highest total score [110]. Each theme is labeled with a term that best represents
documents assigned to that theme. These themes are used to describe developments of stories
in a story flow visualization, as shown in Figure [3.42] As stories may intersect, split and
merge, documents assigned to a theme within one interval might be assigned to a different
theme in the next interval and there are additions of new documents to an existing story as
well as aging out of documents older than 7 intervals [[110]. While this approach makes large
stories standing out from the rest, it is not that easy to spot the evolution of stories that span
a shorter period of time. In addition, at any point in time, a document is only assigned to a

theme, which is not always the case in practice.
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Figure 3.42: A story flow visualization showing the development of different themes within
newswires stories [110].

An important and more recent kind of text streams comes from social media such as
tweets from Twitter’s microblogging service and status updates from social networking plat-

forms. The major differences between this kind of data and other textual data are that they
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tend to be really short (limited to 140 characters in the case of tweets), they are usually not
considered as contained in documents, and there is a lot of noise in terms of vocabulary used
such as abbreviations, texting languages. As a result, these peculiarities inherent to social
media streams necessitate innovative research to help users in casual browsing or analyzing

a large amount of social data.
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Figure 3.43: An Eddi visualization showing major topical themes and related tweets [4].

Eddi [4] is topic-based interface designed to support users in browsing their Twitter
streams. Eddi attempts to help users in coping with being inundated with a tremendous
amount of tweets in their Twitter feeds by identifying topics and then grouping tweets ac-
cording to those topics. Eddi employs the Stanford part-of-speech tagger to extract noun
phrases from tweets, and use them to query for web documents from an external search en-
gine [4]]. Eddi then retrieves the popular terms in those documents and ranks them as topics
[4]]. These topics are used to support users in browsing their Twitter feeds, as shown in Fig-
ure [3.43] In this interface, a tag cloud is used to show the “major topical themes”, with the
size of a topic proportional to the number of tweets in that topic, and brushing interactions

allow for a quick view of top tweets in a topic. A topic dashboard is used to show tweets
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that users might be interested in, based on what they themselves tweet about [4]. Eddi also
provides a timeline showing trending topics within the past week (c.f. [4] for examples).
The authors themselves noted one of the key weaknesses of the approach proposed in Eddi
is that it might not be able to get the right topic for tweets containing figures of speech. In
these cases, the returned documents from a web search might not lead to those containing

the right intentions or meanings of the original tweets.

3.8 Other Notable Approaches

There are also a number of noteworthy works in text visualization that do not fall into any
of the categories discussed thus far.

The visual analytics system Jigsaw [[126] aims at supporting analysts in investigating re-
lationships between entities across documents. In Jigsaw, entities such as places, persons,
organizations are extracted from documents by the ANNIE information extraction compo-
nent within GATE [26]. ANNIE relies on a type of lexical resources, which are gazetteer
lists of entity names used for annotating the text. In Jigsaw, entities that appear together
in at least one document are considered to be connected [126]. Multiple coordinated views
such as list view, network view, etc. are used to show the relationship between entities and
documents. Figure(3.44|shows a list view within Jigsaw in which each list consists of entities
of a certain type and links between entities indicate whether they appear together in some
documents. The links’ highlighting colors encode the number of documents contain both
connected entities [126]. Users are also provided with other views to explore from different
perspectives. However, visual scalability seems to be an issue in Jigsaw, as the authors of Jig-
saw remarked themselves that Jigsaw was designed toward short documents that have “about
1-6 paragraphs” and that it became “less useful as the document size increases because the
higher number of entities per document swamps the display” [126].

Another work to be noted is DocuBurst [22]], which is a visually appealing application
for knowledge-based text analysis. As shown in Figure [3.45] DocuBurst uses a radial space-
filling layout, in a similar fashion to SunBurst [127], to display frequencies of words in a

document that are related in meaning to the seed term. The analysis is based on a language
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Figure 3.44: Jigsaw’s list view of connections between entities within documents. Selected
entities are highlighted in yellow. Entities that are connected to others are highlighted in

orange [126]].
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structure called WordNet [39], where the hyponymy (“is-a”) relationships between words
are obtained for visualization [22]. In DocuBurst, the seed term is placed in a center circle,
and its related words are recursively placed at the wedges in the next level. An annex of
DocuBurst shows contexts for concordance analysis in the same manner as the Concordance
software, i.e. in a tabular form with the seed term in between and the surrounding text on
the sides. The authors of DocuBurst themselves note that text analysis based on WordNet as
a lexical resource is not without limitations, as its “sense-divisions are too fine-grained for
many computational applications” and hence some sort of semantic abstraction is necessary.
Finally, because of the amount of space that a DocuBurst visualization requires, it tends to
be more useful for detailed analysis of a long document on its own than for comparing a
large number of documents at once.

Wordleﬂ [146] is a popular web-based application to create word clouds from text. Wordle
is different from other typical tag-cloud like displays in that it focuses heavily on aesthetic
aspects such as typography, color, and composition [146]. While other approaches to gener-
ate tag clouds place glyphs in such a way that their bounding boxes are separated, in Wordle
small glyphs can be placed within larger ones, as long as they do not intersect [146]]. More-
over, Wordle also lets users have a say in how the resulting visualizations should look like
by setting various parameters, for instance, layouts, color themes or typefaces, as well as in
how they want to share the resulting Wordle visualizations. A study on how Wordle is used
in the wild has shown that this application actually was predominantly used for various non-
analytical purposes, ranging from education, mainstream media to personal communications
[146]. In this non-traditional context, Wordle’s success has emphasized the importance of
enabling users to engage in creating aesthetically pleasing and expressive visual artifacts
instead of just following conventional principles of visualization design [[146].

Parallel Tag Clouds [23] is a visual text analytics tool designed to support users in an-
alyzing the differences in terms used in faceted text corpora. In this approach, a statistic
indicating the probability that the frequency of a word in a corpus differs significantly from
another is calculated and only terms having values above a threshold are retained for visu-

alization (c.f. [23] for technical details). Visually, a Parallel Tag Cloud is a combination of

http://www.wordle.net/ (Last accessed 31 August 2011)
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Figure 3.45: A DocuBurst visualization of a science textbook, with the seed term “idea”
[22]]. Highlighted in yellow are branches that contain words having the characters ‘pl’.
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Figure 3.46: An example Wordle [146]].
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parallel coordinates [635] and a font-size based tag cloud. As shown in Figure |3.47} selected
terms are alphabetically sorted and put into columns representing subsets of the corpus, and
edges connect the same terms across different subsets. Figure illustrates how different
types of drugs are mentioned among the circuits. In addition, a Parallel Tag Cloud can also

be useful to reveal a significant absence or presence of a word [23]].

3.9 Summary

Text is inherently categorical and its multi-dimensional nature makes it challenging for
analysts and casual users alike to gain an understanding from a large amount of documents.
This challenge has motivated a lot of research and development on techniques and methods
to support users in exploring and understanding from collections of unstructured text sources.
In this chapter, we have discussed a variety of interactive tools supporting visual exploration
of text collections. The breadth and depth of these existing tools speak volumes for the
significant role that they play in reducing the cognitive load required to obtain information
contained in text.

In the next part, we will move on to present our research contributions in this area.
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Chapter 4

Ontology-based Visual Exploration of

Text Collections

As discussed in the previous chapters, information visualization is an essential mech-
anism to support users in exploring various facets of complex information spaces where
non-visual information needs to be visualized and interacted with, such as text collections.
Given the amount and the unstructured or weakly structured nature of text documents that
scientists and analysts alike have to deal with, text visualization applications can help users
gain the needed understanding or insights in a timely manner. Depending on the application
domains, insights obtained from the exploration and analysis of text collections can enable
users to understand, for instance, the distribution of topics or to identify trends and linkages
between different entities [[117]].

While many existing tools provide support toward visual exploration of text collections
in different ways as highlighted in Chapter |3| the majority of them present findings that
are independent of users’ interests and knowledge. This setback is an important one in
many cases whereby analysts, in following their business practices or expertise, would focus
on a very specific set of pre-defined entities as well as utilize their knowledge about such
entities (different linguistic variations of their mentions within a text, such as abbreviations,
or phrases that mean the same thing). Consequently, a visual presentation of entities that are
outside of analysts’ spheres of interest could be counterproductive to the analytical tasks at

hand. Therefore, when a specific set of pre-defined entities are of significant importance to
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users’ exploratory goals, it is essential that the visual exploration process can be aligned with
users’ interests and knowledge. Interested readers can refer back to Section|1.1)in which we
discuss an example use case in the business analysis domain where this need is particularly
relevant. This kind of situation has motivated research to make exploration of text collections
more tailored to specific needs of users.

While in the discussion of existing tools in Chapter [3] we have mentioned their strengths
and weaknesses individually, here we briefly summarize some of the gaps present in these
works in terms of how they can support users in incorporating their interests and knowledge
into the visual exploration process before going into our proposed approach in the next sec-
tion. To facilitate comparisons, this gap analysis is also done relatively to Shneiderman’s
visual information seeking mantra “Overview first, zoom and filter, then details-on-demand”
[120] that we adopt in our own work.

In terms of supporting users in gaining an overview of a text collection, the approaches
reported in Section3.I]rely on dimensionality reduction methods to derive a representation of
documents in a 2 or 3-dimensional space. This space is derived in such a way that documents
that are close to each other in the original multi-dimensional space remain so in the newly
derived space. Among these approaches’ key limitations is the difficulty for users to interpret
the newly generated dimensions. Furthermore, these methods only enable exploring inter-
document similarities without taking users’ interests or knowledge into account. Meanwhile,
the approaches reported in Section[3.2]can provide users with an overview of a text collection
based on a knowledge structure such as a taxonomy or a domain ontology. Among them,
DocCube [90] stands out as providing an overview of the dispersion of documents along
various dimensions and it also makes use of the hierarchical structure within an ontology to
let users explore at different levels of aggregation. The 3D visualization technique used in
DocCube, however, suffers from the common problem of occlusion. In sum, most existing
techniques in this area appear to suffer from usability issues whereby understanding of the
relationships between items shown in an overview display is not very well facilitated.

In terms of supporting users in filtering tasks, a number of query terms based techniques
enable users to see how many documents meet each possible combination of the query terms

used for filtering. These techniques, however, are limited in their own layout algorithms in

104



certain cases (e.g., ambiguous interpretation at intersections within the VIBE display [935]]
and complex visual encodings in the case of InfoCrystal [125]). Moreover, the lack of a
reusable conceptual structure such as an ontology that allows for organizing query terms
of interest to users into a hierarchical structure means that exploring at different levels of
abstraction is not feasible with such systems. Apart from those query terms based filtering
techniques, many applications support faceted filtering. Most of them, however, require
clean and accurate metadata describing the classifications of resources into various facets.
This has a number of known limitations: (1) clean and accurate metadata are not always
available for large resource collections, (2) if there is a mismatch between users’ mental
models and the set of facets being used for filtering, it would result in negative effects on
user experience. Moreover, when the resources being filtered are text documents, existing
faceted browsers only treat the relationships between documents and facet values as binary
ones, in a similar manner to other non-content bearing resources, and hence the contents of
documents are not taken into account.

With respect to supporting users in investigating the details of documents on demand,
there are two main areas of research: (1) visual analysis of document structures and term
distributions and (2) visual concordance analysis. For the former, many techniques rely on
the linear structure of documents to show where terms appear within them using intuitive lay-
outs (mostly involving blocks or bars representing chunks of text within a document placed
linearly next to each other either horizontally or vertically). However, these techniques are
not without limitations when it comes to visualizing the distributions of a large number of
entities (e.g., TileBars [56]) or at a finer level of granularity (e.g., Seesoft [37/]). For the
latter, there is a diverse set of tools and techniques to assist users in understanding the usage
contexts of terms within documents. These tools exist in various forms, from a tabular rep-
resentation to a large graph. A common limitation in these techniques is with regard to the
amount of text that still needs to be shown so that users can understand the usage contexts of
terms. This setback can become a significant challenge for users when a document is large
and many parts of it contain a term of interest to users.

In this chapter, we discuss our proposed approach and the research prototype, which also

paves the way for further research in Chapters 5 [l and

105



4.1 Proposed Approach

Personal ontology

\\j j i New entities-—.___
ﬁ\i\)\\\ \/L\ of interest ) IVEA
()

Document Collection

Figure 4.1: Approach Overview

In addressing the limitations outlined in the previous section, we proposed an approach,
as illustrated in Figure to help users focus on aspects of a text collection that they are

particularly concerned with by:

e Involving users at an early stage in the exploration process, whereby they define their
spheres of interest by encoding the important entities and their relationships into a
personal ontology. For each instance in this ontology, users can also define a list of
different linguistic variations associated with it so that its mentions in the text can be

identified.

e Leveraging upon the hierarchical structure of entities defined in the above-mentioned
ontology to allow users to explore various dimensions of a text collection at different

levels of detail.

e Employing coordinated multiple views to allow users to look at documents in a text
collection from different perspectives. These views are designed in such a way that
they can facilitate the interactions outlined in Shneiderman’s visual information seek-

ing mantra.
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e Suggesting users with frequent phrases within documents to keep the personal ontol-
ogy updated with new entities potentially matching their evolving interests. With the
newly added entities, the personal ontology becomes a richer and better representation
of their interests and hence can lead to more closely tailored subsequent exploration
and analysis experiences. This loop of defining and enriching an ontology containing

entities of interest is similar to the metaphor of “Plant a seed and watch it grow”.

In comparison with previous works on query terms or points of interest based visualiza-
tions, such as VIBE [935]] and InfoCrystal [1235]], while they can allow users to focus on docu-
ments containing entities of interest, they do not take advantage of any re-usable knowledge
representation. As a result, users with knowledge about certain entities will have to encode
that knowledge into more complex queries, and this time-consuming query formulation pro-
cess needs to be repeated every time another document is analyzed. In our ontology-based
approach, a personal ontology can be defined by users once, and subsequently used many
times. Furthermore, our approach also enables users to explore a text collection at differ-
ent levels of detail based on the hierarchical relationships between different entities. Our
approach is also different from other works on knowledge-based visual text analysis in a
number of significant ways. First, in our work there is a loop of knowledge utilization and
knowledge acquisition whereby new entities of interest is incorporated over time. Second,
in our work, by adopting Shneiderman’s mantra, we provide users with a more complete set
of interactions that let users see an overview, filter out uninteresting documents, and inves-
tigate more details of documents on an individual basis. Third, our work also comprises of
contributions that go into much more depth of visual text analysis, including: a visualization
that supports abstraction and ordering of items in faceted filtering, an effort in tackling the
visual complexity of TileBars that can benefit visual analysis of entities distribution within
documents, as well as a topic-based content abstraction approach for visual concordance
analysis. These contributions address many limitations summarized at the beginning of this
chapter and will be covered in detail in later chapters.

It is also worth noting that while any personal ontology can be used within the proposed
approach, we initially employed an ontology that was developed within the Gnowsis project

and based upon the Personal Information Model (PIMO) [113]]. Since the PIMO ontology
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acts as a formal representation of the structures and concepts within a knowledge worker’s
mental model [[113], it can be employed as a means to integrate personal interests and knowl-
edge into an exploratory visualization tool. The PIMO ontology comes pre-loaded with
some initial concepts that might provide a starting point for users. This is useful as many
knowledge-based systems suffer from the cold-start problem, in which systems require ini-
tial user inputs to be able to produce valuable outputs, but without seeing any meaningful
outcomes users are less motivated to make an effort to give such inputs.

The proposed approach is initially realized by a visualization prototype called IVEA,
which leverages upon the PIMO ontology and the Multiple Coordinated Views technique.
IVEA allows for an interactive and user-controlled exploration process in which the knowl-
edge workers can gain a rapid understanding about a text collection via intuitive visual dis-

plays. The design of IVEA’s initial visual interface and interactions is described next.

4.1.1 Visual Interface

We employ the Multiple Coordinated Views technique [109] to facilitate interactions sug-
gested by Shneiderman’s mantra in designing IVEA. Its interface is shown in Figure
when used to explore a collection of documents via an example pre-defined ontology. The
use of the Multiple Coordinated Views technique enables users to understand a text collec-
tion better via different visual displays highlighting various aspects of it, as well as via the
interactions with and coordinations between those displays.

IVEA’s visual interface consists of four views as follows:

e Personal Knowledge View: The tree-based structure, as shown on the upper-left cor-
ner of Figure [4.2] is used to display the concepts, instances and their hierarchical
relationships within the user-defined ontology. For each instance, users can defined a
list of linguistic variations associated with it. The concepts and instances within this
ontology can serve as an anchor for the exploration process. This view also acts as the
basis for other interactions within IVEA such as ontology enrichment or modification

of instances’ linguistic variations.

e Collection Overview: The scatter plot, as shown on the upper-right corner of Figure
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4.2] 1s used as the overall view to display documents matching the users’ interests. On
the scatter plot, each document is represented by a dot and its file name is shown in
the dot’s tooltip text. The coordinate of a dot on the scatter plot is determined by the
relevance values of the dot’s corresponding document with respect to the classes or
instances set on the x and y axes. The initial display of the scatter plot, as shown in
Figure [4.2] uses the overall relevance values of documents in the collection with re-
spect to the set of all ontology instances on both axes. Based on this initial display, the
users can, for example, see that in the collection being explored, 59 documents over-
lap with their interests and that the document “C:\data\ Papers\iswc 2007\197.pdf”,
represented by the rightmost dot on the scatter plot, is most relevant, based on its co-
ordinate. More details about that particular document can be obtained immediately
from the coordinated document overview and entities distribution view as described
shortly. Moreover, the dimension of either of the two axes can be changed to reflect
how relevant the documents are with respect to the concepts or instances placed on it.
The dots’ colors and shapes are used to differentiate the associated documents. The

dot’s size can be customized to accommodate for text collections of different sizes.

Document Overview: Bar charts are used to display detailed views on various char-
acteristics of each document in the collection. Three different tabs containing a bar
chart each are used on the lower-right corner of Figure #.2] The first tab contains a
bar chart that shows ontology instances appearing in a document together with the rel-
evance values of that document with respect to them. The second tab has a bar chart
that displays the matching ontology instances based on their frequencies. The third
tab contains a bar chart that shows the top frequent phrases or terms in a document.
For instance, in Figure the tab containing the top frequent phrases bar chart of
the document “797.pdf”” mentioned above shows that the word “claim™ appears most

frequently.

Entities Distribution View: This view, as shown in the lower-left corner of Figure
M.2] is based on the TileBars paradigm, originally reported in [56], and some of its

variants in [104]. It is used to display the matching ontology instances within each
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fragment of a document. The rows are associated with instances whose labels are
placed next to them on the right. The number of columns in this view is the number of
fragments to divide a document into, whose value can be set by users. Each document
is split into sentences and they are put into fragments such that each fragment contains
an approximately equal number of sentences. The height of the colored area in a
cell is determined by the frequency of the corresponding instance in that particular
fragment. By using this view, users can quickly be informed of the relative locations,
in which certain entities of interest appear, together with their respective frequencies.
For instance, Figure 4.2 shows that the instance “SALT” of the concept “pimo:Project”
appears more often in the first three fragments than in any other parts of the document

“197.pdf>.

4.1.2 Interactions, Manipulations and Coordinations

In line with the visual information-seeking mantra by Shneiderman [[120], IVEA provides

users with the freedom to interact and control the visual displays in the following manners:

o Filtering: It is essential that users are able to filter out uninteresting documents to
focus only on a restricted subset of a text collection. In IVEA, users can directly ma-
nipulate the overall view displayed in the scatter plot by dragging concepts or instances
from the personal knowledge view and dropping them onto the labels of the x and y
axes to indicate the dimensions upon which the relevance values of documents are to
be measured. IVEA instantly updates the scatter plot by executing dynamic queries
for the relevance values of all documents with respect to the instance or the aggre-
gated relevance values with respect to the concept placed on the axes. In Figure {.3]
the x-axis highlights documents relevant to “Semantic Desktop” while the y-axis high-
lights documents relevant to “pimo:Person”. The relevance value of a document with
respect to “pimo:Person’ is dynamically measured as the aggregated relevance value
of that document with respect to all instances of the concept “pimo.Person” in the on-
tology. Hence, the scatter plot can show, among others, documents referring to both

the topic “Semantic Desktop” and one or more persons who are of specific interest to
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users (documents plotted above both axes). The example also illustrates that IVEA can
take advantage of the hierarchical relationships between entities within an ontology to

allow for the rapid exploration of a text collection at different levels of detail.

e Details-on-demand: Once the overall view has been restricted to a specific set of
documents, users can investigate the details of each document within that set. Clicking
on a dot in the scatter plot will open up the corresponding document in its associated
application. Furthermore, to interactively link the collection overview with the detailed
views, coordinations between the scatter plot and the bar charts as well as the Entities
Distribution View are provided in such a way that hovering the mouse over a dot in
the scatter plot will display the corresponding bar charts and highlight the Entities
Distribution View of the document represented by that dot. This interaction is also

illustrated in Figure [4.3]

e Personal ontology enrichment: An innovative feature of IVEA is its capability to
enable users, with minimal efforts, to enrich their personal ontologies while exploring
a text collection. While investigating a particular document to see how it overlaps with
their spheres of interests, users are presented with the most frequent phrasesF_-I in that
document. The top frequent phrases and their corresponding frequencies are displayed
in a histogram as shown in Figure d.4] If any of the presented phrases is of specific
interest to users, they are just two-click away from adding it to the personal ontology
simply by dragging its respective column in the histogram and dropping on a concept
in the ontology. Users have the option to add the selected phrase as a subclass or
instance of the targeted concept. Figure 4.4 and {.5]illustrate how users can enrich the
PIMO ontology by adding “conference’ as a subclass of “pimo:Event”. We believe that
this is of benefit to users as it allows them to update their personal ontologies with new
entities interactively. Consequently, they can better explore a text collection when their
spheres of interests are better represented. Besides, an extended personal ontology is
useful not only for IVEA but might also be useful for other personal ontology-based

applications.

ICandidate phrases are nouns or noun chunks consisting of at most 3 words.
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Figure 4.5: The PIMO ontology added with a new concept.

4.1.3 Implementation
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Figure 4.6: Implementation Overview

The implementation overview is shown in Figure .6 Documents in a collection are first
analyzed by the text processing component, which is based on various natural language pro-
cessing resources (Tokenizer, Sentence Splitter, POS Tagger, JAPE Transducer) provided by
the GATE framework [26]]. Each document is split into sentences to identify the fragments’
boundaries for use in the Entities Distribution View. Furthermore, to suggest users with enti-
ties potentially matching their interest, most frequent noun chunks in each document together
with their frequencies are extracted.

The analyzed text is then stored into a Luceneﬁ index. A Boolean query (with the default

OR operator) consisting of all ontology instances is used to retrieve documents that are of

2http://lucene.apache.org/
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interest to users. The term weight in a document of an instance is used as the relative rele-
vance value of that document with respect to that instance. Here a variant of the well-known
TFE.IDF term weight function is used, which takes into account the frequency of a term lo-
cally (in a document) and globally (in the whole collection). The relative relevance value of
a document with respect to a class is the aggregated relevance value of that document with
respect to all of its direct instances and recursively, all of its subclasses.

The above relevance values and the frequencies of ontology instances in fragments of
each document are used as raw data for the visualization components. The implementation

of the visual displays is based on the prefuse library [61] and Java Swing components.

4.2 Formative Evaluation

We carried out a small-scale formative evaluation in which six researchers participated.
They performed a number of pre-defined tasks on a list-based baseline interface and then on
IVEA. The subjects all had prior knowledge about ontologies and Boolean query operators.
They were assumed to have the same sphere of interest, whose concepts and structures were
encoded into a pre-defined ontology. This ontology acted as the basis for exploring and
analyzing a test collection consisting of 62 research papers in the Semantic Web domain.
Although the collection’s size was not large, it was suitable for this initial study since it
could be representative of some real-world situation, for example, when a researcher wishes
to understand different characteristics of a document collection consisting of scientific papers
published at a conference in a particular year.

We do not go further into detail of the study here as we realized that it had a number
of limitations. A better designed study would (1) involve a larger number of participants
who are representative of the target users population (knowledge workers) and hence some
may have limited knowledge about ontologies and Boolean query operators, (2) require a
larger test collection, (3) use a more extensive set of tasks, and (4) require that each interface
be used first by half of the subjects. Nevertheless, at an early stage of IVEA’s design and
development, this formative study served as an opportunity for some users to interact with

the prototype and give us their feedback on IVEA’s potential usages as well as usability
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problem:s.

The useful feedback came mainly from the following questionnaire. The participants
were asked to give subjective ratings for all questions below, except for the last one which is
open-ended. The ratings were on a Likert scale from -2 (very bad/ completely disagree) to 2

(very good / completely agree) with O being neutral.

e How well suited are the visualization components to the exploration and analysis of

the document corpus?

e How helpful are the visualization components in the exploration and analysis of the

document corpus?

e How helpful are the visualization components for enriching the PIMO ontology while

exploring and analyzing a document corpus?
e How easy are the visualization components to use?
e How self-descriptive are the visualization components to work with?

e With proper documentation, how well do you think you could use the visualization

components in the future?
e How easy to learn do you think the system is?

e Do you consider the personalized exploratory visualization tool as having added value

compared to existing desktop search engine?

e Do you think the integration of personal knowledge via the PIMO ontology offers

more advantages to the exploration and analysis task than other data browsing tools?

e Do you perceive the suggested top frequent phrases for enriching the PIMO ontology

relevant?
e How appealing do you find the design and layout of the visual components?

e Do you perceive the visual components’ design and layout as not too complex for the

task?
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e Are there any functionalities or visual components that you expect to be included with

the tool but were not available?

The mean scores of the responses on the questionnaire are shown on Figure Overall,
the initial user feedback on IVEA was encouraging to further research in this direction.
Among the various aspects surveyed, a particularly well-liked attribute of IVEA was that its
design and layout were appealing. Furthermore, the participants considered IVEA as having
added value to desktop search engines that are readily available on their desktop. IVEA
was also perceived to be both helpful and easy to learn. Other aspects that received mean
rating scores of 1 (on a scale from -2 to 2) included IVEA being suitable to the task of
exploring a text collection, being easy to use, and the personal ontology enrichment feature
being considered helpful for the task as well. Meanwhile, the ratings were a bit low for its
self-descriptiveness and being complex for the task. Nevertheless, the participants agreed

that it could be easily used in the future with proper documentation.

Suitability |

Helpfulness ]

Consider the PIMO ontology enrichment helpful |

Ease of use ]

Self-descriptiveness |

Ease of use in the future with proper documentation |

Ease of learning ]

Consider IVEA as having added-value to desktop search engine |

Consider integration of personal knowledge into IVEA as advantageous ]

Consider suggested phrases for populating the PIMO ontology helpful |

Consider the design and layout appealing |

Consider the design and layout not too complex J

0 02 04 06 08 1 12 14 18 18 2
Figure 4.7: Questionnaire responses
The responses for the open-ended question gave us other useful suggestions to improve

user experience with IVEA. For the filtering interaction, a participant emphasized the need to

allow users to “multi-select [entities] in PIMO [the user-defined ontology] to the scatterplot
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[for filtering], ...but the scatterplot is 2D, so need something multi-dimensional” (selection
of multiple entities at the same time for filtering in a multi-dimensional representation). Al-
though the scatter plot currently employed in IVEA for filtering allowed users to focus on
documents which were relevant to the concepts/instances placed on its two axes, it had an in-
herent limitation in that users could only have an overview of how relevant the documents in
a collection were with respect to only frwo entities of interest at any one time. User feedback
indicated that the ability to explore a text collection along multiple conceptual dimensions at
the same time would be beneficial.

The feedback in the open-ended question also highlighted some shortcomings of the
TileBars-based Entities Distribution View. When this view was used to explore a document
containing many entities of interest to users, its presentation became harder for the subjects to
get a quick grasp of the distributions of many entities. Therefore, the participants suggested
some ways to mitigate this problem, such as “highlight select items in TileBars [ Entities Dis-
tribution View]” and “TileBars — instance list [to be] group[ed] by class, [which would make
it] easy to read”. In addition, in this initial version of IVEA, the full text of a document could
be shown in a separate display, and hence a mouse-over would result in a tooltip containing
the text in the selected fragment, so some participants stated that “in the TileBars tooltip 1
would have liked the occurrences of the instances to be highlighted”.

Other useful suggestions included a “search box for PIMO concepts” and “Bar chart —

use [the] same color for the same class in [the] ontology or group by class somehow”.

4.3 Summary

In this chapter, we introduce IVEA, an innovative information visualization tool which
supports the task of exploratory document collection analysis based on users’ interests and
knowledge. IVEA leverages upon a personal ontology as a formal representation of a user’s
interests and knowledge, and it employs multiple coordinated views so that text collections
can be explored from different angles. The integration of a personal ontology into IVEA
allows users to rapidly explore text collections at various levels of detail. To cater for users’

evolving spheres of interests, IVEA enables them to enrich their personal ontologies with
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new concepts and instances interactively. A small-scale usability study was carried out and
the results were sufficiently encouraging to further research in this direction. The study pro-
vided us with useful suggestive indications and valuable feedback to subsequently improve
the design of IVEA.

In Chapter [5 we address the limitation on the filtering interaction with an innovative
multi-dimensional visualization. In Chapter [0} we will discuss our effort in tackling the vi-
sual complexity of TileBars-based Entities Distribution Views so that it is easier for users to
quickly understand the distributions of entities of interest within a document. In Chapter
we describe how we can provide users with more detailed information than just the distribu-
tion of terms, by showing the gist of a term’s usage contexts within documents in a visual

form that can facilitate comparisons of those contexts between documents.
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Chapter 5

Visual Abstraction and Ordering in

Faceted Browsing of Text Collections

In Chapter §] we have introduced the initial prototype of IVEA, an information visual-
ization tool aiming at supporting users in exploring a text collection in such a way that their
interests and knowledge can be taken into account. Among its features, IVEA facilitates
users in filtering tasks in order to leave out uninteresting documents and focus only on doc-
uments containing certain entities of interest. In the initial version of IVEA, this filtering
interaction can be performed on a scatter plot, as shown in Figure4.3] Even though a scatter
plot is an intuitive visualization for filtering tasks, it suffers from two main limitations: (1)
when used on a large collection of text documents, there might be too many glyphs repre-
senting documents to display, hence the occlusion problem arises due to overplotting, (2)
users can only explore how documents are related to at most two entities of interest at a time.
Feedback from a formative user study on IVEA has suggested that the capability to explore
a text collection along multiple dimensions at a time would be beneficial.

In this chapter, we focus on addressing the above limitations in the filtering aspect of
IVEA. It is worth noting that as the hierarchy of entities of interest to users, encoded in a
user-defined ontology, can be used to characterize documents within a text collection, they
can be treated as facets and hence the filtering interaction can be referred to as faceted fil-
tering or faceted browsing. Interested readers can refer to Section [3.3] where we discuss the

background of and existing tools for faceted browsing.
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In order to design a visualization that can support faceted browsing without the two limi-
tations inherent with scatter plots, next we analyze user requirements for this filtering inter-
action on text collections. Based on these requirements we will present an early solution with
certain limitations, and then go into detail the visual abstraction and ordering techniques that
can turn this matrix-based visualization to a suitable solution. We then describe a user study

to gauge how this visualization can help users in faceted browsing tasks.

5.1 Faceted Browsing of Text Collections

We were interested in user experience with existing faceted user interfaces, therefore we
invited nine persons who were familiar with faceted browsing to participate in contextual
interviews. They were asked to demonstrate their recent use of a faceted user interface to
achieve a real task of their own. They explained their interactions while we were observing.
Afterwards, each of them discussed their experience with using these websites (including
amazon.co.uk, yelp.com, landsend.com, cnet.com, daft.ie, dabs.ie). Their feedback can be

summarized as follows:

e The facets in these websites were highly appreciated as they were relevant and helpful
to narrow down the search space. Some subjects were not happy with the default set

of facets, as they did not reflect their most relevant criteria.

e Comparison of items across different facets was very important in many cases for
making decisions. To avoid missing the best matches, users had to look at different
combinations of facet values inherent in the focus items. Sorting by one facet at a time

was therefore not considered effective.
e Facets were not equally important. Some facets were more important than others.

e Having to go through a long list of focus items was time-consuming. This is in line
with results from a study on faceted user interfaces [80], which showed that while
users spent equally much time on the query, the facets and the results on the first

results page, they focused entirely on the items on the second and third results pages.
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This suggested that after choosing the facet values to narrow down their options, users

still needed to spend a considerable amount of time looking for specific items.

It is worth noting that most of the websites used by the participants only allowed for
the single-valued selection mode i.e. only one facet value could be selected at a time, e.g.,
a brand or a price range (hence conjunctive queries used at each filtering step), only some
websites, such as yelp.com and amazon.co.uk, also allowed for multi-valued selection mode,
e.g., on the “Categories” facet in yelp.com (and hence disjunctive queries used). In the for-
mer case, users needed to narrow down the search space in a stepwise manner by choosing
only one value in a facet at a time. As such, if none of the items in the results set met their
needs, they had to backtrack and explore different paths in order to compare items using a
combination of facets that were of import to them to find the best matching items. While
comparisons were important to users in making choices, not all sites using the faceted nav-
igation paradigm offered this feature. In the latter case, the multi-valued selection mode
catered for vague criteria from users (e.g., multiple neighborhoods were considered accept-
able for the location facet while a user was looking for a restaurant), and thus allowed for
displaying a larger set of items matching one or more values of a facet. In this situation,
users needed to look into the details of each item to figure out which values of a facet an
item matched. In both cases, the users’ feedback indicated that choosing an item matching
their needs involved comparing items based on a combination of facets rather than just one.

While none of the websites used by the participants dealed with documents, they shared a
similar feature with most current faceted user interfaces for browsing a text collection, such
as the one shown in Figure [3.14] in terms of displaying the results set. Filtering interactions
resulted in document items returned in a list and users still had to traverse through many re-
sult pages to select a particular document for further analysis. This similarity exists because
even though documents are content-bearing items, their contents are completely ignored and
only the (usually hand-crafted) metadata is utilized as with other kinds of resources. This

has two setbacks:

e Itis not always the case that metadata are available for a text collection to be explored,

since the effort required to generate the clean metadata (e.g., to classify if a document
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belongs to one or more categories) is tremendous on large datasets. An example of

this issue is highlighted in [101].

e Even when metadata are available, as in the case of carefully curated digital library
collections, the existing paradigm, however, falls short of being adequate to support
users in the task of filtering for potentially relevant documents while exploring a text
collection. Document contents are only taken into account in free text search to further
narrow down the results set. This issue is also highlighted in [20] after the authors
conducted an experimental study on a visualization to support search interfaces and
realized that users of digital libraries are most often interested in the content of the
documents rather than their metadata. The finding suggests that while metadata is
certainly useful for filtering and aggregation to obtain basic analytical statistics and
relationships, when documents are used, their contents are far richer in terms of useful

information that can be explored and hence should not be ignored.

Therefore, we believe that it would be useful to further support users, who are interested
in a certain set of entities of interest, to explore a text collection whose metadata are not

available. In this case, it is important to:

o Show how relevant a document is to these entities. This is due to the fact that unlike
the binary relationships often seen between an item and a facet value (e.g., an elec-
tronic item and a brand), documents are content-bearing items and hence the relevance

relationship is of importance to users in choosing which documents to focus on.

e Use disjunctive queries instead of conjunctive queries. When focus items are docu-
ments, users should be able to consider multiple facet values simultaneously since a
document is usually relevant to a number of concepts at the same time. In addition,
while exploring documents, the fact that some documents do not mention certain enti-
ties may be of interest to users (e.g., in the Enron email dataset, it may be interesting to
identify the set of documents mentioning both “leak” and “investigation”, and the set
of documents only mentioning “/eak” and nothing else in the legal activity category).

This feature is lacking in most faceted user interfaces since only a single facet value
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can be used at a time and thus facet values can only be ANDed together. Disjunctive
queries can return a set of items that do not contain certain facet values and this could
be of interest to users. This may be suitable not only to documents but also to other
digital resources when slice-and-dice operations are required [128], e.g., filtering for
photos that satisfy the condition “Australia and in 2004 and not portrait” from a photo

collection.

e Show basic repository statistics. This is to support comparisons between different
groups of documents meeting certain criteria. In the example above, it may be useful
to compare the sizes of those two sets of emails. The use of disjunctive queries enables
comparisons directly on the user interface and also reduces the number of different

steps that need to be carried out to achieve this goal.

The above requirements, together with what we can learn from the user feedback on
existing faceted user interfaces, beg the question if properties of documents can be visually
displayed in such a way that users can make a better informed decision faster than having to
traverse all pages of results and looking at one document after another. The key limitation
of existing works is the lack of an aggregated view showing how each document relates to
each of the entities. While certain issues were raised about faceted user interfaces in general
[S8]], they tend to focus on the display of a large number of facets, e.g., which facets to
show (adaptively) when there are many. The issues identified here regarding the focus item
representation for faceted browsing of a text collection have largely been left untouched. We

argue that user experience can be improved if the following design desiderata are met:

e Each focus item should have a compact representation expressing its correspondences

to facet values.

e Users should be able to perform cross-comparisons of focus items over different values

of one or more facets.
e The display can be visually abstracted to deal with a large amount of focus items.

e Users should be able to interactively reorder facets based on their preferences, resulting

in different displays of focus items.
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5.2 A Matrix-based Visualization for Faceted Filtering of
Text Collections

To meet the above requirements, we first proposed using a multi-dimensional visualiza-
tion, one dimension for each facet value, as an alternative to the linear result listing paradigm.
This visualization, as shown in Figure was inspired by TableLens [103] and FOCUS
[124]. Within the matrix, rows represent entities selected for filtering, columns represent
documents containing at least one of those entities, and each cell shows the relevance value
(a TF-IDF based score) of a document with respect to an entity via its height. To decide a
cell’s height, we use k-means clustering to identify three clusters of relevance values, and
the maximal values of the three clusters are used as thresholds. In addition, there is a cross-
hair highlighter which follows the mouse movement to indicate the row and column at the
mouse’s current position. The vertical part of the cross-hair highlighter helps to focus on
which entities a document contains and its horizontal part helps to show the distribution of
an entity in a collection. In this visualization, entity de-selection is made as easy as entity
selection, i.e. users can de-select facet values by right-clicking on an entity and the whole

respective row is removed from the visualization.

B T pimo:Person
¥ C pimo:Organization
< DERI
i University of Sheffield
A University of Karlsruhe
< NEPOMUK.

Document: fhome /vinhtuan /SemWeb fes wc 07 -ma.pdf
Caonceptfinstance: Univers ity of Karlsruhe
Felevance value: 0.010344663634896278

Figure 5.1: The initial matrix visualization for faceted filtering. Here a column corresponds
to a document and the height of a cell indicates that relevance of a document to an entity.

This representation, in effect, blends visualization with faceted browsing in that users can
select entities from hierarchical facets and then documents relevant to one or more of the
selected entities are displayed on the visualization. The relationships between documents
and entities of interest to users are automatically obtained based on text analysis of the doc-

uments’ contents. Since hierarchical relationships between entities are taken into account,
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selecting a class will result in the automatic inclusion of all of its direct instances and recur-
sively, all of its subclasses. Thus, facet selection for filtering can be done at different levels
of granularity and multiple facet values can be selected in a single operation. With this visu-
alization, each document has a visual representation indicating its correspondences to facet
values and users can perform cross-comparisons of documents over each facet value.
Although it meets two of the design desiderata mentioned in Section[5.1]to support faceted
filtering interactions, the visualization proposed above provides no visual abstraction to cater
for a large number of documents and no interactive ordering of facet values to enable users
to easily compare items across different facet values (entities). In the following sections, we
focus on the proposed solution for those two issues. Here, documents are information items

and concepts/entities of interest to users are facet values.

5.3 Visual Abstraction of Documents

Given the typical screen resolution, too much data is confusing and limiting information
manipulation. Therefore, it is important to collapse a visual display when desired so that
users can focus more effectively. In this respect, the semantic zooming and document group-
ing features can be employed simultaneously to achieve a highly flexible visual abstraction
when the number of documents makes it challenging for users to digest and explore. We
can represent relationships between documents and a set of concepts in a bipartite graph
G = (D,C,E) whose vertices belong to two disjoint sets D representing documents and C
representing concepts. If d; € D is relevant to ¢; € C, then there is an edge (d;,cj) € E

connecting them, whose weight is the relevance of d; with respect to c;.

5.3.1 Semantic Zooming

Hierarchy is an important organizational paradigm, which helps users abstract key con-
cepts from groups of similar items and structure their reasoning [20]. The semantic zooming
feature is based on the hierarchical relationships among entities (facet values) and hence
helps avoid cluttered interfaces by providing different levels of abstraction. The hierarchy

attached with the matrix allows users to dynamically drill down or roll up to achieve views
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at different conceptual levels of detail to focus on particular subgroups. This, in effect, is
the aggregation of vertices in a set of concepts, hence replaces edges that connect documents
to instances of a class with edges that connect documents to that class only. For instance,
in Figure [5.2] assuming that ¢;, c2, c3 are instances of a class, they can be grouped into a
single concept c23 representing that class. Documents containing any or all of these three
concepts is considered as containing c123. Thus, the resulting bigraph on the right has fewer
edges. In general, the levels of semantic zooming correspond to the number of hierarchical

relationships between entities defined in the ontology. An example is shown in Figure

Figure 5.2: Semantic Zooming Bigraphs

Collapsed Class - « = = = = =« v v v v eme e oo e s e
= @ Activity(11638)

5.0 LegalActivity(912)
-/l Testimony(31) .........

A1 Settement(174)
-/I Investigation(332)
-4 Deregulation(360)
-/I Allegation(19) Y
0 Business.ﬁ.cﬁvity (20 59]!|

Figure 5.3: Semantic Zooming Example

5.3.2 Documents Grouping

While semantic zooming can abstract away a lot of details, the number of documents in a
relatively large collection can still be too much to be effectively displayed on a limited screen
space. Here the documents grouping feature provides further abstraction based on the notion

of Structural Equivalence of individuals in social networks [84]], defined as below.
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Definition Objects a, b of a category C are structurally equivalent if a relates to every object

x of C in exactly the same way as b does [84].

This notion is used to partition objects in a set into classes of structurally equivalent
objects, which leads to the ability to derive a reduced set of categories in which belonging
objects are considered equivalent. When these objects are individuals in a social network,
the set of derived categories represents “maximal relationally homogeneous groups” [[84]].

Here, we treat documents and concepts as objects and adapt the Structural Equivalence

notion as per below.

Definition Given a set of concepts C = {cy,..,c,}, the set of structurally equivalent docu-

ments with respect to C consists of documents containing all elements of C.

In other words, documents d; and d; in D are structurally equivalent with respect to C if
there exist edges (d;,cx) and (dj,cx) € E, for k = (1,..,n). Given a set of selected entities
C , we can identify a set of structurally equivalent documents with respect to each set in the
powerset of C (excluding the empty set). For example, in Figure the documents dj, dz,
ds contain ¢y, ¢4 and not any other concepts. Therefore, they can be put together into a group

d135 as shown in the right bigraph.

Figure 5.4: Document Grouping Bigraphs

It is worth noting that while collapsing and expanding facets with semantic zooming are
already widely employed in many facet browsing websites, the advantage of our approach
is that documents grouping can be used simultaneously with semantic zooming to achieve
visual abstraction on two different dimensions of concepts and documents at the same time,
as can be seen on Figure[5.3] As such, this approach enables even more flexibility with regard

to the levels of granularity at which information is viewed and manipulated. As shown in
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Figure 5.5: Document Grouping Example

Figure [5.5] although the screen space is limited, the visualization can still cope with a large
set of documents. Here, the faceted filtering process results in 1131 relevant documents
containing at least one of the instances of the concept “Organization”. However, we do
not need to display 1131 columns in the initial matrix visualization. Since 18 structurally
equivalent groups are identified, together with 8 documents that contain unique combinations
of the entities used for filtering, only 26 columns need to be shown, as only one (randomly
chosen) document of a group is initially displayed on the matrix, while other documents that
do not belong to any groups are still displayed as a regular column each. In fact, if there are
n selected facet values, only a maximum of 2" — 1 columns are needed for the initial display.
The column of the representative document of a group has a ‘+’ sign on top, which is a visual
cue to indicate that there are more documents containing exactly the same set of entities. We
also use k-means clustering on different group sizes to find three clusters of size and use the
maximal values of the three clusters as thresholds. Thus, the size of a ‘+’ sign can indicate the
relative size of a group. Hovering the mouse over a ‘4’ sign will pop-up the exact number of
documents in that group. This visual cue overcomes the need to show numeric values, which
require varying spaces and can distort the consistent layout of the matrix. Clicking on this
representative column will make visible all documents in a group and its visual cue changes
to ‘-’ as shown in Figure [5.5] Clicking again on the representative column will hide other
documents in that group. This interaction simplifies the comprehension of the visual display
of a large number of documents without users having to examine a matrix containing a large
number of columns, since the initial display does not depend on the actual number of focus

items (documents).
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5.4 Visual, Interactive Ordering based on Facet Values

As previously mentioned, not all facets are equally important. For each user and/or for
each task, there is an order of importance of facet values accordingly. Therefore, we consider
facet values that are placed on top to be more important than those below them. Thus,
documents and groups of documents are reordered based on their correspondences with facet
values. As in Figure in the facet “LegalActivity”, the value “Testimony” has the highest
position, therefore documents and groups of documents that are relevant to “Testimony” are
moved to the left and those that do not are moved to the right. Within these two groups,
they are subsequently ordered by their relevances to the second value, “Settlement”. This
ordering is done similarly until the last facet value. This ordering can be efficiently achieved
using a bitmap of a document or a group of documents, which is constructed by assigning a
1 bit if a document/group of documents is relevant to a facet value, a 0 bit otherwise, and the
first facet value corresponds to the highest order bit. For instance, the left-most document in

Figure [5.6] corresponds to the value “11111000”, highest among the derived bitmap values.

MOVEdTﬂTﬂp** + e s o o+ o + o+ o o+ o+ O Y
=2 Activity(11638)
= C LegalActivity(3132)

el Envesﬁgaﬁun[?ﬁl}l -

v Allegation(19) -

-1+ Testimony(81) . .... ....
ey Settlement(174)

ey Deregulation(360)

4 2 BusinessActivity(2059)

Figure 5.6: Facets Reordering Example. In comparison to Figure [5.3] in this Figure, the two
entities “Investigation” “Allegation” have been moved to the top and the matrix was changed
accordingly.

Furthermore, users can interactively reorder facet values while exploring a text collec-
tion. As shown in Figure[5.6] in the facet “LegalActivity”, if the values “Investigation” and
“Allegation” are considered more important, they can be moved (via drag-and-drop) on top.
The documents’ order within the matrix is changed accordingly as a result (compare with
Figure [5.3|to see the difference). We believe that this visual ordering based on facet values

enables users to easily compare focus items, in this case documents/groups of documents,
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across facet values in a meaningful, prioritized way.

5.5 New IVEA Visual Interface

The updated version of IVEAEI, which incorporates the new faceted filtering feature de-
scribed in this chapter, is shown in Figure In this Figure, IVEA is in use with a collection
of more than 38000 emails from the Enron dataset.

A number of new features have been included in IVEA as follows to improve user expe-

rience.

e In the Personal Knowledge View (Panel 1 in Figure [5.7), query previews are added to
concepts and instances within the ontology to indicate how many documents contain
each of those entities. We also incorporated user feedback on the previous version of
IVEA (discussed in Section [4.2)) to provide a keyword search box on top of the tree

structure to facilitate quick navigation to entities when the hierarchy is large.

e In Panel 2, the scatter plot previous used for filtering is now replaced with the matrix
visualization described in this chapter. Keyword search is available to further restrict
the matrix to display a particular subset of the results set. If the timestamps of docu-
ments can be extracted, they can also be used to aid filtering. Filtering interactions can
still be performed by dragging entities from the tree structure in Panel 1 and dropping
them onto Panel 2. Users can quickly remove all filtering criteria by clicking on the

“Clear Filter” button.

e Users can interact with the matrix visualization as described earlier (e.g., expanding
or collapsing groups of documents, or reordering entities). Once they wish to focus
on a document for more detail, they can right-click on the column representing that
document in the matrix. This interaction will result in the Document View (Panel 3)
and Entities Distribution View (Panel 4) being updated to display the details of the

document in focus.

YA screencast is available at http://resources.smile.deri.ie/projects/ivea/
screencast/2010-06/
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e The Document View in Panel 3 has two parts. The upper part of has two tabs: one
tab has an entity cloud showing which entities and how many times they appear in this
document, the other tab shows a word cloud of the most frequent phrases extracted
from the same document. The reason that we use word clouds instead of bar charts as
in the initial version of IVEA is that bar charts do not scale well when there are a lot
of entities to display. The lower part of the Document View shows the full text of the
document in focus, which is also annotated with occurrences of entities of interest. The
color palette used for annotations is the same as that used in the matrix visualization in
the Filtering and Entities Distribution views to maintain consistency (the same entity
gets the same color in all views). The inclusion of a view showing a document’s
contents helps users navigate to parts of the text containing relevant entities a lot faster

than opening a separate view as with the previous version.

e In the Entities Distribution View (Panel 4), previously we showed a list of all Entities
Distribution Views for all relevant documents and highlighted the one corresponding to
the document in focus. However, this is not scalable for large collections, therefore in
the updated version, we only show the view for the document in focus upon selection
from the filtering view (Panel 2). Upon a mouse-over on top of an entity in the entity
cloud in the Document View (Panel 3), the corresponding row showing the distribution
of that entity is highlighted (e.g., “Electricity” being highlighted in Panel 4). We will
go into more detail on the change we made in the Entities Distribution View in the

next chapter.

With this updated interface, we carried out an evaluation on the faceted filtering aspect of

IVEA as described next.

5.6 Evaluation

We conducted a user study to test the null hypothesis that there are no differences on
users’ performance and preferences on interfaces using the matrix-based representation and

interfaces using the linear listing paradigm.
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5.6.1 Method

Participants

18 people (9 females, 9 males) participated in the study, two of whom participated in pilot
sessions. Six of them were in the age range of [18,25], nine in [26,40], and three in [41,60].
In terms of occupations, the subjects were accountants, administrative assistants, project
administrators, managers, programmers, undergraduate and graduate students in History,
Business, Physics, Industrial Engineering and Information Technology/Computer Science.
All were familiar with web search and had a need to seek for information from documents
(with frequencies ranging from a few times a week to hourly). They had all used commercial
websites employing the faceted browsing paradigm. None had any prior experience with the

IVEA prototype.

Materials

We used a set of 38180 emails from the Enron email dataset?] as the test collection in the
study. These emails varied in length, from relatively short to long ones. Many of them were
internal disseminations of news articles together with further discussion. A set of pre-defined
facets and facet values were used for the study. The study was conducted on a 15" laptop

with a 1440x900 screen resolution.

Design

The study used a within-subjects design. The independent variables were the interface
type and the task type; the dependent variables were the participants’ performance and their
subjective ratings.

In this study, we implemented four different interfaces to display the results set returned

from faceted filtering interactions:

e Simple linear listing (UIl): In this baseline interface, as shown in Figure [5.8] items

were displayed linearly, ordered by their relevance to the set of selected entities (facet

2 Available at http://www.cs.cmu.edu/~enron/
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values). Each result item had an email subject, a set of entities that it contained among
those used for filtering and a short text snippet. This interface resembled current
faceted browsing websites in terms of showing which facet values an item is asso-

ciated with for a multi-valued facet.

Entity “Settlement” 3 | Entity Investigation™ % |Entity "Resignation” ¥  g—————————— Filtered Entities

Collection Overview | Collection Filtering View

Showing Page: 1/36 . R
Number of documents found: 712 E-mail Subject

1. FW: "BLAME CANADA" - Some Thoughts on the Cali... PART 1

m| s

...notes @tfn.com@EMRON [ mailto:IMCEAMOTES-firstcall+ 2Enotes +40tfn+2Ecom +40ENRON @ S t
ENRON.com ] Sent: Monday, July 02, 2001 2: 18 PM Ta: Koenig, Mark Subject: "BLAME CANADA” - Some e O NIPPE]
Thoughts on the Cali... PART 1FIRST CALL RESEARCH NETVYORK 10:45am EST 0...

2. Natural Gas Futures End Up on Short-Covering

... Itoileave-enerfaxtext-16362929Y @relay. netatiantic.com Enerfax Daily NORTH AMERICA'S FREE
POWER AND GAS INFORMATION SOURCE Tuesday, January 15 2002 No. 905 Visit: http://
. enerfax.comy or for Gl Prices & News http: ffwww. enerfaxgold.com/ PHYSICAL. ..

Investigation ————————— Filtered Entities Contained in the Document

Figure 5.8: UIl - A linear listing view of the results set.

Linear listing with grouping (UI2): As shown in Figure[5.9] this interface was similar
to UIl in that it also employed the linear listing paradigm that users were already
familiar with. However, instead of showing the names of the entities contained in each
result item, small squared icons were used as their visual representations. Entities’
names could be known from the legend or the tooltip text. Each square was filled with
a color based on its corresponding entity and its relevance value, in the same fashion
as cells in the matrix representation. In addition, items were also ordered and grouped
in a similar fashion to our proposed approach in Section [5.3] and [5.4] in that items
containing exactly the same set of entities were displayed continuously and ordered
by their binary signatures. For instance, in Figure [5.9] the first document has binary
signature of “111” because it contains all three entities, the second one has a signature
of ”110” because it only contains the first two entities. Documents having the same
signature of “110” will be listed next, and followed by those whose signatures have

smaller binary values. This interface served as a strong baseline.

Matrix-based view (UI3): This interface employed the proposed approach in Section

5.3land 5.4
Matrix-based view with linear listing (UI4): As shown in Figure [5.10] this hybrid
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Entity "Testimory”™ 3¢ | Entity "Settlement” 3¢ | Entity “Investigation” 3% | #———— Filtered Entities

Collection Overview | Collection Filtering View

Caption
. H Testimony 3
: Settement
Investigation

Showing Page : 1/30
Humber of documents found: 533

E-mail Subject
[ | 1. PW: [ enerfaxdaity ] TODAYS ENERGY PRICES &NEWS /

...lIsouth.net@ENROM [ mailto: IMCEANCTES-enerfax1+40bellsou= th+2Enet+40ENRON@ENRON.com | = .
20 Sent: =095aturday, June 23, 2001 1:11 PM To:=09Kaminski, Vince J Subject: =09 [ enerfaxdaily ] — Snlppel
TODAYS ENERGY PRICES &MEWS Outlook users please wait a minute for...

Visual Representation of the Entities
ml Gas Slip Lower Before Long Weekend
.‘.Ibo:leaj Concept/Instance: InvestigationEﬁanuc'com Enerfax Daily NORTH AMERICA'S FREE

POWER ) day, January 22 2002 No. 909 Visit: http:/{
WWWLEN Relevance value: 0.0 i v enerfaxgold.comf PHYSICAL...

Figure 5.9: UI2 - A linear listing view of the results set, added with visual indicators of
which entities are contained in each document.

interface was a combination of UI3 and a slightly-modified version of UI2. When
users clicked on the representative column of a group of structurally equivalent items,
they were not expanded as columns in the matrix. Instead, this group of documents
were shown in a linear listing view in which items were ordered by relevance with
respect to the set of entities shown in the representative column. The representative
column was visually highlighted in the matrix to indicate which combination of entities
were contained in that group of items. The visual indicator for each document was
made more compact as non-relevant entities were removed, which resulted in a more
focused representation while the correspondence between a document and the whole

set of selected entities was still visually available in a larger context in the matrix.

Collection Overview | Collection Filtering View ‘

“““““ = o hocho -
* ) . Linear Listing View
- C |egalActivity(912) ihom‘l,mg F'fadge (11 < found: 7
. /I TESﬁmﬂI'W(S 0 ....... umber of documen found:
A1 Settlement(174) 1. Natural Gas Futures End Up on Short-Covering =
-4 Investigation(382) ...Ito:leave-enerfaxtext-16362929Y @relay.netatlantic. com Enerfax Daily NORTH AMERICA'S FREE
(g Deregulation(360) POWER AND GAS INFORMATION SOURCE Tuesday, January 15 2002 Mo, 905 Visit: http://
LA www.enerfax.com/ or for il Prices & News http://www.enerfaxgold. com/ PHYSICAL. ..

Allegation(15)

2. Alliance Info Alert
...following information includes: The Supreme Court brief EEI filed May 31 responding to the two

appeals that the court accepted, one filed by the New York Public Service Commission, 8 other state
commissions and NARUC and the other by Enron. { attach...

Selected Set of Entities \‘
i

3. Alliance Info Alert - FERC Action/Filings
...5 Aliance Info Alert provides 1) a summary of FERC's 5/30/01 meeting, and 2 ) 3 listing of recent
filings at FERC. FERC Meeting Summary: At Wednesday's Commission meeting, FERC denied, without
discussion, rehearing requests of its March 14, 200...

Figure 5.10: Ul4 - A hybrid version of the matrix-based visualization and the linear listing
view.

The above four interfaces were considered to cover a range of variations from the one that
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resembled the current linear listing paradigm, to linear listing enhanced with icon represen-
tations, which was also grouped and ordered, to the proposed matrix-based representation
and a hybrid version of matrix-based and linear listing view. During the study, each imple-
mented interface was referred to by a neutral, color-based name, e.g., “FacetExplorer-Green”

for Ul4.

Procedure

The subjects were given a short briefing about the study. They were also introduced to
and shown video screencasts of all four different interfaces and asked to carry out a number
of sample tasks on each of them. They were not informed of which ones employed our
proposed approach. Then they were asked to perform four different sets of tasks, one for each
interface. To eliminate learning effects, the order of the interfaces was counterbalanced. The
assignments of the four different sets of tasks to the four interfaces were also counterbalanced
using Latin Square as suggested in [68]].

Each set of tasks consisted of the below three parts:

e The first task was related to basic repository statistics, i.e. asking for the number of

documents meeting some criteria in two subtasks.

e The second task asked the subjects to filter for (i.e. identify) specific documents meet-

ing some criteria including a time period.

e The last task was an optional task involving the subjects freely filtering for documents

of interest.

The first two tasks were preceded with short excerpts from news articles from the New
York Times, which were related to the Enron event and hence the dataset, to set the con-
texts. The contexts were helpful to provide the subjects with some topically interesting
background information and hence they could relate to the situation and be motivated to
carry out the tasks [[79]. In addition, we designed the first two tasks such that they required
the same amount of efforts (the same number of steps) to find out the answers i.e. all subtasks

involved the same number of different entities, however their associated Boolean operators
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were varied to avoid learning effects. While the first two tasks enabled us to compare users’
performances with respect to obtaining basic repository statistics and identifying the relevant
set of documents meeting certain criteria, the third task was an opportunity for the subjects to
freely experiment with various features of the interfaces being evaluated and hence we could
solicit their comments. As such, we took into consideration the task completion time and
accuracy in the first two tasks and sought qualitative results from the third one. The partici-
pants did not have to write down answers as doing so may introduce large variations in terms
of time. They only pointed to them on the screen and verbally informed the facilitator, the
accuracy and task completion time were extracted in post-hoc analysis based on the screen
and voice capture.

Below is one of the four sets of tasks used in the user stud

Task 1. “...Even as the celebrations unfolded, accountants and trading experts at the com-
pany’s Houston headquarters were desperately working to contain a financial disaster, one
that threatened — and ultimately would destroy — everything Enron had become. A handful
of executives were struggling to sound the alarm, but with Enron’s confidence in its destiny,
the warnings went unheeded...”

In this context, you may want to focus on emails that mentioned accounting and Kenneth

L. Lay. Among them,

e How many emails mentioned loss ?

e Among those that did not mention loss, how many emails in 1999-2002 mentioned

alarm.

Task 2. “...0On Aug. 14, stunning the market, Jeff Skilling announced he was resigning
after just six months as chief executive, citing undisclosed personal reasons. He left assuring

investors that the finances of Enron had never been better...”

e You may want to find out more about internal communications surrounding this event.
Identify emails in 2000-2004 which mentioned Jeff Skilling, resignation, and the role
Chief Executive Officer.

3The contexts are excerpts from: http://www.nytimes.com/2002/02/10/business/
enron-s-many-strands—-company-unravels—enron-buffed-image-shine-even-it-rotted.
html (Accessed November 2010)

139


http://www.nytimes.com/2002/02/10/business/enron-s-many-strands-company-unravels-enron-buffed-image-shine-even-it-rotted.html
http://www.nytimes.com/2002/02/10/business/enron-s-many-strands-company-unravels-enron-buffed-image-shine-even-it-rotted.html
http://www.nytimes.com/2002/02/10/business/enron-s-many-strands-company-unravels-enron-buffed-image-shine-even-it-rotted.html

Among them,
o Identify emails that mentioned investigation

o Identify emails that did not mention investigation.

Task 3. Filter for emails of interest based on either of the two contexts above.

In order to compare the subjects’ performance when the Latin Square design was used,
it was important to take the tasks’ characteristics into consideration while comparing them.
While the number of entities involved were equal across tasks, the sizes of the results sets
were not, and that was something we could not control. To answer the structured tasks, the
subjects had to process results sets of different sizes and as larger results sets may require
more time, we should not attribute that to the interfaces themselves. In addition, the accuracy
of the answers should also be considered, since participants who made mistakes should be
considered as having lower performance scores. Therefore, we employed a metric similar
to the qualified search speed proposed in [68], called relevant browse speed (RBSﬂ which
reflected the number of focus items the subjects were able to process per minute, weighted

by the accuracy of their answers.

Results Set Size 2*Recall * Precision

X
Task Completion Time  (Recall + Precision)

RBS = S.D

Once the subjects finished the tasks on all interfaces, they were asked to give their sub-
jective ratings on each of the interfaces, based upon the following adjectives: “Easy fo
use”, “Easy to browse”, “Stimulating”, “Satisfying”, “Overwhelming”, “Flexible”, “Self-
descriptive”, “Organized”,“Tedious”. The ratings were on a Likert scale from 1 (Strongly
disagree) to 9 (Strongly agree), with 5 being neutral. Similar to the study conducted in [[159]],
we used a wide range to have a more sensitive testing instrument. In addition, the reason the
subjects were asked to give these ratings once they finished all tasks was to give them a

chance to interact with all interfaces, and therefore they could calibrate their ratings in an in-

formed manner. Previous work showed that the order of interfaces could have an effect on the

“In [138]], we defined RBS using recall values in the second part of the equation, here we used F1 values to
take into account both recall and precision values. The differences were negligible and the findings presented
in the next section were the same for both ways of defining RBS.
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subjective ratings (e.g., in [159]]) and hence we want to avoid this effect. Upon completion

of tasks on all four interfaces, the subjects were asked to answer an overall questionnaire:

e Do you think the tasks are equally difficult? (apart from the different results set sizes).
e Which interface is the easiest to use?

e Which interface helps you learn the most about the document collection while explor-

ing?

e Did the matrix-based presentation of result items change the way you used to explore

a collection of text documents?

e Can you describe an example where the matrix-based presentation of result items

helped / hindered, frustrated your exploration process?

e Do you think the grouping of documents containing exactly the same set of entities
helped or hindered exploring a large number of relevant documents? (both groupings

in list views and in matrix views)

e Do you think the ability to abstract the view on the matrix simultaneously on two di-
mensions (concepts and documents) helped or hindered the document exploring pro-

cess?

e Do you think that the interactive ordering in a matrix-based presentation of result items
helped or hindered while you are trying to have a clearer idea of the results set? Can

you describe an example ?
e Would it make a difference if the matrix only used one color ?

e What was your experience when browsing/ filtering freely without any guided tasks in

order to gather documents potentially containing relevant pieces of information?

e Overall, how would you rank the interfaces? Please provide comments on your rank-

ing.
The findings are presented next.
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5.6.2 Results and Discussion

Before we discuss the findings, it is worth pointing out a few challenges we faced in
setting up the tasks for this experimental study. As faceted navigation is usually used to sup-
port exploratory activities, constructing tasks for evaluation is known as a challenging issue
[79]. Among the desired characteristics proposed in [79], exploratory tasks should indicate
ambiguity in information needs, but also suggest a knowledge acquisition, comparison or
discovery task. As such, a combination of structured and unstructured tasks are usually used
in experimental studies on faceted browsing (e.g., [159]), with “known item” search tasks
also used in some cases (e.g., [80]). While it may be better to evaluate a tool supporting
exploratory search in a longitudinal study, our evaluation effort here was not on the tool
(IVEA) itself as a whole, but specifically on its way of presenting items from the filtering
step. Therefore, we designed the filtering/comparison tasks in such a way that they could be
carried out on all four interfaces. Although the prototype could provide more features than
reflected in the structured tasks, these features were emphasized in the introduction and the
unstructured tasks instead. In a controlled user study, the type of pre-formulated query tasks
such as those used here was considered acceptable for comparing different ways of present-
ing the results set, since they helped to control the variations potentially caused by many
elements of an experimental study and to focus on a particular interface component instead
of the whole tool 68, 59]. In this discussion, for clarity we refer to the interfaces using their

abbreviations, e.g., UII instead of the neutral names used in the study.

Quantitative results

When the subjects carried out the tasks, six of them gave up with Ull on all tasks as they
found it too tedious to continue. The rest of the participants tried but also gave up on at least
one task with UIl. Therefore, we did not have sufficient data on the subjects’ performance
on UI1 to include it in further analysis.

The mean relevant browse speeds by Ul and task are shown in Figure We analyzed
this dependent variable using a 3x2 ( 3 interfaces x 2 task types) repeated-measures ANOVA.

The results showed that:
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Figure 5.11: Mean relevant browse speed by Ul and task.

e The main effect of interface type was significant, F(2,30) = 4.559, p < .05, partial
n? = .23, hence the null hypothesis was rejected. Pairwise comparisons with Bon-
ferroni adjustment showed that the relevant browse speed on UI2 (M = 912,SD =
129) was significantly less than that on UI3 (M = 1607,SD = 191.8) and Ul4 (M =
1476,SD = 170.1), both p’s < .05. There was no significant difference between the
relevant browse speeds on UI3 and Ul4. The reason that the mean relevant browse
speeds seemed to be high was because groupings (in all three interfaces) and ordering
(in UI3 and UI4) allowed the subjects to skip many of the irrelevant groups of focus
items. Thus, it was not the case that the participants looked into every single focus
item to decide if it matched or not, but only at the visual encodings of representative
items of the groups. As such, even when there were thousands of documents to be pro-
cessed, only a small number of them needed to be considered instead. This reflected

the advantage of using grouping and ordering.

e The main effect of task type was also significant, F(1,15) = 18.347, p < .05, partial
n? = .55. Pairwise comparisons with Bonferroni adjustment showed that the relevant
browse speed on task 1 was significantly less than that on task 2, p < .05. This may
be attributed to the fact that in each task set, task 1 was always before task 2 on all
interfaces, so the subjects became more familiar with the interfaces as they carried out

the tasks and faster on task 2 as a result. In addition, in task 2, there were always two
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subtasks that used the same set of entities but different Boolean operators attached (for
the purpose of comparison), hence the participants did not have to form new queries
(and hence needed not process a new results set), they just needed to find relevant

answers from the same set of results.

e The interaction effect was not significant, p > .05.

Furthermore, the mean values of the participants’ ratings on the degree to which they
agreed with the adjectives used to describe the four interfaces are shown in Figure [5.12] In
general, UI3 and Ul4 received more positive ratings than UI1 and UI2 in almost all measures.

Below we discuss the ratings for each adjective based on ANOVA analysis and post-hoc tests:

Ul

B un
Ouiz
8= Hus
Ouis

Ratings

Easy to browse Flexible Overwhelming Self-descriptive Tedious
Easy to use Organized Satisfying Stimulating

Adjectives

Figure 5.12: Mean subjective ratings.

e “Easy to browse”: The effect of interface type was significant, F(3,60) = 18.29, p <
.001. Tukey HSD post-hoc tests showed that it was significantly less easy to browse
on UII than on the other three interfaces, p < .001. (No other pairwise differences

were significant.)

e “Easy to use”: The effect of interface type was significant, F(3,60) = 5.44, p < .05.

While the significance value for homogeneity of variances in this case had p < .05,
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the Welch and Brown-Forsythe tests were both significant with p < .05, therefore we
could reject the null hypothesis that there was no difference in the mean ratings with
respect to the “Easy to use” aspect. Games-Howell post-hoc tests showed that UI1 was

significantly less easy to use than UI3 and Ul4, p < .05.

e “Flexible”: The effect of interface type was significant, F(3,60) = 18.12, p < .001.
Tukey HSD post-hoc tests showed that UIl was significantly less flexible than the

other three interfaces, p < .001.

e “Organized”: The effect of interface type was significant, F(3,60) = 6, p < .05.
Games-Howell post-hoc tests showed that UIl was significantly less organized than

UI3 and UL4, p < .05.

e “Overwhelming”: The effect of interface type was significant, F(3,60) = 7.66, p <
.001. Games-Howell post-hoc tests showed that UIl was significantly more over-

whelming than the other three interfaces, p < .05.

e “Satisfying”: The effect of interface type was significant, F'(3,60) = 18.87, p < .001.
Tukey HSD post-hoc tests showed that UI1 was significantly less satisfying than the

other three interfaces, p < .001.
o “Self-descriptive”: The effect of interface type was not significant, p > .05.

o “Stimulating”: The effect of interface type was significant, F'(3,60) = 10.44, p < .001.
Tukey HSD post-hoc tests showed that UIl was significantly less stimulating to use

than the other three interfaces, p < .05.

o “Tedious”: The effect of interface type was significant, F'(3,60) = 14.45, p < .001.
Games-Howell post-hoc tests showed that UI1 was significantly more tedious than the

other three interfaces, p < .05.

In summary, it was faster and more accurate for the subjects to filter/explore with the
interfaces that employed the matrix-based representation (UI3 and UI4) than the linear listing

paradigm enhanced with visual encodings and grouping (UI2). The simple baseline, linear
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listing only interface (UIl) was perceived to be too tedious to be useful for this kind of
activity (which was also well reflected in the subjective ratings). Both the interfaces that used
the matrix-based representation were well-liked by the subjects, as they were considered to
be easy to use, to browse, flexible, organized, satisfying and stimulating. While the strong
baseline interface (UI2) received lower ratings on these aspects on average, the differences
were not statistically significant in comparison with UI3 and Ul4. The pure baseline (UI1)
was also considered to be overwhelming. There was no statistically significant difference in

terms of self-descriptiveness for all interfaces.

Qualitative results

The subjects’ answers to the overall questionnaire on the four different interfaces are
described below. The finer-grained, elaborated details from the participants were useful as
more could be understood about their preferences.

The participants’ answers indicated that they thought the tasks were equally difficult.
When asked which interface was the easiest to use, nine subjects chose Ul4, one chose UI3,
four of them thought UI3 and Ul4 were equally so and only two chose UI2. Furthermore,
six subjects chose UI4 as helped them learn the most about the collection, two chose UI3,
five of them thought UI3 and Ul4 equally did, one chose UI2, while one chose UI2/Ul4
because of the listing, and one did not know. All participants thought the use of the matrix-
based representation changed the way they used to explore a collection, with positive and
encouraging comments such as “I think that the ability to look at the nodes [document-entity
relations] is really really good. This is often the way I wanna look at things but it’s not easy
to do [with existing interfaces].” The participants’ feedback for questions on interfaces’
features are summarized in Table [5.1] via an example for each type of responses, ordered by
the non-exclusive Count figures indicating how many subjects mentioned similar comments.

The subjects also commented on their experience when browsing/ filtering freely without
any guided tasks in order to gather documents potentially containing relevant pieces of in-
formation. Most were really positive in the case they were enjoying exploring the collection,
such as “Easy enough to get the information out to get an overview, especially with UI3 and

UI4” or “It was fine, but it’s hard to start. It allows for a lot of trials and errors, adding
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Description

Example

Count

The document group-
ing feature helped.

“It’s faster, it’s far easier, you can see pretty much all
documents, which ones are relevant and which ones
are not.”

15

The facet reordering | “If you were looking for something that is in the doc- | 13
feature helped. ument and something that is not in the document, you

just put the one that you want at the top.”
Scrolling through lists | “UI2 type of grouping is not as helpful [as Matrix | 8

is tedious. grouping in UI3 and Ul4] because you have to scroll
down the list. I would give up after a while.”

“It made it much easier to answer the type of queries | 5
you ask. Mentions X, Y but not Z for instance. And
also I think it doesn’t require a lot of experiences in
logic queries. You just see what’s there and what’s
not there.”

“Yes, I think it helped me to fasten my way of finding | 4
something, especially with a huge collection of docu-
ments, so I wouldn’t mind having something like this
on Google website.”

The matrix provides
clear Boolean state-
ments.

The matrix speeds up
search.

Table 5.1: Comments on Interfaces’ Features

and removing concepts, when you try something and then you get rid of it, the overall result
will be more satisfying.” on Ul4. Another subject was surprised about her findings when
trying to find documents mentioning a combination of some entities in particular: “There
were certain categories where I thought there would be overlap but there wasn’t.” Some re-
sponses were more reserved when the commenters did not know much about the collection
(the Enron event) e.g., “The documents were not interesting for me, if it was something that |
would need, then I would probably very much enjoy it.”’, and did not define the set of entities
of interest themselves. As a result, not all participants performed the unstructured tasks on

every interface. In addition, we observed that:

e Asking the subjects to carry out unstructured tasks in a controlled experimental study
was troublesome, as the nature of the unstructured tasks were contradictory to that of
the settings. The subjects were not in a state of mind that would normally encourage

them to freely explore a text collection.

e With our evaluation focusing only on the visual representation to support exploring the

results set returned from the faceted filtering step, it was not easy for the subjects to
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Rank | UIl |UI2 | UI3 | Ul4

1 12.5%| 6.3% | 81.3%
2 63% | 715% | 18.8%
3 81.3%| 18.8%

4 100%

Table 5.2: Overall Rankings by Percentage of Participants.

Description Example Count

Disliked UIl “With Ull it’s nearly impossible when you have a lot | 16
of results.”

Preferred Matrix views | “Overall, it’s incredibly powerful [...] I've never seen | 9

over List views that kind of visualization before, and it’s really good.”

Preferred Ul4 over UI3 | “Compared to Ul3, the additional list view is really | 9
helpful. ”

Preferred UI3 over Ul4 | “You don’t need to click on the column to go to the | 2
documents.”

Preferred UI2 over Ma- | “Because the way it is ordered make the user think | 2

trix more about what she wants.”

Preferred List views | “If gives you directly the list of items.” 1

over Matrix views

Table 5.3: Comments on Interface Comparison

resist using the prototype as a whole.

Furthermore, the overall rankings by percentage of participants of the four interfaces are
shown in Table [5.2] It is clear that UI4 was most liked, followed by UI3. UIl was disliked
by all participants. The rankings were in fact surprising to us, as prior to the user study,
we believed that UI3 had the advantage of not requiring users to process more information.
But as it turned out, the additional list view in UI4 was perceived as providing more useful
information. Further feedback on their justification for the rankings is summarized in Table
5.3

In terms of other usability aspects, the subjects were also asked if they think it would
make a difference if the matrix only used one color. The responses were unanimous, e.g.
“Yes, it would be less effective”, “It would be more difficult without colors”. Finally, certain
usability issues were raised by the participants as described in Table Since their fre-
quency was low, we believe that with proper documentation/training, the subjects would be

able to overcome these issues once they get more familiar with a new visual representation.
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Description Example Count
The matrix’s + sign is | “I don’t really get why you have bigger or smaller + | 3

unclear signs. It makes it more difficult to click if it’s small.
It’s a bit tricky.”

Unclear that a column | “It’s easy to forget that a column represent a group | 1

is a group of documents. While interacting with the interface 1

kinda forgot that that was a group of documents.”
The matrix gets confus- | “It could get confusing for instance if you have 2 white | 1
ing spaces. Or if the relevance is really less, you might
mistake it for a white space.”

Table 5.4: Comments on Usability Issues
5.7 Related Work

In Section [3.3] we have covered notable advances in faceted browsing. In this section,
we briefly summarize works that are closely related to ours and discuss how our work is
different from them.

A number of faceted navigation systems support exploratory tasks by visualizing the num-
ber of items matching the concepts (used as facet values) such as RelationBrowser++ (using
bar charts) [[160]], Elastic Lists (using list items’ sizes) [130] and VisGets (using tag cloud
color intensities) [33]. Meanwhile, in IVEA, we use the query previews [100]. The main
difference between the above systems and our work is the results set presentation. All three
systems mentioned above employ the linear listing paradigm on the results set once certain
concepts have been selected. In this approach, there are no indicators of which concepts an
item matches and how relevant it is to each of them.

ContentLandscape [[130], FacetLens [81]] and DocuBrowse [46] are applications that vi-
sualize results set distributions using Treemaps or Treemap-inspired representations. The
ContentLandscape application aims at supporting resource analysis by allowing users to see
the coverage of the selected resource set (for instance, if all product groups are represented
by the results set) as well as to split the results set to up to three dimensions and compare
various measures [130]. This application does not target documents as resources and hence
uses conjunctive queries as often seen in other applications. FacetLens [81] is also a faceted
browser which employs a more text-oriented variation of the Treemaps paradigm to show

the results set, augmented by a timeline showing basic statistics. FacetLens shares certain
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visual features with its predecessor FacetMap [123], for which certain concern about the us-
age of screen estate was raised in [38]]. DocuBrowse is a recent addition to faceted browsing
research, which targets at usage in an enterprise setting [46]]. It takes advantage of the doc-
ument collection file structure (organizational hierarchy) to support search and browsing. In
this enterprise context, DocuBrowse also focuses on file types as genres (spreadsheet, pre-
sentation slides, etc.) and these genres, among others, can be used as facet values. Both
FacetLens and DocuBrowse do not offer the visual abstraction and ordering capabilities like
ours.

It is also worth noting Camelis [40], which is a faceted browser that allows flexible query
formulations via various navigation modes. This feature is advantageous when different
Boolean operators can be associated with facet values, for example, filtering for photos that
satisfy the condition “Australia and not portrait” from a photo collection. Most faceted
browsers do not provide this feature despite it being an important one. However, while
Camelis targets at supporting agile browsing of a document collection, it does not treat
documents as content-bearing resources and there is also no grouping or specific ordering
available for the results set.

In comparison with other faceted browsers for semi-structured data, such as mSpace
[114], /facet [62], BrowseRDF [96] (discussed in more detail in Section [3.3)), in our work
we provide a matrix-based visualization which can deal with large results sets via visual ab-
straction based on semantic zooming and document grouping, and enable users to prioritize
this presentation based on facet values. To the best of our knowledge, these features are not
available in the notable faceted browsers for RDF datasets listed here. However, in compar-
ison to these works, conceptually in our work the faceted browsing component works only
on the “Document contains Entity” relationship. In Section[8.2] we will discuss how we can
possibly extend our work to include richer semantic relationships both in faceted browsing
interactions and entities distribution analysis.

Finally, the use of a matrix-based representation to show the correspondence between
concepts and documents was proposed earlier in the TileBars paradigm to show distribution
of query terms within full text documents [S6]. The TileBars approach, however, uses a

separate visual representation for each document and its purpose is different from ours.
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5.8 Summary

In this chapter, we have proposed a novel approach to support users in exploring a text col-
lection by blending a multi-dimensional visualization with the faceted navigation paradigm.
Our proposed approach is based on a matrix representation which is analogous to the already
familiar spreadsheet paradigm. Its visual simplicity makes it usable as it can convey the cor-
respondence between a document and a set of concepts. The semantic zooming, document
grouping and facet reordering features, which can be used simultaneously, enable users to
deal with a large amount of documents as well as to provide users with a substantial amount
of flexibility in terms of choosing the levels of abstraction and priorities of the chosen facet
values. We conducted a user study on a variety of interface types and the results showed
that those that used the matrix representation were more capable of supporting users in ex-
ploratory tasks and were also well-liked by the participants of the study, with the hybrid

interface receiving the most favorable ratings.
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Chapter 6

Reordering TileBars-based Entities
Distribution Views with the Barycenter

Heuristic

In the previous chapter, we proposed an approach toward faceted browsing of text collec-
tions to support users in filtering for documents of interest from a large collection. The next
suggested step in the Shneiderman’s mantra is for users to see the “details on demand”, i.e.
focus on a particular document to gather potentially relevant information.

In this respect, previous research has shown that in order to gain a deep understanding
from a document, “not only the words that are used are important but also the context they
are used in, and understanding them in the context is difficult to achieve algorithmically”
[[74]. Therefore, when different features of a text document are treated as a whole, it results
in “a smoothing of passages with an unusual trend, camouflaging interesting patterns across
the text” |74].

As part of the IVEA application described in Chapter 4, we proposed an Entities Distri-
bution View, as shown in the panel in the lower left corner of Figure[d.2] This is the resulting
view once users narrow down a collection using the filtering feature, and then focus on a
single document among those in the results set. This view can provide users with “details-
on-demand” about the distribution of entities of interest and a quick way to navigate to the

corresponding relevant parts. Its design is inspired by the classic TileBars paradigm [S6].
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In this chapter we report on our effort to improve the visual presentation of TileBars-based
Entities Distribution Views. In this approach, a simplified version of the reordering technique
based on the barycenter heuristic for edge crossing minimization in bigraphs proposed in
[122] is used to re-arrange elements of a TileBars-based Entities Distribution View in order
to provide users with better focus and navigation while exploring a document. We also
describe a user study which was conducted to gauge users’ efficiency in using the reordered

Entities Distribution View.

6.1 TileBars-based Entities Distribution Views

A TileBars [56]] visualization can be used to show the distribution information of query
terms within full-text documents (see Figure for an example). Each document has an
associated iconic representation which is a large rectangle consisting of smaller squares.
Rows are used for query terms and columns indicate their relative positions within the text.
Squares represent TextTiles and show frequencies of query terms via various shadings of
grey. This compact representation allows users to swiftly interpret the relative length of a
document, the frequency and distribution of each term in it [S6].

Within IVEA, we employed a variation of TileBars to show the distribution of entities of
interest to users within a document (shown here on its own in the left-hand side of Figure
for an email from the Enron dataset). Our version differs from the original paradigm in its

visual codings in the following ways:

e Every document is evenly divided into ten fragments (this number can be configured
by users), each with a relatively equal number of sentences. The reason we experiment
with this segmentation scheme is that while the original TextTiling approach [55]] used
in TileBars can convey the relative lengths of documents, it may not work well for very
long documents as the large number of fragments can be counter-effective in producing
a useful level of visual abstraction. The reordering approach proposed in this chapter

is, however, independent of the segmentation scheme used.

e Each entity is assigned, instead of a grey level, a color from a palette and its associated
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row is color coded accordingly. Not only does this help improving visual perceptions,
it also helps highlighting appearances of entities in text with their corresponding color
in a consistent way. It is worth noting that the original author of TileBars notes that
further research shows that “the aesthetic preference for color outweighs the need for

accuracy” [39].

e An entity’s frequency within a segment is indicated by the height of a bar in each
square, similar to one of the TileBars variants in [86]. However, instead of using a
fixed set of threshold values, we use k-means clustering to identify the maximal values
in three clusters of frequency values and use them as thresholds. As such, this approach
gives a better discriminative power to the threshold values. In effect, each row is a bar
chart of an entity’s frequencies in different fragments of a document. Given that the
sequential order of fragments is important, we believe that bar charts could deliver

better visual effects than arrays of squares with varying degrees of grey.

e While one of the features of the original TileBars paradigm is to compare multiple
documents with respect to a set of query terms, here we only employ this paradigm
for a details-on-demand view of a single document within multiple coordinated views
of the IVEA application. Therefore, comparisons of multiple documents are not our

focus in this work.

Similar to the traditional TileBars visualization, in this view users can also click on a
square to navigate directly to the corresponding text fragment within a document. This
click-to-navigate capability helps users gain quick access to the text portions surrounding

entities of interest without having to traverse through a long document.

6.2 Re-ordering Entities Distribution Views with the Barycen-

ter Heuristic

The view shown in the left-hand side of Figure [6.1] is effective in indicating the distri-

bution information of entities across a document, as well as in facilitating quick navigation
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based on its horizontal dimension. However, it also shows a shortcoming of the original
TileBars paradigm when adapted to show the overlap between a document and users’ sphere
of interest containing a relatively large number of entities. A TileBars-based Entities Distri-
bution View becomes harder to read when it has many rows, i.e. this happens when users
need to use the information on its vertical dimension in order to get an idea of which entities
are mentioned relatively in the beginning, the middle, the end or some specific portions of
a document. Since there is a diversity in terms of distribution of entities in the text, it is
not an easy task to aggregate this information in a quick glance at the view in the left-hand
side of Figure This poses difficulties to analysts who need to make sense of the Entities
Distribution information in a timely manner.

As a TileBars-based Entities Distribution View has a matrix layout in which the order of
certain elements can be changed, we propose that its elements be reordered, so that the distri-
bution information can be presented in a more helpful fashion. If we treat the TileBars layout
as a connection matrix of a bigraph which consists of (1) a set of entity vertices, (2) a disjoint
set of fragments and (3) edges connecting fragments containing entities, the task of reorder-
ing a TileBars’ elements resembles that of bigraph co-clustering. In bigraph co-clustering,
partitioning one set of vertices will induce a specific clustering of the other set of vertices,
which then itself induces a new clustering in the first set [31]. This task is combinatorial
in nature and hence there are a number of heuristics to partition a bigraph to identify co-
clusters, most notably spectral graph partitioning [31] and barycenter heuristic for bigraph
edge crossing minimization [[133]]. The latter has been shown to be more efficient than other
methods given its complexity [2]. This approach repeatedly permutes rows and columns of
a bigraph’s connection matrix such that their barycenters are in an increasing order. As a
result of this process, non-zero elements of the connection matrix tend to be placed from the
top-left to the bottom-right corners [122]]. As such, it has also been considered as a fast and
simple way for interactive cluster analysis of reorderable matrices [122].

However, it is important to note that, unlike other reorderable matrices, a TileBars-based
Entities Distribution View has a unique constraint in that its rows can be freely reordered
while its columns have to appear in a fixed sequence to reflect the linear structure (from the

beginning until the end) of text within a document. Thus, instead of reordering rows and
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columns of a matrix in turn as usually done in reorderable matrices [122], we propose using
a simplified version of the reordering technique based on the barycenter heuristic reported
in [122], or one-sided reordering, on TileBars-based Entities Distribution Views. In this
operation, only the set of entities are reordered, i.e. moved vertically, while the order of the
fragments remains untouched. The goal of this operation is to enable users to clearly see
which entities are only concentrated in either the beginning (the top-left corner of the view)
or the end (the bottom-right corner) and which entities are distributed across a document (the
middle part).

The barycenter of a vector v = (vy,..,v,) is defined as [133]:

n n
Bv = Z ivi/z Vi
i=1 i=1

Let My be a matrix corresponding to a TileBars-based Entities Distribution View with an
initial random order of entities (rows), K(M) be the number of crossings in a matrix M (fur-
ther details about calculating K (M) can be found in [133])), and Br(M) be a row reordering
operation such that their barycenters are ordered from the smallest to the largest. Algorithm

1 shows the modified version for one-sided matrix reordering.

Algorithm 1 One-sided reordering with barycenter heuristic
1. M* =M, K* :K(Mo)

2: M, :ﬁR(M())

3: if K* < K(M)) then

4. M*:Ml,K*:K(Ml)
5: end if

6: return M*

The resulting reordered view is shown in the right hand-side of Figure [6.1] In compari-
son with the view of the same document in the left hand-side of Figure permuting the
rows of a TileBars-based Entities Distribution View suggested an improvement in its visual
presentation, whereby filled cells are distributed along the diagonal. This might be of benefit
to users, for example, entities which are mentioned through out the course of the text flow
of a document may provide insights over the development and evolution of these entities, or

the concentration of a particular set of entities co-occurring in some parts of the text may
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provide users with useful information.

The studies reported in [[122] have suggested that the reordering technique based on the
barycenter heuristic is helpful for interactive cluster analysis tasks on reorderable matrices.
However, as we mentioned earlier, a TileBars-based Entities Distribution View has a unique
constraint in that its columns cannot be reordered, therefore much less can be done in terms
of re-arranging elements of this view compared to the reorderable matrices studied in [122].
Therefore, in the next section, we report on an evaluation to see if the simplified reordering
operation only on the rows of a TileBars-based Entities Distribution View can provide users

with a better focus and navigation support.

6.3 Evaluation

We conducted a user study to validate the hypothesis H1: “The reordered Entities Distri-

bution Views produce better results in terms of users’ performance than the baseline views.”

6.3.1 Method

Participants

Fourteen people (six females, eight males) participated in the study, two of them partic-
ipated as pilot subjects to ensure that the given tasks were clear, equivalent and could be
completed. Their average age was about 32, ranging from 22 to 41. In terms of occupation,
they included an accountant, administrative assistants, project administrators, managers, pro-
grammers and postgraduate students. All were familiar with web search and had a need to
seek for information from documents (with frequencies ranging from a few times a week to

hourly). None had any prior experience with using TileBars.

Materials

We used twelve documents, which were relatively long emails containing news articles
inline together with further discussion, from the Enron corpus. The Entities Distribution

Views showed the distribution of a set of entities (from a pre-defined ontology) within the
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selected documents. Six documents contained from 22 to 27 entities, and the other six con-
tained from 3 to 7 entities. The study was conducted on a 15" laptop with a 1280x800 screen

resolution.

Design

The study used a within-subjects design. The two independent variables were (1) the view
type, i.e. the baseline Entities Distribution View in which entities were placed randomly
into rows versus the view whose rows are reordered by Algorithm (I, and (2) the number
of contained entities, i.e. on documents containing a large number of entities versus those

containing only a few entities. The dependent variable was users’ performance.

Procedure

The subjects were given a short introduction to the baseline view and then asked to per-
form a set of tasks. The participants were not told prior to performing the tasks that there
were two different views being used. After carrying out the tasks, they were shown a re-
ordered view and a baseline view of an example document side-by-side, answered a follow-
up user satisfaction questionnaire on the reordered view regarding: suitability, ease of use,
self-descriptiveness, easy to learn, confidence, design and layout, and conformity to users’
expectations.

On each document, participants performed a task which consisted of 3 subtasks to identify
entities that were mentioned (1) only in the first 3 fragments, (2) only in the last 3 fragments
and (3) through out the course of the text flow (defined as mentioned in at least 7 different
fragments). These subtasks reflected real-world situations in analytical activities, which
involved users deciding which parts of a document to navigate to and focus on based on
the distribution information of entities of interest within a document. Hence they enabled us
to compare users’ performance on the two views. It is worth mentioning that other factors
such as color-coding and histograms were used in exactly the same way in both views.

Each participant performed the above task on 12 documents, in which 3 documents were
used in each of the 4 conditions (e.g., using the reordered view for documents with a large

number of entities). To eliminate learning effects, the 12 documents and the 2 views were
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introduced in different orders such that their combinations were distributed equally with
regard to the two levels of the number of contained entities and the two views.

For each subtask, the F1 score (2 * precision x recall / (precision + recall)) was used as
a measure of a subject’s effectiveness, while a subject’s efficiency was defined as the ratio
between the effectiveness and the time taken to complete that subtask. A subject’s efficiency
in a task was calculated as the sum of her efficiencies in all 3 of its subtasks. Efficiency
was used as the user performance indicator, which took into consideration both the effec-
tiveness and the task completion time, i.e. it gave higher overall scores to users with high
effectiveness scores and a low completion time; but lower overall scores to those with low
effectiveness scores and a high completion time. As the subjects worked on three documents
in each of the four conditions, the efficiency score for each subject in a condition was the

average of the efficiency scores on those three documents.

6.3.2 Results

1.00 =

075 =

Efficiency

0.25 =

0.00 = i i

T T T T
Reorderedlong  ReorderedShort  Unorderedlong  UnorderedShort

Reordering options and Size of views
Figure 6.2: The mean values of subjects’ efficiency scores in different settings.
The participants’ efficiencies, as shown in Figure. [6.2] were subjected to a 2-way within-
subjects ANOVA having two levels of view type (baseline, reordered) and two levels of
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number of entities (few, many). Note that in Figure [6.2] we use the word “Short” to refer to
views with few entities, “Long” to refer to views with many entities, “Reordered” to refer to
views upon which the reordering operation was carried out and “Unordered” otherwise.

The resultﬂ showed that only the main effect of the number of entities was statistically
significant, with F(1,11)= 100.710, p < .001. The main effect of view type was, however,
not statistically significant, and yielded an F ratio of F(1,11)=3.937, p = .073 ( even though
p > .05, it was very close to the .05 threshold). Therefore, H1 could not be validated as
there was not enough evidence to reject the null hypothesis. The interaction effect was not
statistically significant, F(1,11)=.310, p > .05.

The mean values of user satisfaction ratings on the reordered views are shown in Figure
[6.3] These ratings are on a Likert scale from -2 (very bad / completely disagree) to 2 (very

good / completely agree).

-1 0 1 2

1
N

Figure 6.3: User satisfaction ratings

Even though the mean efficiency scores of the subjects when using the reordered views

were not statistically significantly higher than those when they used the unordered views, all

IThe results reported here are different from those that we initially reported in [136]]. In [136], we took the
efficiency scores of the same subject on three documents in the same condition separately. This, however, means
that the samples in each condition were dependent on each other, and in this case ANOVA analysis cannot be
performed on the data. Therefore, to address this issue, here we take the average of the efficiency scores on three
documents in a condition to represent a subject’s performance score in that condition, as suggested at: http:
//www.graphpad.com/articles/interpret/principles/population.htm - last accessed
date: 27 April 2012.
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of the subjects agreed that the reordered Entities Distribution Views had added value in com-
parison to the baseline view, and hence the highest mean score over all the user satisfaction
ratings as shown in Figure[6.3]

Examples of comments from the participants include:
e “I can really see the benefits of reordering. It makes it a lot faster to navigate.”

e “Search for words with proximity: if they appear close together, it might mean some-

thing; if they are apart, may not mean much.”

Other aspects of the reordered view were also well-liked by the subjects, as they thought
that it was suitable to support exploration and analysis of a document’s contents, it was easy
to use or to learn, and they also considered its design and layout to be appealing and not too
complex. Meanwhile, the ratings were lowest on self-descriptiveness. The common feed-
back was that subjects needed to be given an explanation on what the columns represented.
If there were no introduction at all to this kind of view, they would have needed to exper-
iment with it for a while to figure out. All agreed that with a documentation detailing the
introduction they got in the study, they would be able to use it comfortably on their own.

Other helpful suggestions that might improve the Entities Distribution Views include: or-
dering the view by entities’ name alphabetically, putting fragment numbers as x-axis, adding
report generation capability (i.e. generating a report consisting of all paragraphs / fragments
containing an entity), the use of colors might need to be more distinguishing as similar colors

might make it confusing, etc.

6.4 Related Work

Our work here is related to many other works in visual analysis of document structures
and term distributions discussed in Section [3.4]in Chapter [3| with TileBars being the main
inspiration for the proposed visualization. The key difference between our work and others is
that we focus on a visualization to be used to provide details on demand, i.e. the distribution
of entities within a specific document and not to compare how terms are distributed across

different documents.
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6.5 Discussion

The TileBars paradigm was originally introduced in the context of showing the distribu-
tion information of query terms in documents. As the number of terms in a query is usually
small, there are also few rows within a TileBars. Hence, no previous research work has fo-
cused on reordering a TileBars’ rows to provide a better presentation when the number of
rows becomes large, for instance, when used to show the distribution of a large number of
entities of interest to users within a document. While TileBars-based visual interfaces are
capable of providing users with an overall picture of the distribution of a set of entities all
at once, the visual complexity issue makes it difficult for users to make sense of this infor-
mation. Therefore, in order to improve the user experience, it is important to transform this
visual information into a more digestible display.

It is worth noting that reordering rows of a TileBars-based Entities Distribution View is
not a trivial task. Despite its constraint of columns having to be in a fixed sequence, there
are still n! different permutations to be considered for a view with n rows. Our proposed
approach employs a simplified version of a reordering technique based on the barycenter
heuristic [[122]], which is computationally efficient. This subtle yet powerful operation re-
sults in a more coherent presentation of the entities distribution information and hence can
provide a better support for users in identifying patterns of occurrences of certain entities
over the course of a document’s text flow. Despite the differences in the quantitative perfor-
mance scores of the participants in the user study being not statistically significant (which
might potentially be due to the small number of participants), the qualitative responses from
them suggested that the reordering operation did bring added value compared to the base-
line version. Therefore, this visualization would benefit users who have the need to visually
analyze and navigate documents in a timely manner.

While our choice of the barycentric ordering technique is due to both its simplicity / ef-
ficiency, which is critical in interactive visualization applications and its compelling visual
layout, it may be interesting to compare other non-arbitrary orderings (e.g., alphabetic, first
occurrences, sum of frequencies) vs. barycentric ordering on TileBars-based Entities Dis-

tribution Views. Apart from the reordering operation, the hierarchical relationships between
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entities might also be employed to interactively abstract the view for an even more compact

representation.

6.6 Summary

The classic TileBars paradigm has been used to show the distribution information of
query terms in full-text documents. However, when used to show the distribution of a large
number of entities of interest to users within a document, it hinders users’ quick comprehen-
sion due to the inherent visual complexity problem. In this chapter, we present our effort
to improve the visual presentation of TileBars-based Entities Distribution Views, in which a
simplified version of a reordering technique based on the barycenter heuristic for bi-graph
edge crossing minimization is used to re-arrange their elements. The reordered view en-
ables users to quickly and easily identify which entities appear in the beginning, the end, or
throughout a document. A user study has been undertaken and its results suggest that even
though the quantitative performance scores were not statistically significantly better with the
reordered views, they were well-liked by the study’s participants and these participants also

appreciated the benefit of the reordering operation while exploring a text document.
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Chapter 7

Topic-based Content Abstraction for

Visual Concordance Analysis

7.1 Visual Concordance Analysis

In the previous chapter, we have described our effort in providing users with the ability to
understand the distribution of entities of interest within a document using a TileBars-based
visualization. While this feature is useful for users to quickly navigate to and understand the
dispersion of entities within a document, and consequently, any interesting co-occurrences
of entities, it is insufficient in supporting users in analyzing the text that is written around a
term within a document, or comparing how a term is used in one document versus another, or
at one point in time versus another. As the linguist J. R. Firth puts it: “You shall know a word
by the company it keeps” [41]], this kind of analysis / comparison can be achieved by looking
into the usage contexts of the term in question by analyzing words immediately surrounding
it within the text. In this analysis, a concordance is commonly used, which includes an index
of the term in question, its frequencies and the surrounding text, which can be sorted in one
way or another [39]. It is worth noting that this kind of analysis is different from fulltext
search. Concordance analysis “is intended for understanding properties of language or for
analyzing the structure and content of a document for its own sake, rather than search” [39].
It helps users investigate terms’ frequencies, study how they are used, gain insights on their

evolving dynamics in meaning, or learn which words tend to go together in a text collection.
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Unsurprisingly, concordance analysis is widely used in the literature or digital humanities
domain, where an essence of the art is the focus on meaning. As we can think of “meaning
as residing in the distribution of contexts over which words and utterances are used” [87],
usage contexts play a key role in helping us understand how a term is used. Furthermore, it is
contexts that help to deal with language phenomena such as polysemy (terms having multiple
meanings) or synonymy (multiple terms having the same meaning). Not only is concordance
analysis used in literature analysis, it is also employed in many other domains. For instance,
in market analysis, it can be used to track how customers’ responses to a product evolve over
time; in investigative journalism, it can provide help in understanding the dynamics of the
wordings used in a political context.

In our work on the IVEA application to support visual exploration of text collections
described thus far, understanding usage contexts of a term requires reading the full text sur-
rounding that seed term (by clicking on a cell in an Entities Distribution View described in
Chapter [0]to jump to a text fragment containing that term). As this necessary reading is time
consuming and requires a lot of effort from users in the case that there are many occurrences
of the term, in this chapter, we focus on content abstraction for visual concordance analysis.
This is a visual analytics challenge, which requires research in text analytics and information
visualization. In Section we discuss existing works in the visual concordance analysis
area and their limitations. In Section [/.3.1, we report on the text mining technique used
and in Section [7.3.2] we describe in detail the iterative process of designing the proposed
visualization including an initial design and user feedback on it, which leads to current vi-
sualization. We also report on a user study, discuss the findings from it in Section [/.4{ and

outline future work in Section

7.2 Related Work

In Section [3.5] we have discussed in detail existing works in the literature on visual con-
cordance analysis. Apart from those, our work here is also related to other text summa-

rization systems to a certain extent, as their main goal is to “construct a characterization of
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document content through significant reduction of the original document source.... and in-
corporate the set of extracted, topically indicative fragments into a coherent representation
of document content” [9]. While the literature on text summarization is vast, it is worth not-
ing some recent works that are close to ours. In [34], keywords representative of emails are
selected, based on a topic model, to show the gist of the content. However, there is no visual
interface to convey the aggregation of keywords to assist users in digesting the summary.
The TTIARA system [[83) [153]] provides an interactive visual interface to provide a summary
of a text collection. It uses the ThemeRiver metaphor [53] to show the ebbs and flows of top-
ics within a collection of documents over time. The difference between TIARA and Context
Stamp is that TIARA focuses more at collection level and not on the usage contexts sur-
rounding a seed term within a document. TIARA shows the topic dynamics using different
sets of keywords that best characterize a text collection at different time points. In general,
text summarization systems related to our work with respect to the goal of abstracting away
the details and presenting only the gist. However, we do not focus on the summary of a
document as a whole. We focus on visualizing the usage contexts of a seed term or phrase
and enabling comparisons between those contexts.

While being useful in different ways, the existing works on visual concordance analysis

discussed above tend to have at least one of the following limitations:

e The contexts within which a term is used are usually shown as either in their origi-
nal textual form or in a word cloud based simply on frequencies, which means that
considerable efforts may still be needed from users to analyze them. While state-of-
the-art text mining techniques are available, few approaches take advantage of them

for semantic analysis.

e The distribution of a term within parts of a document is often not shown. Hence, a lot

of useful information regarding a term’s usages is unavailable to users.

e An entire document is usually treated as a unit of analysis, which could obscure mean-

ingful interpretations of contextual information.

These limitations motivate the work reported in this chapter. When analyzing a set of
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documents, e.g., the State of the Union addresse one may ask the following questions:

e Was “research” mentioned early/late in or through out the speech in 2007? How fre-

quently was it mentioned?
e What were the words used around “‘research” in 20077

e How are they compared to those used in 20117

Given the amount of text to analyze, these questions are best answered with a visual text
analytics solution. However, the inherent categorical nature of text and its very high dimen-
sionality make it very challenging to display the contexts graphically [S9)]. While the first
question can be answered with a Seesoft-based visualization, such as the New York Times
one mentioned earlier, the other two require further research into a visual representation that
can show the gist of a term’s contexts.

Our goal is to propose a novel approach to make it easy for users to quickly compare
the sets of contexts within which a term is used in one document versus another. Here we

consider:

e Instead of presenting a term’s set of contexts in their original textual form, how can
the details be abstracted away and only their gist retained to let users make contextual

sense of the term?

e Which visualization elements can be used together to convey both the distribution of a

term and its contexts at different levels of detail?

A solution to these problems will potentially provide support for users in sifting through
information contained in term-bearing paragraphs and decide whether their contents are
worth the effort of a deep read. Instead of focusing on the patterns or frequencies of text
spans involving the seed term in question, we focus on analyzing its surrounding text. The

proposed approach is discussed next.

http://www.presidency.ucsb.edu/sou.php (Last accessed Jan 12, 2011)
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7.3 Proposed Approach

As with other visual analytics solutions, our focus is not to propose a new visual metaphor,
but to identify a good automated algorithm for the (text) analysis task, and then integrate
the results with appropriate visualization and interaction techniques [70]]. In the following
sections, we describe how we employ a state-of-the-art text mining algorithm and visually
transform its outputs to display complex dimensions of a term’s usage contexts in an intuitive

manner.

7.3.1 Text Analysis

It is worth pointing out that the approaches we employ thus far in our work have been
based on a user-defined ontology encapsulating entities of interest. This ontology helps tai-
lor the exploration toward users’ interest, e.g., filtering for documents containing selected
entities, or understanding their distributions within a document. However, this user-defined
ontology does not tell us how the terms used in a particular collection are thematically re-
lated. These inherently data-driven thematic relationships are necessary for us to abstract
away textual details of a set of contexts and yet retain facets of rich information about them.
Therefore, in complement to the ontology-based approaches employed thus far, here we rely
on a statistical topic model to obtain the relationship between the mental representation of
language (meaning) and its manifestation in written form. Here we describe topic models

and our approach for content abstraction.

Topic Models

Instead of treating documents as bags of words, a topic model treats documents as mix-
tures of latent topics, and each topic is a probability distribution over words [49]. A word can
be assigned to various topics with different probabilities, depending on its levels of associa-
tion with those strands of meaning. Unsupervised learning methods can then be used to learn

the unobserved mixing coefficients for each document and the topic-word distributions.
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Before describing the formal details of topic models, here we give an oversimplified ex-
amplfﬂ of a topic model. Suppose we have a collection of short documents, 5 of which are
about two topics, one is about air travel (topic 1), the other is about electronic devices (topic

2). The example documents are as follows:

e Document 1: “The plane is about to take off.”

e Document 2: “This flight is delayed for two hours.”

e Document 3: “The new iPad has been released.”

e Document 4: “This laptop is very durable.”

e Document 5: “Only when I got to the airport did I realize that I did not have my iPad

with me.”

For these documents, a topic modeling technique should be able to infer that documents
1 and 2 are 100% about topic 1 (air travel), while documents 3 and 4 are 100% about topic 2
(electronic devices). Document 5, however, 1s 50% about topic 1 and 50% about topic 2. The
technique would also infer that topic 1 consists of the following words (in a decreasing order
of probability of belonging to this topic): “plane” (30%), “flight” (30%), “pilot” (25%),
“delay” (15%). Meanwhile, topic 2 can consist of the following words: “laptop” (38%),
“computer” (35%), “iPad” (12%), “iPhone” (15%). Note that the sum of the percentage of
topics for each document and the sum of the probabilities of words for each topic are both
1 as they are probability distributions. The challenge here is the statistical process to infer
these document-topic and topic-word distributions given a collection of documents.

To make this chapter self-explanatory, we hereby include a recap on key aspects of topic
models from the seminal work reported in [8] and [49]; interested readers are referred to
those publications for more details. Given a corpus consisting of D documents, a vocabulary

of W, and a set of T topics, the probability of the ith word in a document is:

~

Z (wilzi = J)P(zi = j) (7.1)

]:

>The example is adapted from http://blog.echen.me/2011/08/22/
introduction-to-latent-dirichlet-allocation/|- Last accessed date: 9 May 2012
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whereby z; is the latent topic variable from which the word was drawn, P(w;|z; = j) is the
probability of the word w; under the jth topic and P(z; = j) is the probability of choosing a
word from the jth topic in the current document. Here P(w|z) indicates the importance of
words in a topic and P(z) shows the prevalence of topics within a document [49].

Let ¢ be the set of T multinomial distributions over the W words representing P(w|z),
and 6 be the set of D multinomial distributions over T topics representing P(z). To identify
the set of topics, we need to obtain an estimate of ¢ that gives high probability (as in Eq[7.1))
to the words within the corpus. The challenging nature of this task leads to the advent of
Latent Dirichlet Allocation (LDA) [8]], which is a complete generative topic model in that
it incorporates prior probability distributions on 6 and ¢ to allow for inference on unseen
documents. As the Dirichlet distribution is conjugate to the multinomial, it is used as the
priors on the multinomial distributions 6 and ¢.

The complete probability model of LDA is:
wilzi, ¢(Zi) ~ Discrete(q)(zi))

¢ ~ Dirichlet(p)
2i160'%) ~ Discrete(6'%))
0 ~ Dirichlet(o)
Words and documents are generated from an LDA model as follows:
e For each document, pick a distribution over topics 6 from a Dirichlet distribution.

e For each word within the current document, pick a topic j from the above distribution

and then pick a word from that topic.

Given the observed data (words and documents), the inference task is to reverse the gener-
ative process to estimate 6 and ¢. An efficient inference method using Markov chain Monte
Carlo was proposed in [49] and has been widely used to estimate document-topic and topic-
word distributions. The Markov chain Monte Carlo procedure allows for obtaining samples

from a complex distribution by letting a Markov chain converge to the target distribution and
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then drawing samples from it. In particular, collapsed Gibbs sampling can be used, in which
the next state of the chain is reached by sequentially sampling all variables from their distri-
bution, conditioned on the current values of all other variables and the data. For LDA, only
the latent topic variables z are sampled, based on the full conditional distribution P(z;|z_;, W)

[49]:
+[5 n( )t o

P(zi|z_;, W) o< ;e )" o] ! f (7.2)
n’; i+ W n —|— To
in which n(_vi’i is the number of words assigned to topic j that are the same as w;, n(_'). - 18 the

510

Zij is the number of words from document d;

total number of words assigned to topic j, n

(d )

assigned to topic j, and n." !’ is the total number of words in document d;, all not including
the current word.
After a burn-in period, the chain approaches the target distribution, and the current values

of z; are used as samples. Given a sample z , we can estimate 0 and ¢ with:

(w)
qgv(vj)_ n; +p

=5 (7.3)
n; +Wp
o)
p@) 1 T (7.4)
I D+ Ta '

where nE ) ]

()

is the number of times word w has been assigned to topic j, n’’ is the total number

(d)

of words assigned to topic j, n: ' is the number of times a word from document d has been
assigned to topic j, and n( ) is the total number of words in document d.

An efficient implementation for topic model inference using a data structure and scalable
algorithm called SparseLDA is reported in [158], interested readers are referred there for
technical details. The implementation is publicly available in the MALLET toolkitE] (881,

and is used in our work for fitting an LDA topic model for the sample dataset.

3http://mallet.cs.umass.edu/ (Last accessed Jan 12, 2011)
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Topic-based Content Abstraction

Here we use the set of State of the Union addresses given by US presidents from 1790 to
2011 to illustrate our topic-based content abstraction approach. The reasons for using this

data set are:
e The data set is publicly availablqﬂ

e The speeches are targeted at a general audience and hence do not use any technical

language or jargons.
e Each speech covers a wide range of topics.

e The inherent temporal aspects of the speeches can enable users to make interesting

comparisons about matters discussed around a seed term at different points in time.

The only pre-processing we did was to remove stop-words, as well as annotations such
as “[laughter]”, “[applause]” from the original transcripts. A model with 120 latent topics
(the number of topics needs to be defined in advance to adjust the latent topics’ granularity)
is built for this datasef]

With this model, we have the inferred distributions of topics within documents, and the
distributions of words over the 120 topics. The key outcomes are the decompositions of the
inferred topics, which are coherent clusters of thematically related words, and the assign-
ments of topics to words in documents. For instance, in this model, two example inferred

topics consist of the following thematically related words, in decreasing order of probability

of belonging to the corresponding topic:

2% ¢ 2% ¢

e Topic 17: “jobs”, “tax”,

29 ¢ 2% ¢ 9% ¢

american”, “plan”, “spending”, “reform”, “budget”, “bill”,

99 ¢ 29 46 99 ¢ 99 ¢

“long”, “pay”, “make”, “put”, “business”, “rates”,...

29 (3 29 (134

e Topic 115: “bank”, “banks”, “money”, “notes”, “money”, “institutions”, “banking”,

29 &6 9% &6 29 &6 99 ¢ 99 ¢

“prices”, “deposit”, “moneys”, “required”, “public”, “deposits”, “revenue”,“credit”,...

4http://www.presidency.ucsb.edu/sou.php|(Last accessed Jan 12, 2011)
>Note that the resulting model is slightly different from the one initially reported in [137]] as there is a new
addition of the 2011 speech, the latest at the time of writing.
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In addition, the topic inference process also results in each word in each document be-
ing assigned a topic. Figure shows an example paragraph in the 2007 speech, which
is annotated with topics assigned to words. Within this paragraph, words such as “vital”,
“changing”, “generates”, “electric”, “diesel”, “‘ethanol” were assigned to the same topic

with different probabilities.

It's in our vital®” interest'% to diversify5' america?®'s energy’3 supply''®.
The way forward? is through technology*6. We must continue®”
changing®” the way america?® generates®” electric’” power''® by even
greater3® use of clean”® coal®? technology*®, solar®? and wind#*® energy’3,
and clean’3, safe46 nuclear52 power'%. We need to press''® on with
battery'® research*® for plug?5-in and hybrid*¢ vehicles'® and expand®’
the use of clean® diesel*” vehicles® and biodiesel'®! fuel®2. We must
continue” investing?® in new methods'%! of producing'%® ethanol®”, using
everything from wood®’ chips*6 to grasses?® to agricultural® wastes®".

Figure 7.1: A paragraph with topics assigned to words. Words belonging to the same topic

57, such as “vital”, “changing”, “generates”, “electric”, “diesel”, “ethanol”, are in italic.

While the inferred model is imperfect as finding the optimal model parameters for a
dataset is non-trivial [149]], these topic-word distributions can be employed to abstract away

textual details of a term’s set of contexts in a document with the following steps:

1. Identify paragraphs containing the seed temﬂ together with their lengths and the lo-

cations of the term’s occurrences.

2. For each paragraph, iterate over all words, get their assigned topics and put words

belonging to the same topics into “topical” groups.

3. The total frequency of all words within the group is used to visualize its size. In
each group, select its representative word. As stop-words have been removed, the
most frequent word acts as the representative of a group. Tie—breakin is based on a
weighted score that is proposed in [[7]. This score takes into account both the per-topic
probability (the importance of a word within a topic) and whether a word has high

probabilities under many topics (the score is down-weighted if this is the case). The

6Without loss of generality, a term can be either a single word or multiple words. In the latter case, all
words need to appear together to be considered as a match.
"Tie-breaking is only added in the latest version, not in ContextBurst and an early version of Context Stamp.
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weighted score for word w in topic j can be calculated as follows [7]:

» £(j)
weightedScore = ¢v(vj)10g( -

(

t

) (7.5)

A‘E}I)

~i—

)

F=E

4. Similar to steps 2 & 3, but aggregate the data over all term-bearing paragraphs to obtain

the data at document leve

Paragraphs are used as units of analysis instead of sentences as in most related work
because: (1) written text tends to be structured such that each paragraph encompasses a dif-
ferent focus; (2) sentences in a paragraph that appear before or after a term-bearing sentence
may refer to that term using co-references. Hence, retaining only term-bearing sentences

would potentially discard a lot of interesting information.

7.3.2 Visualization Design

In order to assist users in consuming the outputs from the text analysis stage, we need
to design a visualization that is able to convey the concordance of a term well. As visual
concordance analysis tasks can be done by a broad base of users and not just a specific group
of experts, it is important to strike a balance between aesthetic and functional properties of
the target visualization. Similar to other user interface designs, the visualization of contextual
information goes through an iterative process. In this section, we first describe the initial
design of the visualization and the feedback solicited from users in informal interviews, then

go into detail of the current alternative.

Early Version

The topical groups of context words surrounding the seed term are visualized by Con-
textBurst, the initial visualization that is based on SunBurst [[127]] and DocuBurst [22]. Both
are space-filling visualizations that use a radial layout. Figure shows a ContextBurst

visualization displaying the usage contexts of the seed term “insurance” in the State of the

8Note that this approach is to produce visualization of a term’s concordance, not of the distribution of topics
within a document as a whole. It only takes into account those paragraphs that contain the seed term.
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Terms in the same topic

The seed term

1
]
1
'

Figure 7.2: ContextBurst - the initial visualization used to display usage contexts of the seed
term “insurance” within the 2010 State of the Union speech.

Union address in 2010. In the ContextBurst visualization, the seed term is put within the
inner circle at the center, topical groups identified in step 4 of the approach outlined in Sec-
tion [/.3.1] are placed in the surrounding wedges at the next level. The angular widths of
the wedges are proportional to the number of words these groups contain. At first, only
the representative word in each topical group is shown in the corresponding wedge. When
users click on a wedge, the list of words within that topical group are then shown at the
second level. Text labels are displayed with the largest possible sizes to enhance legibility.
Figure shows the decompositions of different topics discussed in paragraphs contain-
ing “insurance” in the 2010 speech. When users click on the topical group represented by
“health”, they can see all other terms belonging to the same topic, such as “americans”,
“care” “coverage”,“cover”,“family”, etc. We were interested in using this existing visual

metaphor to enable users to interact with the results of the text analysis because of its visual

structure, which allows for the seed term to be placed in the center, and then surrounded by
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words representing different topical groups. This visual form per se appears to convey the
nature of usage contexts well.

Furthermore, in order to enable comparisons of usage contexts of a term at different time
points, we integrate a timeline to show the frequencies of occurrence of the seed term over
time as shown in Figure When users click on a dot on the timeline, the application will
either (1) show a list of documents having the selected year attribute in the case that there
are multiple documents in the selected year, or (2) show the contextual information of the
document having the selected year attribute if the dataset contains only one document for
that year. Figure illustrates the use of ContextBurst to compare usage contexts of the
seed term “insurance’ in the year 2000 versus 2010. The implementation of ContextBurst is
based on the prefuse toolkit [61] and the source code made publicly available by DocuBurst’s
author’]

With ContextBurst as the initial attempt at visually depicting the text analysis outcomes,
we were interested in its advantages and disadvantages or potential usability issues when
used to show the usage contexts of a term. We conducted informal interviews with six
people to solicit their feedback. We explained the purpose of the prototype and then let
the participants freely interacted with ContextBurst on the State of the Union dataset. The
subjects then reflected on what they liked and what they did not like about the visualization.

The feedback was very positive with respect to the usefulness of this kind of visual con-
cordance analysis application. With the timeline alone, the subjects appreciated that the
easily visible peaks and valleys of a seed term’s frequencies already enabled them to infer
some information or hypothesize about certain events. In addition, ContextBurst provided
an overview of a term’s concordance, and the ability to see two ContextBursts side by side
for comparison was well-liked by the participants.

However, ContextBurst was also thought to have certain usability drawbacks:

e As ContextBurst only showed a term’s concordance at document level, there were too

many words in the same topic that are visually presented at the second layer.

e Five out of six subjects thought that a view showing the distribution of a term within a

http://faculty.uoit.ca/collins/research/docuburst/index.html (Last accessed
Jan 12, 2011).
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document would be useful.

e Some labels were “very hard to read” considering the different angles and forms (i.e.
either in a straight line or along a curve, which was intended to maximize their font

sizes).

o [t might be better to use different colors for different topical groups. In ContextBurst,
the lack of visual cues to identify topics made it difficult to relate how different words

in the same topic were used in comparison between documents.

e When a term is mentioned in many documents (e.g., “education”), i.e. many years in

the case of the State of the Union data set, the full timeline was too tightly packed.

Current Design

Given the shortcomings of ContextBurst for concordance analysis tasks, we considered
an alternative design. To show both the distribution of a term and the decompositions of
different aspects of its surrounding contexts, we propose Context Stamp, a visualization that
is an innovative combination of the TreeMaps metaphor [119] and the Seesoft visualization
[35]]. With “invest” being the seed term, Figure [/.4{ shows two Context Stamps at paragraph
level on the speech given in 2006, which consists of two parts.

The first part is the term distribution view consisting of a set of vertically stacked bars
(on the right side of Figure representing paragraphs within a documen The bars’
heights are proportional to the lengths of their corresponding paragraphs. Occurrences of the
seed term are represented as round dots, with their positions within the bars corresponding
relatively to where in a paragraph they appear. For instance, the term distribution view
in Figure [7.4| shows that the term “invest” appears once in two paragraphs in the speech
given in 2006. These dots serve as an index into the documents, as contents of term-bearing
paragraphs are shown, with the term’s occurrences highlighted, when users click on the

dots. Therefore, users can have instant access to the original content of paragraphs in full.

10Note that while the TileBars-based Entities Distribution View discussed in Chapter@can also be a good
candidate here, we did not choose to use it because we want to show the term distribution at a more fine-grained
level. In the TileBars-based Entities Distribution View, we cannot show occurrences of terms individually but
only their frequency within each fragment of a document.

179



2006

e e ] e
families
taxpis- § | ERl—===

'solar wind push italcoalfrec - weny e § | T EEEE
-

Thematically related words x
technologies clean advanced solar
energy Y
A
Thematically related words, represented by the word  m— )

“solar”, appearing within a term-bearing paragraph.

Term Distribution View ---------- > .

Figure 7.4: Small multiple Context Stamps at paragraph level with the seed term “invest” in
the speech given in 2006. Note that the seed term is not shown in this visualization, only in
the search box of the application (see the top part of Figure[7.3).

With this visualization alone, in many cases the seed terms’ frequencies and distributions
might help users hypothesize about their importance within a document. For instance, terms
mentioned more often or earlier within a document might suggest a higher importance or
more urgency.

The second part is a set of small squarified TreeMaps, called Context Stamps, which
represent the gist of the contexts in each term-bearing paragraph. The gist is constructed
based on the outputs from Step 3 in the text analysis process described in Section 1.e.
instead of presenting the full text of a term-bearing paragraph, we only show the set of topics
assigned to words within that paragraph. Each topic is shown via its representative word, and

its size is the number of words assigned to that topic. At paragraph level, there is a Context
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Stamp for each term-bearing paragraph. The design decision on using a rectangular space-
filling representation is to accommodate for displaying many such visual elements in parallel
with the term distribution view. The TreeMaps metaphor is a good fit for this purpose, as
it uses all the allotted space efficiently, and this is not the case with ContextBurst (it is not
possible to assign one ContextBurst to each term-bearing paragraph as that would require too
much space). In this visual form, we also opt to not show all words within a topic in child
squares inside the topic’s parent TreeMaps cell. This design choice is made for two reasons:
(1) to meet the goal of abstracting away the details and only retaining important elements
of the text and (2) even if they are displayed in subdued colors or with high transparency,
they would still result in clutters of text within TreeMaps cells that are of limited sizes (note:
we are using multiple small TreeMaps stacked up on each other instead of a single big one
as how TreeMaps are typically used). Therefore, each topic is labeled by its representative
word (within the paragraph scope), which occupies a cell of the paragraph’s TreeMaps. The
cell’s area size is determined by the total frequency of all words belonging to that topic in
a paragraph. Each topic is assigned a color to enable visual cross-comparisons. To enhance
the legibility of words without overflowing the containing cells, font sizes of representative
words within TreeMaps’ cells are dynamically calculated based on the cells’ areas such that
the font sizes are the largest possible. Clicking on a TreeMaps cell will pop up a list of
thematically related words in full. Figure shows this interaction on a topic represented
by the word “solar”. In addition, there are also visual cues that link between the TreeMaps
and their corresponding bars (term-bearing paragraphs) upon mouseover.

By hiding away words that are thematically related, in effect Context Stamps retain the
most important topical dimensions using their representative words, and at the same time
abstract away much information that would have required users’ perusal of free text. As a
result, paragraph level Context Stamps can offer an immediate overview of the main aspects
of term-bearing paragraphs within a document, i.e in the speech given in 2006, the first
paragraph containing the term “invest” is mainly about tax, reliefs, families matters, while
the second paragraph mentioning it is about different kinds of energy such as solar, wind and
coal. Via its space divisions, Context Stamps also helps users in getting a quick idea of the

most heavily discussed aspects as well as the least mentioned ones within these paragraphs.
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Apart from serving as small multiple TreeMaps at paragraph level, Context Stamps can
also be used at document level. This is especially beneficial for high level comparisons of a
seed term’s usage contexts within one document versus another or at one time point versus
another. In Figure a focus+context timelinﬂ shows the frequencies of occurrence of the
seed term “research” in the speeches given over the years. When users click on the points
on the timeline, the resulting Context Stamps for the selected years are shown side-by-side.
Here, a single Context Stamp is used to visually depict the aggregated data obtained in Step
4 of the content abstraction approach detailed in Section It is worth emphasizing that
this is about visual concordance analysis, not visualization of topic models per se. Therefore,
the topic decompositions within a document level Context Stamp only correspond to the
topics identified within term-bearing paragraphs and their aggregated weights, and they do
not reflect the decomposition of all topics for the whole text in a document. As shown in
Figure document level Context Stamps can facilitate comparisons of not only the term’s
frequencies and distributions within two documents, but also the main topics, together with
their proportions, that were discussed around “research” in the speech given in 2007 versus
the one in 2011. The difference can easily be inferred or hypothesized from Figure
without much effort from users.

In sum, our proposed approach toward content abstraction in visual concordance analysis
provides visual perspectives on a text that are potentially helpful in many ways, as they can
act as visual summaries of term-bearing paragraphs and subsequently provide navigational
pointers for close reading.

In terms of implementation, the visualization is written in JavaScript based on the Protovis
toolkit [[10]. The web application prototype is developed using the Google Web Toolkit,

running on an Apache Tomcat server.

""The focus+context timeline implementation is adapted from the Protovis example gallery at
http://vis.stanford.edu/protovis/ex/|(Last accessed Jan 12, 2011).
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7.4 Evaluation

7.4.1 Text Analysis

The topic model is evidently at the center of our proposed approach. Therefore, while it is
not our focus here to carry out research on approaches toward improving the quality of topic
models, it is important for Context Stamp visualizations that the trained model be a suitable
one.

There are many factors involved in the inference process of an LDA model: the hyperpa-
rameters o, 3, and the number of topics 7. Despite its introduction from many years ago,
LDA is still considered to be “still in a relatively early stage of development” [154]], and
determining the optimal values for these parameters in order to train a topic model given a
corpus remains a research challenge. While the choice of the hyperparameters ¢« and 3 can
have important implications on the resulting model [49], most researchers typically use sym-
metric Dirichlet priors with heuristically set values for o and 8. When it comes to selecting
the number of topics T, given the values of o and f3, the traditional approach is to compute
the posterior probability of held-out documents on a set of models with different values of T
and choose the best one [49]].

A more recent study reported in [149] shows that (1) using an asymmetric Dirichlet over
the document-topic distributions and a symmetric Dirichlet over the topic-word distributions
results in significantly better model performance and (2) using optimized Dirichlet hyperpa-
rameters results in improved consistency in topic usage as 7T is increased, which means that
if LDA has a sufficient number of topics to model the observed data well, a larger number
of topics would not significantly affect inferred topic assignments [149]. Therefore, in our
work we apply these settings accordingly to achieve a suitable topic model for the State of

the Union dataset. The impact of the resulting model is discussed later in Section

7.4.2 Visualization

We carried out an evaluation to gauge Context Stamps’ effectiveness in supporting users

in comparing a term’s contexts. The method is as follows.
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Participants

Fourteen people (ten females, four males) participated in the study, one of whom was
in a pilot session. Six of them were in the age range of 18-25, seven in 26-40, and one in
41-60. In terms of occupation, the subjects included a lecturer, a research associate, software
engineers / business analysts, undergraduate and postgraduate students. All were familiar
with web search and had a need to seek for information from documents (with frequencies
ranging from a few times a week to hourly). None had any prior experience with the Context

Stamp prototype.

Materials

We used the set of publicly available State of the Union speeches from 1790 to 2011 as
the test collection in the study. While this is not a large collection in terms of the num-
ber of documents, each speech is of great length. More importantly, the wordings used in
these speeches are of significant interest (demonstrated by a dedicated visualization by the
New York Times mentioned earlier) as they were carefully chosen to convey the intended

meanings, and their time stamps carry an important role in the concordance analysis task.

Design

In this study, we implemented three different interfaces to display the contexts in which a
seed term is mentioned. The visual elements that are commonly available in all three versions
are the timeline and the term distribution visualization. All three versions are available in the

same webpage, selection of interface can be done simply via a radio button click.

e Fulltext-based interface: This baseline interface resembles the visualization provided
by the New York Times mentioned earlier. The main difference between the Fulltext
interface and that visualization is that the New York Times visualization only provides
users with a single paragraph upon a mouse-click on a dot in the term distribution view.
With the Fulltext interface, when users click on a dot in the timeline, all paragraphs

containing the seed term are extracted, and shown together linearly in their full text
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2005

Because a society is measured by how it treats the weak and
vulnerable, we must strive to build a culture of life. Medical
research can help us reach that goal, by developing treatments
and cures that save lives and help people overcome disabilities -

and | thank Congress for doubling the funding of the National <€ = = =Term Distribution View

Institutes of Health. To build a culture of life, we must also ensure

that scientific advances always serve human dignity, not take

advantage of some lives for the benefit of others. We should all

be able to agree on some clear standards. | will work with

Congress to ensure that human embryos are not created for €---"
experimentation or grown for body parts, and that human life is

never bought and sold as a commaodity. America will continue to .
lead the world in medical research that is ambitious, aggressive,

and always ethical.

In the three and a half years since September 11th, 2001, we
have taken unprecedented actions to protect Americans. We
have created a new department of government to defend our
homeland, focused the FBI on preventing terrorism, begun to .

Figure 7.6: The fulltext display of the contexts of the seed term “research” within the 2005

State of the Union speech.

form, with the seed term displayed in bold. When users click on a dot in the term dis-
tribution view, the corresponding paragraph is then scrolled into view (in case there are
many such term-bearing paragraphs), with its background color changed to light blue
to distinguish it from others. Side-by-side comparisons are possible as in the Context
Stamp visualization. Figure shows an example of the Fulltext interface with the
seed term being “research” and the speech given in 2005. Note that there is no separa-
tion of paragraph and document levels in this interface as all term-bearing paragraphs

are aggregated in one place and a paragraph in focus is interactively highlighted.

Word cloud-based interface: This interface employs a feature that is common in most
related works in the visual concordance analysis literature, that is showing a frequency-
based word cloud. Here stop-words are also removed from the original text. At para-
graph level, each term-bearing paragraph is visually represented by a word cloud with
the most frequent words placed in the center, as seen in Figure [7.7] for the seed term
“research” within the 2003 State of the Union speech. At document level, we take
into account all words in term-bearing paragraphs and show an aggregated frequency-

based word cloud, as shown in Figure[7.8| for the same seed term and speech. We used
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a freely available jQuery plugilﬂ to generate these word clouds.

Show paragraphs ¥

_ 2003
innovation  powered Qevelopln?ead
command lawsuits Amene  control hydrogen
funding automobiles regulations worlfi
greatest billion Pro9ress technologyenvironmental
proposing claan century  endless
make  bioshield . act
toxin  effective ) Jiseases effort
assume . b|oterronsn§j future
security . called
propose s oINS anthrax
ebola congress enemies botulinum
, people . budget send production quickly
angers p|
plague . _guard add  weapons Project
supporting billion
estments measures
o
Term Distribution View----c----.... >

Figure 7.7: The word cloud display of the contexts of the seed term “research” within the
2003 State of the Union speech at paragraph level.

e Context Stamp: as described earlier in Section[7.3.2]

The above three interfaces were considered such that they enable the study participants to
gauge how Context Stamp and different visual concordance analysis applications typically
used in both the literature and the mainstream media. The participants were not told which
interface was our proposed solution.

Given these interfaces, it may be tempting to run a controlled experimental study. How-
ever, considering the analytical nature of the concordance analysis tasks, controlled experi-
ments are distant from their exploratory goals. Benchmark tasks used in controlled experi-
ments are considered as not representing exploratory analysis tasks well, due to the following

four characteristics, identified in [93]]:

Zhttp://plugins. jquery.com/project/TagCloud (Last accessed Aug 18, 2011)
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Figure 7.8: The word cloud display of the contexts of the seed term “research” within the
2003 State of the Union speech at document level.

instructions.

They need definitive completion times.
They must have definitive answers that measure accuracy.

They require answers that users can easily specify.

They must be predefined by test administrators and hence users must follow specific

Therefore, controlled experiments would leave little room for users to freely explore the

data collection. This calls for a suitable study involving the following (proposed in [93]]):

e An open-ended protocol in which users explore the data in their own way.

e A qualitative insight analysis in which users report their findings and those are then

coded / analyzed by the researchers.
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e An emphasis on domain relevance whereby users may go beyond dry data analysis and

make domain-specific inferences or hypotheses.

In [121], the “Multi-dimensional In-depth Long-term Case studies” (MILC) paradigm is
proposed. This paradigm combines various methods including ethnographical participant
observation methods, interviews, surveys, and automated logging of user activities. While
comprehensive, this paradigm might be too costly for researchers [45]. In addition, discov-
eries can have a significant impact, but “they occur very rarely, making it difficult - if not
impossible - for someone to be observing when a discovery occurs” [121]].

As such, we conducted a user study using the diary technique, together with analysis of
questionnaires, usage logs, and post-hoc interviews where possible. We did not log the tool
usages by the participants individually on the client side. While it might be useful to have
specific data such as which interface was used, the sequence and period of usage, it is hard to
get the exact details. For instance, the time spent on a particular visualization might include
users doing something else at their workplace that we would not be able to know of, and
many people might have used the same computer, or the same user might have used different
computers, etc. Therefore, at this scale, we only collectively logged the interface, the date,
the seed terms issued, the years of documents selected for concordance analysis based on

requests to the web server.

Procedure

The participants were invited to use the three interfaces over a period of at least one
week. They accessed the web application from their own computers, at times and places of
their convenience. There were no controls or influences by the researchers on the physical
settings. In addition, there were no structured tasks, they could use any seed terms with any
of the three interfaces they wished to. The only information they received from us is a link to
the evaluation website which included an FAQ page that explained briefly what concordance
analysis is and how they could use the three interfaces. Once the subjects were finished with
exploring the text collection using the web application, they filled out a questionnaire, which

asked for qualitative feedback with the following questions:
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e Which combinations of seed terms, years and interfaces did you use that result in some
findings? Please briefly explain your findings and classify each of them into one of the

following categories: expected / interesting / very surprising.

e How do you rank the three interfaces, i.e. which interface helps you learn the most

about usage contexts of terms in this collection?

e How do you rank the perceived learning curve over time for each interface? (1: easiest

to learn, 3: take a while to get used to).
e On ascale from 1 to 9, how confident are you with the results shown in each interface?

e Would you use any of the three interfaces? If yes, please indicate which one and give

an example of a domain of interest.

What kinds of improvement would you like to suggest?

Apart from those questions, we also solicited their subjective ratings on the following ad-
jectives for each of the interfaces: “Easy to use”, “Stimulating”, “Satisfying”, “Overwhelm-
ing”, “Flexible”, “Self-descriptive”, “Organized”,*Tedious”. The ratings were on a Likert
scale from 1 (Strongly disagree) to 9 (Strongly agree), with 5 being neutral. Similar to the

study conducted in [159]], we used a wide range to have a more sensitive testing instrument.

Results

Findings from the text collection The server log indicated that the Fulltext interface was
used 452 times, the Word cloud interface was used 207 times and the Context Stamp inter-
face was used 569 times. In their feedback, the participants reported some examples of the
findings during their exploration of the text collection. In addition, they also indicated their
subjective opinions on whether each of the findings was expected, interesting or surprising.
The number of findings reported by the participants, grouped by type, is summarized in Ta-
ble Note that there are findings that were reportedly reached by using only the timeline,
as well as findings that were encountered while the subjects were using all three interfaces.

Some examples of the findings are:
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Type/UI Fulltext Word Context Stamp | All three | Timeline only
Cloud

Expected S5 5 7 3 0

Interesting | 1 5 8 8 1

Surprising | O 2 10 0 3

Total 6 12 25 11 4

Table 7.1: Findings from the Text Collection by Type

e On “Firefighter”: “The first occurrence of this term in any of the speeches is in 2002.

It is not mentioned before this year.. I used the context stamps. From this I could
tell that the 2011 content was related to a different matter than the 2002 content. A
bunch of technology terms were in the 2011 paragraph while the 2002 paragraph was
represented by terms relating to commemoration. I found both these things interest-
ing because in the first case, I didn’t think the term would not have been mentioned
before 2002 and in the second case, I didn’t expect this term to be mentioned in the
context of internet connections. This is surprising. I also had a look at the word-cloud
representation of the same two years as above. The terms on display were relevant to
the issues at hand but the context-stamp seemed to highlight more useful words in a
clearer, more prominent way than the word cloud like, for example in 2011, the word

“wireless” is obvious in the context stamp representation but not in word cloud.”

On “Research’: “I was curious to see what were the main research focal points during
the cold war(1981) and 201 1. This was interesting for me since in the first paragraph
of both years, the presidents talked about solar energy. Other commonalities between

these two years were the research in space programs and the importance of education.”

On “Education”: “Seeing results between 2000 and 201 1, presidents opted for tackling
education in different ways. We see how education was used as a solution to criminal-
ity and drug reform (2000 - 2006). Also talks for educative reforms were tackled to
decrease taxes and increase grants. Whilst in the last 4 years (2008 - 2011), education

was a central part w.r.t. research and economy.”
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Rank | Fulltext Word Context Stamp
Cloud
1 2 4 7
2 5 6
3 9 4 0

Table 7.2: Helpfulness Rankings

Helpfulness Table shows the number of times the subjects ranked the three interfaces
at each rank position in terms of their helpfulness. The Context Stamp interface was ranked
as helping users learn the most about usage contexts of terms in the text collection by more
than half of the participants. The Word cloud was ranked most often in the second position
and the Fulltext interface in the third.

Typical comments on their helpfulness are:

o Fulltext: “Even though the full text is displayed to the user, it can be quite difficult for
him/her to detect the context of the terms within the collection if the paragraph is long
and contains a lot of text. You also need to read all the paragraphs that contains a
term that you are searching for, in-order to detect the context that the term is being

used in.”

e Word cloud: “The Word Cloud doesn’t seem to be quite as quick as the Context Stamp
because there are many more terms contained in it. Also, it seems that sometimes the
most prominently displayed words in the Word Cloud (the ones in bold) are the ones
most mentioned in the paragraph but are not necessarily words which are key to the

message of the paragraph.”

e Context Stamp: “Context Stamp allows me to skim more text more quickly, and focus
on particular important terms.”, “This type of interface helped me most in identifying

the main themes which were discussed in the speeches.”

Perceived learning curves Table shows the number of times the subjects ranked the
three interfaces at each position in terms of their perceived learning curves over time. There

were three cases in which the Fulltext and the Word Cloud interfaces were ranked equally
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Rank | Fulltext Word Context Stamp
Cloud
1 12 2 0
2 8 4
3 1 0 10

Table 7.3: Perceived Learning Curves Rankings

first, and one case where the Word Cloud and Context Stamp interfaces were ranked equally
second.

Some example comments on their perceived learning curves are:

o Fulltext: “The fulltext interface is easiest to learn as it simply displays all of the con-
tent. Therefore, the context of the search term can be understood by reading through

the text. It is like reading a newspaper.”
e Word Cloud: “Used to such tag clouds in blogs, thus it wasn’t difficult to get used to.”

e Context Stamp: “Context Stamp is straightforward but in some ways complex — be-
cause in order to make the sizes meaningful, sometimes the words are too small to
read. By paragraph vs. overall is another difference I would have to see and under-
stand. (Keep that, it’s useful — just know that it does add complexity!)” (Note: by

“paragraph vs. overall” the subject meant paragraph level and document level.)

Confidence with results We were interested in testing the null hypothesis that the distri-
bution of the confidence of the subjects on the presented results is the same across the three
interfaces. A Friedman test was conducted and there was a statistically significant difference
in the confidence with results, y>(2) = 11.617, p < .05. Pairwise comparisons in post-hoc
analysis, using Wilcoxon Signed-Rank tests at the Bonferroni-adjusted significance level of
.05/3 = .017, showed that there was a statistically significant difference between the confi-
dence on the Context Stamp Interface (median rank = 6) and the Fulltext Interface (median
rank = 9) , with Z = —2.605, p < .017. There were no other statistically significant differ-
ences. A typical comment in this respect is: “With fulltext you get what you see and as there

is no abstraction therefore I was more confident with the results than that of the other two.”
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Potential usages In the subjects’ answers on if they would use any of the three inter-
faces, all indicated that they would. Context Stamp received the most favorable responses,
followed by Word Cloud. Four out of thirteen participants indicated that they would use
Context Stamp, four other people thought they would use Context Stamp or Word Cloud.
Two participant indicated that they would use Context Stamp in parallel with the Fulltext
interface, while one person would use Context Stamp or Fulltext, the rest found all three

interfaces useful. Below are some of domains of interest that the subjects mentioned:

o “I'd really like to use the Context Stamp on my collection of scholarly papers — and it
would be really interesting if a digital library like ACM would use that to show how

the research contexts are changing.”

e “Both the Word Cloud and the Context Stamp would be useful in my line of work. As
a business analyst I often have to examine several documents and reports provided by
our clients. In general I am either looking for something specific or I need to gain a

2

high level understanding of the documents contents.

o “I would use preferably Word Clouds or Context Stamps in domains [such as]: Gen-
der studies [to see] in what contexts women were mentioned in formal speeches/doc-
uments/literary works over years; Religious studies how different concepts were used
in different religious texts - at different times, texts of different authors, texts of different

religions etc.”

e “[ think both Context Stamps and Word Cloud would be useful tools while referring to

data in the political domain (such as before election and after elections). ”

o “I'would use the Context Stamp interface for sentimental analysis, in special if I could

compare two words.”

Usability The usability ratings are shown in Figure
We ran Friedman tests to validate the null hypotheses that there were no statistically
significant differences between the three interfaces with respect to the subjective ratings on

each of the attributes. The results are shown in Table
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Figure 7.9: Mean Usability Ratings on the Three Interfaces
Attribute Test statistic & Signifi- | Pairwise Comparisons with Statisti-
cance cally Significant Differences
Easy to use x%*(2) = 14.596,p = | Context Stamp and Fulltext p < .017
.001
Flexible x%(2) = 10.800, p < .05 | Context Stamp and Word Cloud p =
.017
Organized p> .05
Overwhelming p> .05
Satisfying p> .05

Self-descriptive

2*(2)=11.021,p < .05

Context Stamp and Fulltext p < .017,
Word Cloud and Fulltext p = .017

Stimulating x*(2) = 19.878,p < | Context Stamp and Fulltext p < .017,
.001 Context Stamp and Word Cloud p <
.017
Tedious x%(2) = 12.682,p < .05 | Context Stamp and Fulltext p < .017

Table 7.4: Usability Ratings Statistical Tests Results
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7.4.3 Discussion

Though it did not come as a surprise, we learned first-hand from this user study how
challenging it was to find people who were willing to participate. Apart from those who
eventually gave us their feedback, six other people dropped out of the evaluation. One per-
son, despite having an expressed interest in data visualization, wrote back to us explicitly
what she thought of the study: “I found the questionnaire a bit long... tick the boxes is grand
[OK] for an evaluation but anything more is just too much.” Although we requested the
subjects to play around with the visualizations for one to three weeks at their convenience,
we did not require any minimal amount of time to be spent on them. The study might have
created an impression that it required a lot more time and effort than some could afford to
contribute. On the other extreme, a different subject, who was a software engineer, was so
interested in the visualization prototype that she showed it to her manager and incorporated
his feedback into her response. Overall, the subjects took from one to five weeks to give us
feedback, and we were able to collect all the responses in almost two months after the study
first started. We were able to gather a certain amount of useful, and sometimes in-depth,
feedback.

The number of findings reported in Section [7.4.2] was modest, as participants only gave
us some examples of what they could find. It was not a task with an intensive importance
for them to exhaustively find everything of their interest. Nevertheless, it was encouraging
for us to see that the participants were able to explore the given text collection. They had
many serendipitous encounters on various subject matters, most often with Context Stamp,
sometimes in combination with other interfaces, and even with the timeline alone in some
cases.

Based on the feedback, we believe that showing a decomposition of topics within term-
bearing paragraphs has an advantage over frequency-based approaches that are popular in ex-
isting works. By utilizing the assignments of words into topics in a statistical model and only
using their representative words to show their proportions within a TreeMaps, we were able
to abstract away words belonged to the same topical dimensions. Widely used frequency-

based approaches, such as the Word Cloud interface in the study, retain all non-stopwords,
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and hence result in a more cluttered display of text. This aspect can best be summarized by
one of the comments: “Word-cloud is useful for quick overview, but can get a bit messy and
cluttered. Context stamps are more organised and good for getting information quickly.”

In addition, the layout of two display panels in parallel made it easy for users to make
direct comparisons of a term’s usage contexts and hence was well received by the subjects:
“I liked that you could view 2 years side by side to compare.”, “Help me determine whether
the usage in the multiple paragraphs is *similar* or different. Context stamps of paragraph
vs. whole document get at this.” Interestingly, during post-hoc interviews, some subjects
suggested that they would be interested in using the Context Stamp visualization to compare
usage contexts not just by the different topics, but also by the sentiments within speeches at
different times or by different speakers, e.g.: *“ Integrate indications of emotional content —
how objective vs. how much rhetoric/emotionally laden language is there?”.

The most important feedback we had was with respect to the subjects’ confidence in
the results presented as usage contexts. It was obvious that the Fulltext presentation was
most trusted because it just simply presented the text of term-bearing paragraphs in full.
For the Word Cloud interface, some participants noted that, even though some words were
made more prominent because of their high frequencies, they did not necessarily represent
the main points of the text well. In the case of Context Stamp, while in many cases the
subjects felt that the splitting of the text into groups of topically related words made sense and
understood why they were related, in other cases they did not get that, as well as disagreed
with the chosen representative terms for some topics. This feedback was not surprising for
us, considering the various factors that pose influences on direct human interpretations of a
topic model’s internal structure: (1) domain knowledge, (2) subjectivity, (3) model selection
and (4) visualization of uncertainty.

With respect to the domain knowledge, despite being aware of current events and recent
past history, none of the participants had full knowledge of the wide ranging matters dis-
cussed within this data set. Therefore, it is natural that some of the relationships between
words were not instantly obvious to them. For instance, a subject pointed out that it was
unclear, from the 2011 speech for the seed term “research”, why one topic included terms

such as “beat”, “sputnik”, and “innovation”. The subject initially thought they were not at
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all related, but a few minutes later realized that they actually were. Therefore, users who are
unfamiliar with the data set would likely need to dig into the text to recognize or understand
the contexts better.

The above example is also related to the second factor, i.e. subjectivity. On the one
hand, the topic model inference process is unsupervised and typically for a collection of
documents, there is no gold standard in terms of splitting the text into groups meaningfully
related words. On the other hand, when the subjects explored the text collection based on the
assignments of words to topics, their perception of how semantically coherent words within
topics were might vary from one person to another.

The third factor, model selection, is also important, considering the fact that Context
Stamp was designed to visualize directly a part of a topic model’s internal structure (the
topic-word distributions) for human interpretations. The key challenge here is how to select
the most suitable model for the data set. As mentioned in Section|/.4.1] we followed a known
good practice from a prior research to obtain a model that would fare well in predictive
likelihood based metrics. However, this alone does not necessarily mean that such a model
is the most interpretable for humans, because in those metrics the internal representation of
a topic model is not taken into account [[17]]. For this purpose, the word intrusion and topic
intrusion tasks were proposed in [17] to help choose an interpretable topic model based
on human judgments. In the word intrusion task, an evaluator detects which word should
not belong to a topic, and in the fopic intrusion task, which topic should not be assigned
to a document. As we mainly utilized the topic-word distributions, we applied the word
intrusion approach, to various models obtained from the settings described in Section|/.4.1
by selecting the model with the least number of intruders within a random set of selected
topics for use in Context Stamp. As model selection is beyond our scope of work / expertise,
we relied on this latest known approach at the time of implementation.

The fourth factor is the need to communicate uncertainty. In a topic model, words are
assigned to topics, but with different probabilities. A word can appear with high probability
in one topic, but low in others. In the current design of Context Stamp, this uncertainty is not
accounted for, only the topic to which a word is assigned is considered in the visualization

of a topical group. In addition, showing a list of terms belonging to the same topic, upon
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clicking on its representative word, was not perceived to be very helpful in the case that those
terms had low probabilities of belonging to that particular topic. A subject felt that they were
isolated from the text and hence she needed to peruse the paragraph’s fulltext to see in what
way they were related. Hence, a way to visualize uncertainty would be helpful. With the
current design, users have to read the text to find that out. In future work, we will look into a
way to graphically depict this information more effectively. For instance, instead of having
two different pop-ups displaying a paragraph’s text and the terms in that paragraph which
belong to the same topic separately, they might be combined into one. This can be done
by highlighting terms within a paragraph that belong to the same topic with the same color,
thereby preserves the context and is yet still able to communicate topical relationships. We
believe that once users are made aware of this probabilistic information, they might have a
better understanding of why words are assigned to thematically related groups.

Finally, some usability issues were raised from the feedback. We discuss those that were
raised by a number of participants here. With respect to the focus+context timeline, some
subjects noted that they did not expect the frequency scale to change over different focused
intervals of time. While this design is widely useﬂ change blindness could be an issue for
some users, and hence some visual cues might be useful. In the term distribution view, when
a fulltext paragraph is brought up, many expressed the need to be able to move to the next
or previous paragraph in the text even if it does not contain the seed term, to find out more
details. For Context Stamp, some subjects noted that it could be hard to read when the corre-
sponding paragraph is short, because its size depends on the paragraph’s length. In addition,
as colors are assigned randomly to topics, it might not be easy to differentiate between topics
with resembling colors when the number of topics is large. Furthermore, when a document
is really long, the visualization of context information may not be within the visible viewport
when users point to a paragraph toward the end of that document. Therefore, some sort of

overlay of the visualization might be helpful.

3For instance: http://yhoo.it/c6cPVk|(Last accessed date: 29 Nov 2011)
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7.5 Summary

In this chapter, we have presented our effort in visual text analytics to support users in
both understanding the contexts within which a term is used as well as comparing and con-
trasting those between two documents. Context Stamp is an innovative approach in visual
concordance analysis, it couples an advanced text mining technique (statistical topic model-
ing) with a combination of intuitive visualization metaphors to bring about the best of both
worlds. As presenting a large set of contexts in their full text form would require a lot of
effort from users to make sense of the complex and dynamic underlying meanings, our ap-
proach lets users see an easily digestible visual representation of the gist of the contexts.
We conducted a user study to solicit feedback on Context Stamp and other widely used ap-
proaches in the literature. The responses on Context Stamp had been encouraging with the
subject being able to reach a number of interesting and surprising findings.

The feedback was also helpful for us in future work. Visualization of uncertainty (topic-
word probabilities) is an interesting area for further research. Many other additions will
improve the usefulness of Context Stamp, such as the ability to analyze more than one term
on the same document or multiple documents to see their correlations, as in FeatureLens
[32]], or automatic consideration of syntactic variations of a term (e.g. “invest” and “invest-
ment”). It would also benefit users if Context Stamp allows for different levels of document
aggregation, such as aggregating all quarterly business reports within a year, to support anal-
ysis tasks. Another potential research direction is to provide a timeline-based visual repre-
sentation of how contexts evolve over time, similar to the TIARA system [83] but not for
document collection as a whole , but only for contextual contents for a seed term. Finally, it
is also worth investigating how we can integrate an ontology representing users’ knowledge
into the topic model inference process, in such a way that different linguistic variations for

each entity and the relationships between entities can be taken into account.
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Summary
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Chapter 8

Summary and Outlook

8.1 Summary

Information visualization and visual analytics are known as essential mechanisms to sup-
port users in exploring different facets of complex information spaces. In this dissertation,
we focus our attention on assisting users in the task of visual exploration of text collections.
Given the amount and the unstructured or weakly structured nature of textual documents that
users have to deal with, developments in visualization research are beneficial in helping them
gain needed insights in a timely manner.

The contributions of this thesis are as follows:

e We propose an approach to support users in exploring text collections based on their
personal interests and knowledge. In this approach, entities of interest to a user are
encapsulated within an ontology, and this ontology is used to drive the exploration
and analysis of a document collection. The approach is implemented in a visualization
prototype called IVEA, which employs multiple coordinated views to visualize various
aspects of a text collection in relation to the set of entities. IVEA enables interactions
such as faceted browsing to filter for a particular subset of documents from a collection,
as well as intra-document navigation based on the distribution of these entities. IVEA
also enables users to incrementally enrich their ontologies with new entities matching

their evolving interests in the process, and thus benefiting future usages.
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e We propose an approach for faceted browsing of a collection of documents that uses a
multi-dimensional visualization as an alternative to the linear listing of focus items. In
this visualization, visual abstraction based on a combination of a conceptual structure
and the structural equivalence of documents can be simultaneously used to deal with a
large number of items. Furthermore, the approach also enables visual ordering based
on the importance of facet values to support prioritized, cross-facet comparisons of
focus items. A user study was conducted and the results suggested that interfaces using
the proposed approach can support users better in exploratory tasks and were also well-
liked by the participants of the study, with the hybrid interface combining the multi-
dimensional visualization with the linear listing view receiving the most favorable

ratings.

e We propose an approach to improve the visual representation of TileBars-based Enti-
ties Distribution Views. The TileBars paradigm has traditionally been used to show the
distribution information of query terms in full-text documents. However, when used
to show the distribution of a large number of entities of interest to users within a doc-
ument, it hinders users’ quick comprehension due to the visual complexity problem.
Our approach employs a simplified version of a matrix reordering technique, which is
based on the barycenter heuristic for bigraph edge crossing minimization, to re-arrange
elements of TileBars-based Entities Distribution Views. The reordered view enables
users to quickly and easily identify which entities appear in the beginning, the end, or
throughout a document. A user study has suggested that even though the quantitative
performance scores were not statistically significantly better with the reordered views,
they were well-liked by the study’s subjects and they also appreciated the benefit of

the reordering operation while exploring a text document.

e We propose an approach toward content abstraction for visual concordance analysis,
which supports users in understanding how terms are used within a document by in-
vestigating their usage contexts. In order to reduce the necessary effort from users to

make sense of the underlying complex and dynamic semantic dimensions of contexts,
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we propose Context Stamp as a visual representation of the gist of a term’s usage con-
texts. To abstract away the textual details and yet retain the core facets of a term’s
contexts for visualization, we blend a statistical topic modeling method with a combi-
nation of the Treemaps and Seesoft visual metaphors. We conducted a user study on
Context Stamp and two other widely used approaches in visual concordance analysis,
with Context Stamp being well-received and thought to be helpful in providing support

to users in understanding the usage contexts of a seed term.

Overall, the essence of our research is to enable text data owners to obtain and deepen
their understanding by having a conversation with the data via suitable visualizations and
associated interactions. We believe that a joyous user experience is important for this con-
versation to produce worthwhile outcomes. Over the course of our research, the following

aspects are worth noting:

Visualizations and Interactions The design of visualizations is usually prone to legibility,
perceptual, and layout challenges [144)]. Hence, within our work, we try to strike a balance
between aesthetic and functional properties so that the proposed visualizations can be vi-
sually engaging and at the same time, easily comprehensible, and helpful for the intended
tasks. All visual components containing advanced features in IVEA and Context Stamp are
extensions of existing visual metaphors that most users can understand. Care is also taken to
make sure that text can be read where applicable and the layout does not become unwieldy
when there are a large number of items to be displayed.

Interactions are no less important than the visualizations themselves. In our work, most
interactions involve just a single mouse-click or a drag-and-drop operation. Nevertheless,
from user feedback we learn that more stepwise visual cues to indicate which actions are

possible next would make the application prototypes more self-descriptive.

The cold-start problem This problem usually exists for knowledge-based applications
such as IVEA. While experienced users such as business analysts are most likely to have a
specific set of entities of interest and importance to them, others may not. Hence this might

make it difficult for some users to perceive the potential usefulness, which in turn gives them
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little motivation to build an ontology to jump start the exploration. Therefore, to cater for a
wide range of users with different usage scenarios, in later versions of the IVEA prototype
we implemented a feature to let users start with an empty ontology and provide them with
a set of suggested frequent terms / phrases from the selected text collection so that they can
populate the ontology. In other words, doing so makes it easier for users to “plant a seed and

watch it grow” while exploring text documents with IVEA.

Evaluation “One of the perennial problems in visualization research is the difficulty of
evaluating designs”[144]]. In fact, we encountered a number of challenges while carrying
out evaluations in our research, chief among them are recruiting suitable participants and
choosing a data set that the participants can relate to. Despite these challenges, those eval-
uations are certainly worthwhile. They are invaluable in many ways as we can gather and
learn about user feedback in detail, especially when they are given a chance to freely use
an interactive tool on their own without the pressure of being watched by researchers. The
feedback has proven useful for us to understand the perceived strengths and weaknesses, as

well as potential areas for future research.

8.2 Outlook

Visual exploration of text collections is a vast area with a lot of room for research and
development. Depending on the application domains, there are many more potential avenues
for further exploration. Here we touch on some extensions that might be relevant to IVEA,
Context Stamp and both.

In IVEA, instead of providing users with a set of suggested terms or phrases appearing
most frequently in a text collection, it might be also useful to employ taxonomy learning
methods to suggest them with a hierarchy of concepts, from which they can adjust according
to their interest. Anaphora resolution techniques may also be used so that co-references of
entities, e.g., “European Central Bank”, “ECB”, “the bank”, “it” can be identified in a text
and taken into consideration. However, it is important to note that anaphora resolution is a

challenging computational linguistics problem, plus an imperfect solution might introduce
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noise into the data used for visualization. Furthermore, sometimes it might be necessary to
enable users to disambiguate some of the variations associated with entities.

In addition, in the current implementation of IVEA, the only relationship between docu-
ments and entities is the “Document contains Entity” relationship. If any particular domains
or tasks require, other relationships might also be taken into account. For instance, assuming
that we have an ontology for the scientific publication area in which various relationships
between documents and concepts, claims, explanations are as follows (for brevity / clarity

we do not include the namespace here):
o Document contains Entity
e Document defines Claim
e Document explains Concept

With this extended model, we can have a richer way of browsing these relationships

(assuming that e.g., claims can be identified in the text using framework such as SALT [51]).

Documents / Groups of documents

+ + *

- defines:Claim
defines:claim1
defines:claim2

- explains:Concept
explains:concept1

Relation:Entity

- contains:Entity
contains:entity1 |

Figure 8.1: A mock-up of a visualization for faceted filtering that incorporates more semantic
relations.

For instance, for faceted browsing, the matrix visualization can be adapted to indicate
such relationships, as shown in Figure [8.1] The key difference from the visualization pro-

posed in Chapter [5]is that instead of showing only the names of the classes and instances
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in the hierarchy attached to the matrix, we also include the relationship names, e.g., “de-
fines:Claim” to indicate which documents define any of the claim instances, and then “de-
fines:claimI” to indicate which documents define the instance “claimI” of the class “Claim”.
This labeling scheme is applied similarly to other relations. Note that Figure[8.1|shows a mix
of binary and continuous valued relationships (binary ones such as “defines”, “explains”, and
continuous ones such as “contains’).

In a similar fashion, we can also take these extended relationships into account when
showing the distribution of entities within a document, as shown in Figure[8.2] In this Figure,

users can identify which parts of a document define a claim, explain a concept, or contain

certain entities.

defines:claim1
contains:entity1
defines:claim2
explains:concept1

contains:entity2

m_ contains:entity3

Figure 8.2: A mock-up of a visualization for an Entities Distribution View that incorporates
more semantic relations.

With respect to Context Stamp, apart from some of the previously identified shortcom-
ings that need addressing, it would be an exciting research direction to investigate how this
approach can be used on the kind of short text used in social media such as tweets, status
updates, etc. This kind of text poses many challenges, such as their typically short lengths
and the pervasive use of colloquialisms, which make it a lot more difficult to analyze the
contents.

A number of other potential extensions can be applied to both IVEA and Context Stamp.
For instance, instead of dealing with only static collections of text, it will be an interesting
challenge to deal with streams of text data. And when there are large streams of data coming

in, distributed text processing techniques may be required to cope with the big data issue.
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Furthermore, it might be useful to integrate personalization techniques so that the exploration
process can be adaptive based on documents that users have focused on in the past. As a
result, interactive tools like IVEA and Context Stamp might be able to recommend which
documents might be good candidates for subsequent perusal.

In addition, at a high level, data visualization plays a powerful role as a communication
enabler [144]]. Viégas and Wattenberg argue that it is essential to design visualizations for
communication because insights that matter will need to be communicated to others [[144].
Meanwhile, “ad hoc sharing of non-interactive versions [such as videos, screenshots] of a
visualization is an unsatisfactory solution” [144]. They believe that “asynchronous commu-
nication of visualization-driven insights is a key aspect of communication-minded visualiza-
tion”. In this regard, it would be beneficial to enable users to share the results they can obtain
from interactive visualization tools with others, similar to how the ManyEyes [[147] platform
democratizes visualization for the masses.

Lastly, complex application domains may require solutions that enable collaborative vi-
sual text analytics, so that analysts can join force in analyzing text documents and foraging
relevant information from them in a synchronous or asynchronous manner. An example of
a collaborative visual analytics application is the Cambiera system [66l], which employs a
collaborative brushing and linking technique to enable analysts to be aware of interactions
of others. This awareness might facilitate analysts in getting to the relevant documents faster
and improve the quality of their findings [66]. Cambiera is used on a tabletop display in
which up to four analysts can explore text collections together synchronously. We envisage
both IVEA and Context Stamp can be enhanced in such a way that they can support col-
laboration as with Cambiera. This direction might benefit from design considerations for

collaborative visual analytics discussed in [60].

8.3 Enabling Networked Knowledge

The research work reported within this dissertation was carried out at the Digital Enter-
prise Research Institute (DERI). The main focus of research efforts undertaken within DERI

is on “Enabling Networked Knowledge” in order to tackle the information overload problem
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that has been making us “drowning in information and starving for knowledge” [30]. Here
networking of knowledge refers to a process that “can produce a piece of knowledge whose
information value is far beyond the mere sum of the individual pieces, i.e., it creates new
knowledge” [30]. The central hypothesis posed at DERI regarding networked knowledge
is as follows: “collaborative access to networked knowledge assists humans, organisations
and systems with their individual as well as collective problem solving, creating solutions
to problems that were previously thought insolvable, and enabling innovation and increased
productivity on individual, organisational and global levels.” [30]]. In this context, research

done at DERI aims at:

develop the tools and techniques for creating, managing and exploiting networks of

knowledge

produce real-world networks of knowledge that provide maximum gains over the com-

ing years for human, organisational and systems problem solving

validate the hypothesis; and

create standards supporting industrial adaptation

Among them, our work can be aligned with the first aim in that we contributed prototypi-
cal tools and techniques to help users visually explore text collections, which is a challenging
task directly related to information overload problem. This exploration process takes into ac-
count users’ interests and knowledge encapsulated in a user-defined ontology. As a result, the
exploration can exploit the semantics contained within such an ontology, including entities
of interest, their linguistic variations, and their relationships. Not only does the exploration
process exploit the knowledge contained the ontology, it also facilitates managing and creat-
ing new knowledge. For instance, users can edit the entities within the ontology (e.g., change
the linguistic variations list, remove unwanted entities) and add new entities matching their
interest in the process. As such, there is a loop of knowledge exploitation and knowledge
creation / management inherent in our work. We believe that this is of benefit to users as
it allows them to keep their ontologies updated. Consequently, they can better explore a

text collection when their spheres of interests are better represented. Besides, a well-tailored
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personal ontology is useful not only for the text collection exploration task alone. For in-
stance, when used within a Social Semantic Desktop environment (originally proposed in
[29]] and materialized in the EU IP project NEPOMUK [350]) with a PIMO ontology, such
a knowledge management feature of IVEA can also benefit other PIMO-based applications.
The existence of a PIMO ontology containing rich and useful information will consequently
motivate users to link concepts in the ontology representing users’ mental models to desk-
top items. This activity is certainly of significant importance to the creation, management,
and exploitation of networked knowledge within Social Semantic Desktop environments,
which can eventually be used to create the semantic bridges necessary for data exchange and

application integration [30]].
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