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US 9,886,665 B2

1
EVENT DETECTION USING ROLES AND

RELATIONSHIPS OF ENTITIES

GOVERNMENTRIGHTS

This invention was made with Government support under

DARPAcontract number W911QX-12-C-0044. THE GOV-
ERNMENT HAS CERTAIN RIGHTS IN THIS INVEN-

TION.

TECHNICAL FIELD

The present invention relates generally to a method,

system, and computer program product for detecting events
in a given data. More particularly, the present invention

relates to a method, system, and computer program product
for event detection using roles and relationships of entities.

BACKGROUND

A corpus(plural: corpora) is data, or a collection of data,

used in linguistics and language processing. A corpus gen-

erally comprises large volume of data, usually text, stored
electronically.

Natural language processing (NLP) is a technique that
facilitates exchange of information between humans and

data processing systems. For example, one branch of NLP
pertains to answering questions about a subject matter based

on information available about the subject matter domain.

Information about a domain can take many forms, includ-
ing but not limited to knowledge repositories and ontologies.

Such information can be sourced from any number of data
sources. The presenter of the information generally selects

the form and content of the information. Before information

can be used for NLP, generally, the information has to be
transformed into a form that is usable by an NLP engine.

Presently, systems and methods are available to parse
unstructured data into a structured form. Presently available

systems, such as information extraction systems, are adept at
extracting and classifying named entities, such as people,

cities, genes, proteins etc., from a given corpus. Presently

available methods can also establish simple semantic rela-
tionships between the extracted entities. Of example, pres-

ently available methods can relate that an extracted person
entity ‘lives in’ an extracted city entity, one extracted gene

entity ‘inhibits’ another extracted gene entity, and so on.
Presently available systems and methods for information

extraction construct “triples” of extracted information. A

triple is an [ENTITY <VERB> ENTITY] construct, where
one ofthe entities is a subject specified in the given corpus,

and the subject entity performs an act (verb) specified in the
corpus on an object entity specified in the given corpus. For

example, given suitable corpus, a presently available system
or method can create a triple such as [Barack Obama

<president of> US].

Presently, the extracted triple artifacts can be stored,
indexed, and made available for semantic processing of data

and document retrieval. Existing frameworks such as
Resource description Framework (RDF) and Web Ontology

Language (OWL) are some examples of presently available
methods for extracting suchtriples.

SUMMARY

Theillustrative embodiments provide a method, system,
and computer program product for event detection using

roles and relationships of entities. An embodimentincludes
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2
a method for event detection in data. The embodiment

identifies, in a training data, a training event and a set of

entities participating in the training event. The embodiment

determines, for a first entity in the set of entities, a first role

occupied by the entity in the event. The embodimentassigns

a behaviorattribute to the first role. The embodimentdeter-

mines a relationship of the first role with a second role
corresponding to a second entity in the set of entities. The

embodiment constructs an event rule, wherein the event rule
is usable to detect an event in new data, the event corre-

sponding to the training event, and wherein the event rule
comprises a plurality of roles, a plurality of behaviorattri-

butes, and the relationship, wherein the plurality of roles

includesthe first role and the second role, and the plurality
of behavior attributes includes the behavior attribute

assignedto the first role.
Another embodimentincludes a computer usable program

product comprising a computer readable storage device
including computer usable code for event detection in data.

Another embodiment includes a data processing system

for event detection in data, comprising a storage device,
wherein the storage device stores computer usable program

code, and a processor, wherein the processor executes the
computer usable program code.

BRIEF DESCRIPTION OF THE SEVERAL

VIEWS OF THE DRAWINGS

The novel features believed characteristic ofthe invention

are set forth in the appended claims. The invention itself,
however, as well as a preferred mode ofuse, further objec-

tives and advantages thereof, will best be understood by
reference to the following detailed description of the illus-

trative embodiments when read in conjunction with the

accompanying drawings, wherein:
FIG. 1 depicts a block diagram of a network of data

processing systems in which illustrative embodiments may
be implemented;

FIG. 2 depicts a block diagram of a data processing
system in which illustrative embodiments may be imple-

mented;

FIG. 3 depicts a block diagram of an example application
for event detection using roles and relationships of entities

in accordance with an illustrative embodiment;
FIG.4 depicts a block diagram of an example application

for event detection using roles and relationships of entities
in accordance with an illustrative embodiment;

FIG. 5 depicts a table of an example training data in

accordance with an illustrative embodiment;
FIG. 6 depicts an example manner of constructing an

event rule from training data in accordance with an illus-
trative embodiment;

FIG. 7 depicts an example manner of constructing an
event rule from training data in accordance with an illus-

trative embodiment;

FIG. 8 depicts an example process for constructing an
event rule in accordance with an illustrative embodiment;

and
FIG.9 depicts a flowchart ofan example process for event

detection using roles and relationships of entities in accor-
dance with an illustrative embodiment.

DETAILED DESCRIPTION

Theillustrative embodiments recognize that often, a rela-
tionship present in a corpus is more complex than oneentity

acting on anotherentity, as the presently available informa-
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tion extraction methods perceive. Accordingly, the presently
available methods for information extraction fail to com-

prehend the complex relationships between entities in a

given corpus, andthe resulting rules,e.g., triples, are far too
simplistic for applying to data of any significant complexity.

For example, the illustrative embodiments recognize that
even a reasonably simple relationship, such as the connec-

tion between a person entity and a position entity, often has
a temporal aspect associated therewith. For example, the

triple [Barack Obama <president of> US] is missing an

attribute—the Start Term: 2009—which is associated with
the information extracted into the example triple. Depending

on the corpus, the Person-Position relationship of this
example triple may also be missing a model or sequence

information, e.g., Number: 44, because Barack Obamais the
44th President of United States.

Asis evident from the simple example described above,

the presently available methods of rule construction to
extract information from a corpus are lacking in the ability

to comprehend complex relationships. Therefore, when the
rules created using presently available methods are applied

to new data, only the events that match those simplistic rules
closely are found in the new data. The rules fail to detect in

the new data other events, which are either more complex

than the training events based on which the rules were
constructed, or present entities different than the entities

presented in the training data, or both.
The illustrative embodiments used to describe the inven-

tion generally address and solve the above-described prob-
lems and other problems related to event detection in given

data. The illustrative embodiments provide a method, sys-

tem, and computer program product for event detection
using roles and relationships of entities.

An event is an occurrence of information of interest in a
given data. Training data or training corpus (hereinafter,

“training data’) is data used to construct an event detection

rule (hereinafter “event rule”). An event rule is logic to
detect an event in a given data. An event rule according to

the prior-art is a triple. An event rule according to the
illustrative embodiments is a logical representation of a set

of roles played by entities when engaged in one or more
relationships with each other. Hereinafter, any reference to

the term “event rule”refers to the event rule according to an

embodiment, unless otherwise specified proximate to where
the term is used.

New data is data that has not contributed to the event rule
construction, and on which a pre-constructed event rule is

applied to detect events. Process data is an example of new
data, and comprises data emitted by a process operating in

a real world environment. For example, records of financial

transactions, data of a biological process, news information,
program execution output or log, and conversations or

statements, are some examples of process data in which
events have to be detected.

An event rule according to an embodimentis n-ary in that
the event rule can include any numberofroles in the set of

roles, as comparedto ternary rules ofthe prior-art, which are

limited to three elements in a triple. Furthermore, an n-ary
event rule comprises one or more attributes sufficient to

identify a type, necessity, or dependency of one or more
roles. For example, some roles may be necessary for the

event to be detected, i.e., an entity occupying that role must
be specified in some form in the given data for the event to

be detected as present in the given data.

As another example, some roles maybe optional, 1.e., an
entity occupying that role need not be specified in any form

in the given data for the eventto be detected as presentin the
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given data. Similarly, some roles may be implied, i.e., an
entity occupying that role need not be expressly specified in

any form in the given data but such a role can be implicitly

present for the event to be detected as present in the given
data.

An embodimentusestraining data and a domain-specific
knowledge repository to learn and extract logical relation-

ships between the roles played by groups of entities in the
training data. The embodiment constructs event rules using

the discovered roles and relationships.

Furthermore, an event rule according to an embodiment
can include attributes and/or logic based on linguistic char-

acteristics of the given data, lexical characteristics of the
given data, or a combination of these and other character-

istics of the given data. For example, one embodiment
identifies a role of a specific entity in a specific training data

based on a grammar of a language of the training data.

Sunilarly, an embodimentidentifies a relationship between
different roles in a specific training data based on the

grammarof the language.
Another embodiment normalizes a specific entity in a

specific training data based on a lexical reference, such as a
dictionary or an ontology, applicable to the training data.

Using a lexical reference, another example embodiment

identifies a range of distance or separation between entities
in the given data to still have the relationship exist between

the roles of the entities. Within the scope of the illustrative
embodiments, an embodiment can be configured to use a

combination of linguistic and lexical references, or other
suitable resources and combinations thereof, to construct an

eventrule.

Another embodiment assigns a confidence score to an
event rule. The confidence score of an event rule can be

assigned in any suitable manner, including but not limited to
the following example manners.

Asa first example, a confidence score of an event rule is

related to the numberofevents in the training data based on
which the event rule was constructed. In other words, if an

event rule is constructed using a larger number of events in
the training data as comparedto a second eventrule, the first

event rule has a higher confidence score than the second
eventrule.

As a second example, a confidence score of an event rule

is related to the number of events, which the event rule
detects in new data accurately. In other words, if an event

rule accurately detects a larger number of events in the new
data as compared to a second eventrule, the first event rule

has a higher confidence score than the second event rule. The
second example method of confidence scoring can be used

to update a confidence score established using the first

example method. From this disclosure, many other methods
of assigning and updating confidence scores of event rules

will be apparent to those of ordinary skill in the art and the
same are contemplated within the scope of the illustrative

embodiments.
In an example subject matter domain of Life Sciences, an

embodiment can be used to identify logical connections

between the roles played by various proteins and amino
acids as they interact with each otherin biological processes.

The roles and relationships can be transformed into one or
more event rules to detect protein interaction events in

previously unseen or unused data from ongoing biological
processes.
As an example, suppose the training data includes the

sentence, “ATM phosphorylates p53 directly at Ser15 (Ser18
of mouse p53) and indirectly through other kinases.” An

embodiment identifies at least three roles for the event
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“phosphorylate” in this data, for example, an agent role
played by the entity “ATM”, a themerole played by protein

P53, and a location role played by Ser15.

An event rule describes how the agent and the verb
(phosphorylate) are related in the corpora of the given

subject matter domain,i.e., the agent performsthe verb. The
same event rule or a different event rule describes how the

themeandthe verb arerelatedin the corpora, that is, the verb
is performed upon the theme. The same event rule or a

different event rule describes how the location and the verb

are related in the corpora, to wit, the verb is performedat the
location.

Based only on the partial analysis of the sentence, an
example event rule for phosphorylation event according to

an embodimentis therefore as follows:
Phosphorylates: {Agent: ATM; Theme: p53; Location:

Ser15}
Thus, while specific entities are specified in the training

data, an embodiment has normalized the entities according

to the roles they play. If a sentence in a new data omits or
changes an entity, the event rule will still be able to detect

the event by using this rule. For example, if the new data
states a phosphorylation event without a location, the event

rule implicitly comprehends the location if other roles are

satisfied in the new data.
Additional analysis according to other embodiments, as

will be explained with respect to certain figures elsewhere in
this disclosure, can add or modify other information or

otherwise manipulate this example event rule to form a more
complex eventrule.

A method of an embodiment described herein, when

implemented to execute on a device or data processing
system, comprises substantial advancementof the function-

ality of that device or data processing system in event
detection. For example, in order to detect an event, the

prior-art requires simple relationships between two enti-

ties—as defined by a triple—to exist in the given data. In
contrast, an embodiment can detect an event even when

more complex relationships between more numerous enti-
ties are described in the given data. Operating in a manner

described herein, an embodiment uses normalized roles of
the entities and their inter-relationships to identify the events

in which they participate, and making detection of the event

possible even with replaced or omitted entities. Such manner
of event detection is unavailable in presently available

devices or data processing systems. Thus, a substantial
advancementof such devices or data processing systems by

executing a method of an embodiment improves the accu-
racy and volume of the detected events.

The illustrative embodiments are described with respect

to certain characteristics, attributes, entities, roles, positions,
domains, data, events, event rules, structures of event rules,

conditions, values, thresholds, tolerances, confidence scores,
devices, data processing systems, environments, compo-

nents, and applications only as examples. Any specific
manifestations of these and other similar artifacts are not

intended to be limiting to the invention. Any suitable mani-

festation of these and other similar artifacts can be selected
within the scope ofthe illustrative embodiments.

Furthermore, theillustrative embodiments may be imple-
mented with respect to any type of data, data source, or

access to a data source over a data network. Anytype of data
storage device may provide the data to an embodimentofthe

invention, either locally at a data processing system or over

a data network, within the scope of the invention. Where an
embodimentis described using a mobile device, any type of

data storage device suitable for use with the mobile device
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may provide the data to such embodiment, either locally at
the mobile device or over a data network, within the scope

of the illustrative embodiments.

The illustrative embodiments are described using specific
code, designs, architectures, protocols, layouts, schematics,

and tools only as examples and are not limiting to the
illustrative embodiments. Furthermore, the illustrative

embodiments are described in some instances using particu-
lar software, tools, and data processing environments only as

an example for the clarity of the description. The illustrative

embodiments may be used in conjunction with other com-
parable or similarly purposedstructures, systems, applica-

tions, or architectures. For example, other comparable
mobile devices, structures, systems, applications, or archi-

tectures therefor, may be used in conjunction with such
embodimentof the invention within the scope of the inven-

tion. An illustrative embodiment may be implemented in

hardware, software, or a combination thereof.
The examples in this disclosure are used only for the

clarity of the description and are not limiting to the illus-
trative embodiments. Additional data, operations, actions,

tasks, activities, and manipulations will be conceivable from
this disclosure and the same are contemplated within the

scope of the illustrative embodiments.

Any advantages listed herein are only examples and are
not intendedto be limiting to the illustrative embodiments.

Additional or different advantages may berealized by spe-
cific illustrative embodiments. Furthermore, a particular

illustrative embodiment may have some,all, or none of the
advantageslisted above.

With reference to the figures and in particular with

reference to FIGS. 1 and 2, these figures are example
diagrams of data processing environments in which illus-

trative embodiments may be implemented. FIGS.1 and 2 are
only examples and are not intended to assert or imply any

limitation with regard to the environments in which different

embodiments may be implemented. A particular implemen-
tation may make many modifications to the depicted envi-

ronments based on the following description.
FIG. 1 depicts a block diagram of a network of data

processing systems in which illustrative embodiments may
be implemented. Data processing environment 100 is a

network of computers in whichthe illustrative embodiments

may be implemented. Data processing environment 100
includes network 102. Network 102 is the medium used to

provide communications links between various devices and
computers connected together within data processing envi-

ronment 100. Network 102 may include connections, such
as wire, wireless communication links, or fiber optic cables.

Clients or servers are only example roles of certain data

processing systems connected to network 102 and are not
intended to exclude other configurations or roles for these

data processing systems. Server 104 and server 106 couple
to network 102 along with storage unit 108. Software

applications may execute on any computer in data process-
ing environment 100. Clients 110, 112, and 114 are also

coupled to network 102. A data processing system, such as

server 104 or 106, or client 110, 112, or 114 may contain data
and may have software applications or software tools

executing thereon.
Only as an example, and without implying any limitation

to such architecture, FIG. 1 depicts certain components that
are usable in an example implementation of an embodiment.

For example, servers 104 and 106, and clients 110, 112, 114,

are depicted as servers and clients only as example and not
to imply a limitation to a client-server architecture. As

another example, an embodiment can be distributed across
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several data processing systems and a data network as
shown, whereas another embodiment can be implemented

on a single data processing system within the scope of the

illustrative embodiments. Data processing systems 104, 106,
110, 112, and 114 also represent example nodesin a cluster,

partitions, and other configurations suitable for implement-
ing an embodiment.

Device 132 is an example of a device described herein.
For example, device 132 can take the form of a smartphone,

a tablet computer, a laptop computer, client 110 in a sta-

tionary or a portable form, a wearable computing device, or
any other suitable device. Application 105 in server 104

implements one or more embodiments described herein.
Training data 109 comprises data usable in conjunction with

a domain-specific knowledge repository (not shown) to
construct or modify one or more event rules as described

herein. Event rules 111 comprise one or more event rules

constructed by application 105 using training data 109, as
described herein. Application 105 also uses one or more

event rules 111 in conjunction with a domain-specific
knowledge repository (not shown) on new data (not shown)

to detect events therein in a manner described in this
disclosure. Any data processing system, e.g., server 106,

client 112, or device 132, or an application executing

thereon may be a source of the new data.
Servers 104 and 106, storage unit 108, and clients 110,

112, and 114 may couple to network 102 using wired
connections, wireless communication protocols, or other

suitable data connectivity. Clients 110, 112, and 114 maybe,
for example, personal computers or network computers.

In the depicted example, server 104 may provide data,

such as bootfiles, operating system images, and applications
to clients 110, 112, and 114. Clients 110, 112, and 114 may

be clients to server 104 in this example. Clients 110, 112,
114, or some combination thereof, may include their own

data, boot files, operating system images, and applications.

Data processing environment 100 may include additional
servers, clients, and other devices that are not shown.

In the depicted example, data processing environment 100
maybethe Internet. Network 102 mayrepresent a collection

ofnetworks and gatewaysthat use the Transmission Control
Protocol/Internet Protocol (TCP/IP) and other protocols to

communicate with one another. At the heart of the Internet

is a backbone of data communication links between major
nodes or host computers, including thousands of commer-

cial, governmental, educational, and other computer systems
that route data and messages. Of course, data processing

environment 100 also may be implemented as a numberof
different types of networks, such as for example, an intranet,

a local area network (LAN), or a wide area network (WAN).

FIG.1 is intended as an example, and notas an architectural
limitation for the different illustrative embodiments.

Amongother uses, data processing environment 100 may
be used for implementing a client-server environment in

whichthe illustrative embodiments may be implemented. A
client-server environment enables software applications and

data to be distributed across a network such that an appli-

cation functions by using the interactivity between a client
data processing system anda server data processing system.

Data processing environment 100 may also employ a service
oriented architecture where interoperable software compo-

nents distributed across a network may be packaged together
as coherent business applications.

With reference to FIG. 2, this figure depicts a block

diagram of a data processing system in which illustrative
embodiments may be implemented. Data processing system

200 is an example of a computer, such as servers 104 and
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106, or clients 110, 112, and 114 in FIG. 1, or another type
of device in which computer usable program codeorinstruc-

tions implementing the processes may be located for the

illustrative embodiments.
Data processing system 200 is also representative of a

data processing system or a configuration therein, such as
data processing system 132 in FIG. 1 in which computer

usable program code or instructions implementing the pro-
cesses ofthe illustrative embodiments may be located. Data

processing system 200 is described as a computer only as an

example, without being limited thereto. Implementations in
the form of other devices, such as device 132 in FIG. 1, may

modify data processing system 200, modify data processing
system 200, such as by adding a touch interface, and even

eliminate certain depicted components from data processing
system 200 without departing from the general description

of the operations and functions of data processing system

200 described herein.
In the depicted example, data processing system 200

employs a hub architecture including North Bridge and
memory controller hub (NB/MCH) 202 and South Bridge

and input/output (1/O) controller hub (SB/ICH) 204. Pro-
cessing unit 206, main memory 208, and graphics processor

210 are coupled to North Bridge and memory controller hub

(NB/MCH)202. Processing unit 206 may contain one or
more processors and may be implemented using one or more

heterogeneous processor systems. Processing unit 206 may
be a multi-core processor. Graphics processor 210 may be

coupled to NB/MCH 202 through an accelerated graphics
port (AGP) in certain implementations.

In the depicted example, local area network (LAN)

adapter 212 is coupled to South Bridge and I/O controller
hub (SB/ICH) 204. Audio adapter 216, keyboard and mouse

adapter 220, modem 222, read only memory (ROM) 224,
universal serial bus (USB) and other ports 232, and PCI/

PCle devices 234 are coupled to South Bridge and I/O

controller hub 204 through bus 238. Hard disk drive (HDD)
or solid-state drive (SSD) 226 and CD-ROM 230 are

coupled to South Bridge and I/O controller hub 204 through
bus 240. PCI/PCle devices 234 may include, for example,

Ethernet adapters, add-in cards, and PC cards for notebook
computers. PCI uses a card bus controller, while PCIe does

not. ROM 224 may be, for example, a flash binary input/

output system (BIOS). Hard disk drive 226 and CD-ROM
230 may use, for example, an integrated drive electronics

(IDE), serial advanced technology attachment (SATA) inter-
face, or variants such as external-SATA (eSATA) and micro-

SATA (mSATA). A super I/O (SIO) device 236 may be
coupled to South Bridge and I/O controller hub (SB/ICH)

204 through bus 238.

Memories, such as main memory 208, ROM 224,or flash
memory (not shown), are some examples of computer

usable storage devices. Hard disk drive or solid state drive
226, CD-ROM 230, and other similarly usable devices are

some examples of computer usable storage devices includ-
ing a computer usable storage medium.

An operating system runs on processing unit 206. The

operating system coordinates and provides control of vari-
ous components within data processing system 200 in FIG.

2. The operating system may be a commercially available
operating system such as AIX® (AIX is a trademark of

International Business Machines Corporation in the United
States and other countries), Microsoft® Windows® (Micro-

soft and Windowsare trademarks of Microsoft Corporation

in the United States and other countries), Linux® (Linux is
a trademark of Linus Torvalds in the United States and other

countries), 1OS™(OSis a trademark of Cisco Systems,Inc.
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licensed to Apple Inc. in the United States and in other
countries), or Android™(Android is a trademark of Google

Inc., in the United States and in other countries). An object

oriented programming system, such as the Java™ program-
ming system, may run in conjunction with the operating

system and provide calls to the operating system from
Java™ programsor applications executing on data process-

ing system 200 (Java and all Java-based trademarks and
logos are trademarks or registered trademarks of Oracle

Corporation and/or its affiliates).

Instructions for the operating system, the object-oriented
programming system, and applications or programs, such as

application 105 in FIG. 1, are located on storage devices,
such as hard disk drive 226, and may be loadedinto at least

one ofone or more memories, such as main memory 208, for
execution by processing unit 206. The processes of the

illustrative embodiments may be performed by processing

unit 206 using computer implemented instructions, which
may be located in a memory, such as, for example, main

memory 208, read only memory 224, or in one or more
peripheral devices.

The hardware in FIGS. 1-2 may vary depending on the
implementation. Other internal hardware or peripheral

devices, such as flash memory, equivalent non-volatile

memory, or optical disk drives and the like, may be used in
addition to or in place ofthe hardware depicted in FIGS. 1-2.

In addition, the processes of the illustrative embodiments
may beapplied to a multiprocessor data processing system.

In someillustrative examples, data processing system 200
may be a mobile computing device, which is generally

configured with flash memory to provide non-volatile

memory for storing operating system files and/or user-
generated data. A bus system may comprise one or more

buses, such as a system bus, an I/O bus, and a PCI bus. Of
course, the bus system may be implemented using any type

of communications fabric or architecture that provides for a

transfer of data between different components or devices
attached to the fabric or architecture.

A communications unit may include one or more devices
used to transmit and receive data, such as a modem or a

network adapter. A memory may be, for example, main
memory 208 or a cache, such as the cache found in North

Bridge and memory controller hub 202. A processing unit

may include one or more processors or CPUs.
The depicted examples in FIGS. 1-2 and above-described

examples are not meant to imply architectural limitations.
For example, data processing system 200 also may be a

tablet computer, laptop computer, or telephone device in
addition to taking the form of a mobile or wearable device.

With reference to FIG. 3, this figure depicts a block

diagram of an example application for event detection using
roles and relationships of entities in accordance with an

illustrative embodiment. Application 302 can be imple-
mented as application 105 in FIG. 1.

Application 302 receives training data 304 and domain-
related knowledge repository, e.g., ontology 306, as inputs.

Using inputs 304 and 306, component 308 of application

302 constructs one or more event rules 310.
Training data 304 is an example oftraining data 109 in

FIG. 1. Event rules 310 are examples of event rules 111 in
FIG. 1. In an example operation, component 308 identifies

portions of training data 304, such as a sentence in a corpus
comprised in training data 304. Using ontology 306, com-

ponent 308 identifies one or more entities in the sentence.

Using a linguistic resource—such as a language processing
engine loaded with the grammar of a language of the

sentence, a lexical resource—suchas the language process-
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10
ing engine loaded with a lexicon and/or a lexical parser,
component308 identifies the roles occupied by the identified

entities.

For example, component 308 uses a characteristic of the
entity that may be available from the corpus, the linguistic

resource, the lexical resource, or some combination thereof,
to normalize the identified entity in to a role performed by

the entity in the sentence. In other words, component 308
attributes a behaviorto the role as opposed to an identity of

the entity as in the priorart.

For example, if the sentence were, “a bat hits a ball’, the
bat would be an entity, the role of the bat entity would be to

hit or strike an anotherentity, to wit, the ball entity. Accord-
ingly, a behavior of the role of the bat entity would be the

ability to strike another entity. Such a normalized manner of
representing entities enables the resulting event rule to

identify a tennis shotas a fitting event, even if the training

data never included any data about a tennis racquet.
Someprior-art methods compare entities in a triple with

synonymsofthe entities. However, according to an embodi-
ment, the characterization of the bat as an object of certain

proportions, shape, size, color, texture, material etc., (1.e., a
normalizedentity) that its usable to (.e., performing in a role

to) impart force (i.e., having a behavior) is distinct from and

far more enabling than simply collecting all synonymsofthe
word “bat” from a dictionary with the expectation that the

tennis racquet will be one of those synonyms.
Furthermore, the example event rule can be further

enhanced according to another embodiment. The hitting or
striking action can be qualified in many ways, and can be

separated from anotherentity in the data by some numberof

words. Depending upon the linguistic and lexical resources
and upon the training data, the embodiment modifies the

n-ary event rule with additional attributes, such as one or
more adverbs, adjectives, conjunctions, prepositions, and

the like, which can optionally qualify a role represented in

the event rule.
Furthermore, depending upon the linguistic and lexical

resources and upon the training data, the embodiment fur-
ther specifies a range of distance that can exist between the

roles specified in the event rule. For example, if example
sentences in the training data showed the verb of hitting or

an equivalent thereof, separated from the object entity that

washit, by zero words, one word, two words, and so on up
to five words, the embodiment modifies the n-ary event rule

with distance specification associated with all or some ofthe
n attributes therein.

Such an event rule, when applied to new data is far more
capable of identifying events in the new data as comparedto

the prior-art triple. For example, suppose that a sentence in

the new data were, “That was an amazing return of a fast
volley.” The event rule according to an embodimentwill be

able to identify the presence of a tennis shot event in the
sentence evenifthere is no expressly provided agentrole, no

expressly provided themerole, but a racquet can be implied
from the implicit hitter role, a ball can be implied from the

implicit theme role, because a variation of the verb “hit”

with one or more optional qualifiers is present within the
specified distance range from such implied roles according

to the eventrule.
In one embodiment, an event rule in event rules 310 has

associated therewith a confidence score. According to the
embodiment, component 308 computes the confidence score

for the event rule based on the numberof event instances in

training data 304 that were used to configure the eventrule,
as described elsewherein this disclosure. In another embodi-

ment, component 308 modifies a confidence score of an
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event rule based on a feedback of the accuracy of event
identification in new data using the eventrule.

With reference to FIG. 4, this figure depicts a block

diagram of an example application for event detection using
roles and relationships of entities in accordance with an

illustrative embodiment. Application 402 can be imple-
mented as application 105 in FIG. 1.

Application 402 receives new data 404, e.g., process data
from a process, and domain-related knowledge repository,

e.g., ontology 406, as inputs. Using inputs 404 and 406,

component 408 of application 402 applies a subset of event
rules 410, which are accessible from application 402. For

example, event rules 410 comprise the set of event rules 310
constructed in FIG. 3.

In an example operation, component 408 identifies por-
tions of new data 404, such as a sentence in a corpus

comprised in new data 404. Using a subset of event rules 410

according to ontology 406, component 408 identifies one or
more entities in the sentence that satisfy the express,

implied, necessary, or optional roles in an event rule 410.
When an event rule is satisfied, application 402 outputs

event 412.
In one embodiment, event rules 410 are selected based on

the confidence scores of the event rules in a larger set of

event rules. For example, only those event rules whose
confidence scores exceed a threshold score form set 410 of

event rules. The subset of event rules 410 selected for event
detection in a particular portion of new data 406 depends

upon the applicability of the subset to that portion. The
applicability can be determined by any suitable method,

including but not limited to using an NLP engine to deter-

mine the context of the portion, linguistic characteristics of
the portion, lexical characteristics of the portion, or some

combination thereof.
With reference to FIG. 5, this figure depicts a table of an

example training data in accordance with an illustrative

embodiment. Data in table 502 is usable as training data 304
in FIG.3.

The phosphorylation example described above in this
disclosure is used again to illustrate the example training

data in table 502. Column 504 provides three example
entities that act in an agentrole in rows 1, 2, and 3. Similarly,

column 506 provides three example entities that operate in

a location role in rows 1-3. The agents and themes in rows
1-3 are extracted, for training application 302, from the

sample training data in the corresponding rows in column
508.

Thus, if application 302 is to construct event rules to
extract Post Translational Modifications to protein p53

events, training data in table 502 provides possible agent

entities (kinase), possible location entities of the phospho-
rylation event (amino acid residue), any upstream/down-

stream biological processes associated with the event, and so
on. Furthermore, training data 502 may be limited only to

some columns,e.g., columns 504 and 506, for some embodi-
ments, and include all columnsor equivalents thereof for

other embodiments. Training data 502 may also provide

negative examples, which an embodiment can useto create
exclusions in eventrules.

With reference to FIG. 6, this figure depicts an example
mannerof constructing an event rule from training data in

accordance with an illustrative embodiment. Application
302 in FIG. 3 constructs event rule 602 using training data

502 in FIG.5.
For example, rows 1 and 2 in column 508 in FIG. 5

describe training data examples for the verb “phosphory-

late.” Those examples also indicate that the agent role
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appears as the subject entity, the theme role appears as the
object entity, and a preposition “at” can optionally qualify

the location role, when the data relates to the act or event

“phosphorylate.” Event rule 602 depicts these relationships
of the agent role, the theme role, the location role, and

optional or additional attributes in an n-ary form.
Similarly, row 3 in column 508 in FIG. 5 describes

training data examples for the noun form of verb “phospho-
rylate”, to wit, “phosphorylation.” That example also indi-

cates that the agent role appears as the subject entity with a

possible preposition “by”, the theme role appears as the
object entity with a possible preposition “of”, and a prepo-

sition “at” can optionally qualify the location role, when the
data relates to the act or event “phosphorylation.” Eventrule

604 depicts these relationships of the agent role, the theme
role, the location role, and optionalor additional attributes in

an n-ary form.

With reference to FIG. 7, this figure depicts an example
manner of constructing an event rule from training data in

accordance with an illustrative embodiment. Application
302 in FIG. 3 constructs relationships 702 and 704 in event

rule 602 in FIG.6, and relationship 706 in event rule 604 in
FIG.6, using training data 502 in FIG.5.

Rows 1, 2, and 3 in column 708 include the sample data

from rows1, 2, and 3 in column 508 in FIG.5. Relationship
702 in row 1 of column 710 is based on the sample data in

row 1 of column 708.
The application implementing an embodimentdetermines

that when verb “phosphorylate” is in a present continuous
tense (phosphorylates), as in sample data in row 1 of column

708, relationship 702 of the theme role with the verb can

include a distance of zero-to-two words or structures from
the verb.

Similarly, the application determines that when verb
“phosphorylate”is in a past tense form (phosphorylated), as

in sample data in row 2 of column 708, relationship 704 of

the theme role with the verb can include a distance of
zero-to-two wordsor structures from the verb. The applica-

tion also determines that when verb “phosphorylate”is in a
noun form (phosphorylation), as in sample data in row 3 of

column 708, relationship 706 of the various roles can
include one or more prepositions qualifying the agentrole,

the themerole, and the location role.

These exampletraining data, event rules, roles, distances,
and other attributes of the event rules, and the manner of

expressing thoseattributes, are not intendedto be limiting on
the illustrative embodiments. Those of ordinary skill in the

art will be able to conceive other ways of relating and
expressing other attributes in event rules and the same are

contemplated within the scope of the illustrative embodi-

ments.

With reference to FIG. 8, this figure depicts an example

process for constructing an eventrule in accordance with an
illustrative embodiment. Process 800 can be implementedin

application 302 in FIG.3.
The application receives a set of training data and a

domain related knowledge repository (block 802). The

application identifies, for an event in the training data, a set
of entities and their roles in the event (block 804).

The application normalizes an entity to the role that entity
plays in the event (block 806). The application assigns the

role a set of behavior attributes based on the manner in
which the role participates in the event (block 808). The

application may repeat blocks 806 and 806 for as many

entities as may exist related to the eventin the training data.
The application establishes a condition for a role based on

the training data (block 810). For example, the application
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establishes whether the role or an attribute associated there-
with is optional, mandatory, expressly provided, or implic-

itly provided in the data.

The application determines a relationship of a role that
participates in an event with anotherrole that participates in

the event (block 812). The application may repeat blocks
810 and 812 any numberof times depending upon how

manyrelationships exist between variousroles in the event.
The application constructs a new eventrule or updates an

existing event rule (block 814). Particularly, the application

constructs or updates an event rule using the role behaviors,
conditions, and relationships. Optionally, the application

may add or modify a confidence score associated with the
eventrule.

The application saves the event rule (block 816). The
application determines whether moretraining events exist in

the training data (block 818). If more events exist (“Yes”

path of block 818), the application returns process 800 to
block 804. If no more events exist “No”path ofblock 818),

the application ends process 800 thereafter.
With reference to FIG.9, this figure depicts a flowchart of

an example process for event detection using roles and
relationships of entities in accordance with an illustrative

embodiment. Process 900 can be implementedin application

402 in FIG.4.
The application receives new data, e.g., previously unseen

or unused process data (block 902). The application selects
or receives a domain-related knowledge repository, such as

an ontology (block 904).
The application selects a set of event rules, e.g., those

event rules whose confidence score exceeds a threshold

(block 906). The application identifies an event in the new
data according to a subset of the event rules (block 908).

The application optionally assigns a confidence score to
an event rule in the subset, depending upon the accuracy of

the event detected using that event rule (block 910). The

application ends process 900 thereafter.
Thus, a computer implemented method, system or appa-

ratus, and computer program product are provided in the
illustrative embodiments for event detection using roles and

relationships of entities. Where an embodimentor a portion
thereof is described with respect to a type of device, the

computer implemented method, system or apparatus, the

computer program product, or a portion thereof, are adapted
or configured for use with a suitable and comparable mani-

festation of that type of device.
The present invention may be a system, a method, and/or

a computer program product. The computer program prod-
uct may include a computer readable storage medium (or

media) having computer readable program instructions

thereon for causing a processor to carry out aspects of the
present invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an

instruction execution device. The computer readable storage
medium may be, for example, but is not limited to, an

electronic storage device, a magnetic storage device, an

optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination

of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes

the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory

(ROM), an erasable programmable read-only memory

(EPROMor Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-

ROM), a digital versatile disk (DVD), a memory stick, a
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floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions

recorded thereon, and any suitable combination of the fore-

going. A computer readable storage medium,as used herein,
is not to be construed as being transitory signals per se, such

as radio wavesor other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-

guide or other transmission media(e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted

through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing

devices from a computer readable storage medium orto an
external computer or external storage device via a network,

for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-

prise copper transmission cables, optical transmissionfibers,

wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or

network interface in each computing/processing device
receives computer readable program instructions from the

network and forwards the computer readable program
instructions for storage in a computer readable storage

medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler

instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,

microcode, firmware instructions, state-setting data, or
either source code or object code written in any combination

of one or more programming languages, including an object

oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-

guages, such as the “C” programming language or similar
programming languages. The computer readable program

instructions may execute entirely on the user’s computer,

partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a

remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be

connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide

area network (WAN), or the connection may be made to an

external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-

tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-

grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information

ofthe computer readable program instructions to personalize

the electronic circuitry, in order to perform aspects of the
present invention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of

methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be

understood that each block of the flowchart illustrations

and/or block diagrams, and combinations of blocks in the
flowchart illustrations and/or block diagrams, can be imple-

mented by computer readable program instructions.
These computer readable program instructions may be

provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-

cessing apparatus to produce a machine, such that the

instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,

create means for implementing the functions/acts specified
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in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored

in a computer readable storage medium that can direct a

computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that

the computer readable storage medium having instructions
stored therein comprises an article of manufacture including

instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or

blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-

ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable

apparatus or other device to produce a computer imple-
mented process, such that the instructions which execute on

the computer, other programmable apparatus, or other

device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagramsin the Figures illustrate
the architecture, functionality, and operation of possible

implementations of systems, methods, and computer pro-
gram products according to various embodiments of the

present invention. In this regard, each block in the flowchart

or block diagrams may represent a module, segment, or
portion of instructions, which comprises one or more

executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the

functions noted in the block may occurout ofthe order noted
in the figures. For example, two blocks shownin succession

may, in fact, be executed substantially concurrently, or the

blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be

noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-

gramsand/or flowchart illustration, can be implemented by

special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of

special purpose hardware and computer instructions.

Whatis claimed is:
1. A method for event detection in data, the method

comprising:

identifying, in a training data,a training event and aset of
entities participating in the training event;

determining, for a first entity in the set of entities, a first
role occupied by the entity in the event;

assigning a behaviorattribute to the first role;
determining a relationship of the first role with a second

role corresponding to a second entity in the set of

entities; and
constructing an event rule, wherein the event rule is

usable to detect an event in new data, the event corre-
sponding to the training event, and wherein the event

rule comprises a plurality of roles, a plurality of behav-
ior attributes, andthe relationship, wherein the plurality

of roles includesthe first role and the second role, and

the plurality of behaviorattributes includes the behav-
ior attribute assigned to thefirst role.

2. The method of claim 1, further comprising:
assigning the event rule a confidence score, the confi-

dence score corresponding to a number oftraining
events in the training data used in constructing the

eventrule.

3. The method of claim 1, further comprising:
receiving the new data;

selecting the event rule;
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determining whether a new first entity in the new data

occupies the first role, whether the new first entity

participates in the new data according to the behavior

attribute of the first role, whether the new first entity

has the relationship with a new second entity in the

second role, and whether a third new entity is present

in the new data according to a condition in the event

rule; and

detecting, responsive to the determining being aflirma-

tive, the event in the new data.

4. The method of claim 3, further comprising:

assigning a second confidence score to the event rule

according to the event actually being represented in the

new data.

5. The method of claim 3, wherein the event rule is

selected as a member ofa set of event rules, the selecting

being responsive to the confidence score of the event rule

exceeding a threshold.

6. The method of claim 1, further comprising:

determining whethera third role corresponding to a third

entity is present in the training data according to a
condition; and

adding the condition and the third role to the event rule.

7. The method of claim 6, wherein the condition com-
prises an optional use of the thirdrole.

8. The method of claim 6, wherein the condition com-
prises a mandatory presence of the third role.

9. The method of claim 6, wherein the condition com-
prises an implied participation of the third role.

10. The method of claim 6, wherein the event rule further

comprises the condition and the third role.
11. The method of claim 1, further comprising:

determining, to configure the behaviorattribute, a manner
in which thefirst role operates in the event according to

one or a linguistic resource and a lexical resource.

12. The method of claim 1, wherein the set of entities
comprises more than two entities, and the event rule com-

prises more than tworoles.
13. A computer usable program product comprising a

computer readable storage device including computer usable
code for event detection in data, the computer usable code

comprising:

computer usable code for identifying, in a training data, a
training event and a set of entities participating in the

training event;
computer usable code for determining,fora first entity in

the set of entities, a first role occupied by the entity in
the event;

computer usable code for assigning a behaviorattribute to

the first role;
computer usable code for determining a relationship of

the first role with a second role corresponding to a
second entity in the set of entities; and

computer usable code for constructing an event rule,
wherein the event rule is usable to detect an event in

new data, the event correspondingto the training event,

and wherein the event rule comprises a plurality of
roles, a plurality of behavior attributes, and the rela-

tionship, wherein the plurality of roles includesthefirst
role and the secondrole, and the plurality of behavior

attributes includes the behaviorattribute assigned to the
first role.

14. The computer usable program product of claim 13,

further comprising:
computer usable code for assigning the event rule a

confidence score, the confidence score corresponding
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to a numberoftraining events in the training data used

in constructing the event rule.

15. The computer usable program product of claim 13,

further comprising:

computer usable code for receiving the new data;

computer usable code for selecting the event rule;

computer usable code for determining whether a newfirst

entity in the new data occupies the first role, whether

the newfirst entity participates in the new data accord-

ing to the behaviorattribute ofthe first role, whether the
newfirst entity has the relationship with a new second

entity in the secondrole, and whethera third new entity
is present in the new data according to a condition in

the event rule; and
computer usable code for detecting, responsive to the

determining being affirmative, the event in the new

data.
16. The computer usable program product of claim 15,

further comprising:
computer usable code for assigning a second confidence

score to the event rule according to the event actually

being represented in the new data.
17. The computer usable program product of claim 15,

wherein the event rule is selected as a memberof a set of
event rules, the selecting being responsive to the confidence

score of the event rule exceeding a threshold.
18. The computer usable program product of claim 13,

wherein the computer usable code is stored in a computer

readable storage device in a data processing system, and
wherein the computer usable code is transferred over a

network from a remote data processing system.
19. The computer usable program product of claim 13,

wherein the computer usable code is stored in a computer
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readable storage device in a server data processing system,
and wherein the computer usable code is downloaded over

a network to a remote data processing system for use in a

computer readable storage device associated with the remote
data processing system.

20. A data processing system for event detection in data,
the data processing system comprising:

a storage device, wherein the storage device stores com-
puter usable program code; and

a processor, wherein the processor executes the computer

usable program code, and wherein the computer usable
program code comprises:

computer usable code for identifying, in a training data, a
training event and a set of entities participating in the

training event;
computer usable code for determining,fora first entity in

the set of entities, a first role occupied by the entity in

the event;
computer usable code for assigning a behaviorattribute to

the first role;
computer usable code for determining a relationship of

the first role with a second role corresponding to a
second entity in the set of entities; and

computer usable code for constructing an event rule,

wherein the event rule is usable to detect an event in
new data, the event correspondingto the training event,

and wherein the event rule comprises a plurality of
roles, a plurality of behavior attributes, and the rela-

tionship, wherein the plurality of roles includesthefirst
role and the secondrole, and the plurality of behavior

attributes includes the behaviorattribute assigned to the

first role.


