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#### Abstract

Efficiency and scalability have become the new norms to evaluate optimization algorithms in the modern era of big data analytics. Despite its superior local convergence property, second or higher-order methods are often disadvantaged when dealing with large-scale problems arising from machine learning. The reason for this is that the second or higher-order methods require the amount of information, or to compute relevant quantities (e.g. Newton's direction), which is exceedingly large. Hence, they are not scalable, at least not in a naive way. Because of exactly the same reason, with substantially lower computational overhead per iteration, lower-order (first-order and zeroth-order) methods have received much attention and become popular in recent years. In this thesis, we present a systematic study of the lower-order algorithms for solving a wide range of different optimization models. As a starting point, the alternating direction method of multipliers (ADMM) will be studied and shown to be an efficient approach for solving large-scale separable optimization with linear constraint. However, the ADMM is originally designed for solving two-block optimization models and its subproblems are not always easy to solve. There are two possible ways to increase the scope of application for the ADMM: (1) to simplify its subroutines so as to fit a broader scheme of lower-order algorithms; (2) to extend it to solve a more general framework of multi-block problems. Depending on the informational structure of the underlying problem, we develop a suite of first-order and zeroth-order variants of the ADMM, where the trade-offs between the required information and the computational complexity are explicitly given. The new variants allow the method to be applicable to a much broader class of problems where only noisy estimations of the gradient or the function values are accessible. Moreover, we extend the ADMM framework to a general multi-block convex optimization model with coupled objective function and linear constraints. Based on a linearization scheme to decouple the objective function, several deterministic first-order algorithms have been developed for both two-block and multi-block problems. We show that, under suitable conditions, the sublinear convergence rate can be established for those methods. It is well known that the original ADMM may fail to converge when the number of blocks exceeds two. To overcome this difficulty, we propose a randomized primal-dual proximal block coordinate updating framework which includes several existing ADMM-type algorithms as special cases. Our result shows that if an appropriate


randomization procedure is used, then a sublinear rate of convergence in expectation can be guaranteed for multi-block ADMM, without assuming strong convexity or any additional conditions. The new approach is also extended to solve problems where only a stochastic approximation of the (sub-)gradient of the objective is available. Furthermore, we study various zeroth-order algorithms for both black-box optimizations and online learning problems. In particular, for the black-box optimization, we consider three different settings: (1) the stochastic programming with the restriction that only one random sample can be drawn at any given decision point; (2) a general nonconvex optimization framework with what we call the weakly pseudo-convex property; (3) an estimation of objective value with controllable noise is available. We further extend the idea to the stochastic bandit online learning problem, where the nonsmoothness of the loss function and the one random sample scheme are discussed.
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## Chapter 1

## Introduction

### 1.1 Background and Literature Review

Algorithm design is commonly considered as a central theme in the theory and practice of optimization. For continuous optimization, roughly speaking, algorithms can be classified into three types: (1) the high-order algorithms (which use the information of the Hessian or higher order derivatives of the objective function); (2) the first-order algorithms (which use no more than the gradient information of the objective function); (3) the zeroth-order algorithms (which only use the function value information). In this dissertation, we aim to present a study on the latter two types of algorithms for some specific optimization models. To distinguish from the high-order ones, let us loosely use the term low-order algorithms to represent the last two types of methods. High-order methods such as the interior point algorithms have proved to be extremely successful in solving optimization problems in general, as they typically only take a few steps to converge (cf. [6, [5]). However, there are applications arising from big data analytics that prevent high-order methods from being practical, as the computational complexity of performing one iteration of a high-order method may already be overly expensive. In those situations, the first-order methods become attractive since at each step their computational costs are substantially lower. Furthermore, in some applications only the function values are available for estimation. In such cases, the zeroth-order methods are the only choices to be considered.

As two subclasses of the lower-order algorithms, the first-order methods and the zeroth-order methods are closely related. In fact, as we will show in this dissertation, many zeroth-order methods can be derived from their well-designed first-order coun-
terpart. In the literature, two types of first-order methods are popular. The first type includes essentially the gradient algorithms and their variations, while the second type is based on the proximal gradient mappings. Consider

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x) \tag{1.1}
\end{equation*}
$$

where $f(x)$ is a smooth convex function. The gradient method is in the form of

$$
\begin{equation*}
x^{k+1}=x^{k}-\alpha_{k} \nabla f\left(x^{k}\right), \tag{1.2}
\end{equation*}
$$

where $\alpha_{k}$ is the step size. Moreover, for some problems, the objective function might be nonsmooth and there might be constraints and so the gradient method is not directly applicable. For example, consider

$$
\begin{equation*}
\min _{x \in \mathcal{X}} f(x)=f_{0}(x)+f_{1}(x), \tag{1.3}
\end{equation*}
$$

where $\mathcal{X}$ is a convex set, and $f_{i}$ is convex, $i=0,1$, and $f_{0}$ may be nonsmooth. This is a typical situation where proximal type method may be relevant. In particular, we define the proximal operator $\operatorname{prox}_{\lambda f}$ as

$$
\operatorname{prox}_{\lambda f}(x)=\arg \min _{y \in \mathcal{X}} f(y)+\frac{1}{2 \lambda}\|y-x\|^{2} .
$$

For problem (1.3), the proximal point method can be described as the following iterative process

$$
\begin{equation*}
x^{k+1}=\operatorname{prox}_{\lambda_{k} f_{0}}\left(x^{k}\right) \tag{1.4}
\end{equation*}
$$

and the proximal gradient method can be described as

$$
\begin{equation*}
x^{k+1}=\operatorname{prox}_{\lambda_{k} f_{0}}\left(x^{k}-\lambda_{k} \nabla f_{1}\left(x^{k}\right)\right) . \tag{1.5}
\end{equation*}
$$

There have been many variations originated from the proximal point and the proximal gradient methods, adapted for specific applications in various fields including engineering, statistics, and economics (cf. [11]). Besides, the aforementioned gradient-type methods can also serve as a starting point for many zeroth-order methods. When the gradient information is not readily available or impractical to obtain, based on some approximations of the gradient, the corresponding zeroth-order method can still be
applied.
Given the nature of the lower-order algorithm, it is particularly useful for problems that require higher computational efficiency. In general, we study its applications for the following areas: (1) large-scale block optimization; (2) stochastic and black-box optimization; (3) online learning and online optimization. In the previous gradient-type optimization methods, the vector $x$ is treated as a single block of variables. But in large-scale optimization problems, the dimension $n$ is large and it would be preferable to work with some smaller-sized subproblems at each step. In fact, there are plenty of problems including matrix/tensor factorization [65, 69], group LASSO [117, 128, SVM [22] etc., where $x$ can be decomposed as $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{\top}$. With such kind of problems in mind, let us consider the following block-structured optimization model

$$
\begin{equation*}
\min _{x_{i} \in \mathcal{X}_{i}, i=1, \ldots, m} f\left(x_{1}, x_{2}, \ldots, x_{m}\right)+\sum_{i=1}^{m} u_{i}\left(x_{i}\right) \tag{1.6}
\end{equation*}
$$

where $f(\cdot)$ is smooth, and $u_{i}(\cdot)$ may be nonsmooth. To solve this problem, it is intuitive to utilize the block structure so that at each step of the algorithm, we only need to deal with a smaller-sized problem. To this end, the Block Coordinate Descent (BCD) method is proposed for solving problem (1.6). Basically, the BCD method tries to minimize a single block variable $x_{i}$ while all other blocks $x_{j}, j \neq i$ are fixed at each step by following a certain selection rule of the block (e.g. cyclic, randomized, etc.). By incorporating the proximal point or proximal gradient method and implementing different block updating rule, many variants of the BCD methods have been proposed. However, for some applications, for instance the robust PCA [14, (1.6) is still not general enough. Taking the constraints into account, let us consider the following model

$$
\begin{array}{rl}
\min _{x_{i} \in \mathcal{X}_{i}, i=1, \ldots, m} & f\left(x_{1}, x_{2}, \ldots, x_{m}\right)+\sum_{i=1}^{m} u_{i}\left(x_{i}\right)  \tag{1.7}\\
\text { s.t. } & A_{1} x_{1}+A_{2} x_{2}+\cdots+A_{m} x_{m}=b,
\end{array}
$$

where $A_{i}, i=1, \ldots, m$ are given matrices. For instance, by introducing a new variable, the well-known LASSO model [117] can be transformed into (1.7):

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|A x-b\|^{2}+\lambda\|x\|_{1} \Rightarrow \min _{x, y \in \mathbb{R}^{n}} \quad\|A x-b\|^{2}+\lambda\|y\|_{1}, \quad \text { s.t. } \quad x-y=0 . \tag{1.8}
\end{equation*}
$$

There are in fact many applications which can be formulated in the form of 1.7 including the consensus and sharing problems, basis pursuit, compressive sensing etc.; see [7, 81, 20, 29]. For this model, the ADMM-type methods based on augmented Lagrangian have received much attention recently, which will be discussed at length later in this thesis. Unlike the deterministic large-scale optimization, for many stochastic and black-box optimizations, the lower-order algorithm seems to be the only feasible solution. A stochastic optimization problem often assumes the following structure

$$
\begin{equation*}
\min _{x \in \mathcal{X}} f(x):=\mathrm{E}[F(x, \xi)] \tag{1.9}
\end{equation*}
$$

where the expectation is taken over a random variable $\xi$. For many stochastic problems, the function $F$ and the distribution of $\xi$ are either very complex or unknown, which makes the higher-order information become unavailable. The black-box optimization further generalizes it into a nonparametric model where no functional form is assumed for the objective function. A good example is the hyperparameter tuning of machine learning algorithms, where the generalization error is used as the objective function. Clearly, for a given set of hyperparameters, the only possible information is the crossvalidation or test error which is a noisy approximation of true generalization error. In light of this, both stochastic and black-box optimization can be viewed as the oraclebased optimization problem. For any query point $x$, depending on the informational structure of a problem, the corresponding feedback is given by an oracle. Moreover, the lower-order algorithm is even more powerful for solving a combination of the largescale and the oracle-based optimization. As an extension of optimization to a changing environment, the online learning or online optimization also possesses a lower-order nature. In online learning, at each decision period $t \in\{1,2, \ldots, T\}$, an online player chooses a feasible strategy $x_{t}$ from a decision set $\mathcal{X} \subset \mathbb{R}^{n}$, and suffers a loss given by $f_{t}\left(x_{t}\right)$, where $f_{t}(\cdot)$ is a loss function. The key feature of this framework is that the player must make a decision for period $t$ without knowing the loss function $f_{t}(\cdot)$. In this challenging setting with limited information, the lower-order algorithms become more appropriate.

Convergence or computational complexity analysis is an indispensable part of optimization theory. In general, the iteration complexity is a measure of how well the algorithm performs after a certain number of iterations. The way to measure the quality of the current iterate varies from problem to problem, but it mainly includes the distance between the iterate and the optimal solution set, the difference between the current
function value and the optimal function value, and the violation of the optimality conditions. For example, if an algorithm has the iteration complexity of the order $O(1 / N)$ in terms of the objective function value, then this means that after $k$ iterations, the current iterate $x^{k}$ would satisfy $f\left(x^{k}\right)-f^{*}<\frac{C}{k}$ where $C$ is a constant. For the two fundamental methods: the gradient method (1.2) and the proximal gradient method (1.5), the iteration complexities are well studied. In particular, the gradient method has been shown an iteration complexity of $O(1 / N)$ (cf. [6]). Moreover, [86] shows that the complexity can be further improved to $O\left(1 / N^{2}\right)$ by an acceleration procedure and this is the optimal rate that any gradient-type method can possibly achieve, and if the function is strongly convex then the method actually converges linearly. For the proximal gradient method, similar results hold: the $O(1 / N)$ complexity of the original method, which can be accelerated to an $O\left(1 / N^{2}\right)$ iteration complexity; see [3, 87, 88, 120]. For problem (1.6), extensive research of the iteration complexity of the BCD-type method has been reported in the literature. Under different conditions, the sublinear convergence rate $O(1 / N)$ or the linear rate can be achieved for the block minimization BCD-type methods (cf. [79, 125, 60]). Furthermore, for the proximal gradient BCD-type method, [90, 100, 77, 4, 60] show that the similar convergence rate can still be established.

In this Ph.D. thesis, we study the first-order and zeroth-order methods for optimization models around the following themes: the iteration complexity analysis of different ADMM-type algorithms for solving various block optimization problems, and the analysis of lower-order gradient-type algorithms for solving oracle-based black-box optimization and online optimization.

Instead of aiming to solve the general multi-block model 1.7), the basic Alternating Direction Method of Multipliers (abbreviated as ADMM) is originally designed to solve the following two-block constrained convex optimization model

$$
\begin{array}{ll}
\min & f(x)+g(y) \\
\text { s.t. } & A x+B y=b,  \tag{1.10}\\
& x \in \mathcal{X}, y \in \mathcal{Y}
\end{array}
$$

where $x \in \mathbb{R}^{n_{x}}, y \in \mathbb{R}^{n_{y}}, A \in \mathbb{R}^{m \times n_{x}}, B \in \mathbb{R}^{m \times n_{y}}, b \in \mathbb{R}^{m}$, and $\mathcal{X} \subseteq \mathbb{R}^{n_{x}}, \mathcal{Y} \subseteq \mathbb{R}^{n_{y}}$ are closed convex sets; $f$ and $g$ are convex functions.

An intensive recent research attention for solving problem (1.10) has been devoted to the ADMM, which is known to be a manifestation of the operator splitting method (cf. [30, 33, 46] and the references therein). Large-scale optimization problems in the
form of (1.10) can be found in many application domains including compressed sensing, imaging processing, and statistical learning. Due to the large-scale nature, it is often impossible to inquire the second order information (such as the Hessian of the objective function) or invoke any second order operations (such as inverting a full-scale matrix) in the solution process. In this context, the ADMM as a first order method is an attractive approach; see [10]. Specifically, for solving (1.10), a typical iteration of ADMM proposed in [46] runs as follows:

$$
\left\{\begin{array}{l}
x^{k+1}=\arg \min _{x \in \mathcal{X}} \mathcal{L}_{\gamma}\left(x, y^{k}, \lambda^{k}\right)  \tag{1.11}\\
y^{k+1}=\arg \min _{y \in \mathcal{Y}} \mathcal{L}_{\gamma}\left(x^{k+1}, y, \lambda^{k}\right) \\
\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)
\end{array}\right.
$$

where $\mathcal{L}_{\gamma}(x, y, \lambda)$ is the augmented Lagrangian function for problem (1.10) defined as:

$$
\begin{equation*}
\mathcal{L}_{\gamma}(x, y, \lambda)=f(x)+g(y)-\lambda^{\top}(A x+B y-b)+\frac{\gamma}{2}\|A x+B y-b\|^{2} . \tag{1.12}
\end{equation*}
$$

The convergence of the ADMM for (1.10) is actually a consequence of the convergence of the so-called Douglas-Rachford operator splitting method (see [45, 33]). However, the rate of convergence for ADMM is established only very recently: [57] shows that for problem (1.10) the ADMM converges at the rate of $O(1 / N)$ where $N$ is the number of total iterations. From the perspective of monotone inclusion, a similar iteration complexity is also obtained in 80 under different assumptions. Moreover, a non-ergodic $O(1 / N)$ iteration complexity in terms of the infeasibility measure and the objective value are found very recently in [56, 74, 26]. Furthermore, by imposing additional conditions on the objective function or constraints, the ADMM can be shown to converge linearly; see [48, 28, 59, 8, 73]. Moreover, as we will show later in this thesis, the ADMM framework can be naturally extended to solve problems with more than two blocks of variables.

Besides the multi-block structure, we can take a different stance towards the applicability of the ADMM, depending on the prevailing information structure of the problem. Observe that to implement (1.11), it is necessary that $\arg \min _{x \in \mathcal{X}} \mathcal{L}_{\gamma}\left(x, y^{k}, \lambda^{k}\right)$ and $\arg \min _{y \in \mathcal{Y}} \mathcal{L}_{\gamma}\left(x^{k+1}, y, \lambda^{k}\right)$ can be solved efficiently at each iteration; i.e. the proximal mappings are assumed to be easy. While this is indeed the case for some classes of the problems (e.g. the lasso problem), it may also fail for many other applications. This triggers a natural question: Given the structure of the objective functions in the mini-
mization subroutines, can the multipliers' method be adapted accordingly? In Chapter 2. we study some variants of the ADMM based on incorporating the two basic first-order methods (1.2) and (1.5) to account for this informational structure of the objective functions. One possible scenario is that it is not easy to solve the subproblems of $x$ and $y$ in (1.11), in this case, we can introduce the gradient projection method (a special form of proximal gradient method) to replace the exact minimization subproblem. In particular, this leads to two algorithms: one is the GADM (Gradient-ADM, replacing the subproblem of one block by gradient method) and the other is GALM (GradientALM, replacing the subproblems of both blocks by gradient method), and those two algorithms will further allow us to deal with different informational structure of the problem.

To take into account the informational structure, one natural way is to consider the stochastic setting of problem (1.10), where we can go beyond the deterministic informational structure of the problem. In stochastic programming (SP), the objective function is often in the form of expectation. In this case, even requesting its full gradient information is impractical. Historically, Robbins and Monro [102] introduced the so-called stochastic approximation (SA) approach to tackle this problem. Polyak and Juditsky [96, 97] proposed an SA method in which larger step-sizes are adopted and the asymptotical optimal rate of convergence is achieved; cf. [34, 37, 105, 104] for more details. Recently, there has been a renewed interest in SA, in the context of computational complexity analysis for convex optimization [85], which has focussed primarily on bounding the number of iterations required by the SA-type algorithms to ensure the expectation of the objective to be $\epsilon$ away from optimality. For instance, Nemirovski et al. 83] proposed a mirror descent SA method for the general nonsmooth convex stochastic programming problem attaining the optimal convergence rate of $O(1 / \sqrt{N})$; Lan and his coauthors [43, 41, 40, 42, 68, 44] proposed various first-order methods for SP problems under suitable convex or non-convex settings. In [93, a stochastic version of problem (1.10) is considered. In this proposal we also consider the GADM and the GALM in the SP framework. Under the stochastic framework, the informational structure of the problem appears in a progressive way. To start with, we first assume that a noisy gradient information of the function is available. Thus, in our GADM method or GALM method, we can only use a noisy stochastic estimate of the gradient and we name those methods as SGADM (stochastic-ADM) and SGALM (stochastic-ALM). Furthermore, it is possible that even the noisy gradient information is not available. In
this case, we assume that we can only get the noisy estimation of the function value, and this gives us an avenue where the zeroth-order method can apply. Inspired by the work of Nesterov [89] for gradient-free minimization, we will propose a zeroth-order (gradient-free, a.k.a. direct) smoothing method for 1.10 . Specifically, we show that the SGADM and the SGALM can be extended to the zeroth-order version by incorporating the zeroth-order gradient estimate into the algorithms.

So far we have discussed the different variants of ADMM for solving problem (1.10) which is a special case of the problem (1.7). Is it possible to extend the ADMM framework to the more general problem $(1.7)$ where we have both multi-block variables and coupled the objective function $f\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ ? The answer is positive, and we will discuss this thoroughly in Chapter 3 and Chapter 4 . In fact, utilizing the multi-block structure of the problem, the multi-block ADMM updates the block variables sequentially. Specifically, it performs the following updates iteratively (by assuming the absence of the coupled functions $f$ ):

$$
\left\{\begin{align*}
x_{1}^{k+1} & =\arg \min _{x_{1} \in \mathcal{X}_{1}} \mathcal{L}_{\rho}\left(x_{1}, x_{2}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right)  \tag{1.13}\\
& \vdots \\
x_{m}^{k+1} & =\arg \min _{x_{m} \in \mathcal{X}_{m}} \mathcal{L}_{\rho}\left(x_{1}^{k+1}, \cdots, x_{m-1}^{k+1}, x_{m}, \lambda^{k}\right) \\
\lambda^{k+1} & =\lambda^{k}-\gamma\left(A_{1} x_{1}^{k+1}+A_{2} x_{2}^{k+1}+\cdots+A_{m} x_{m}^{k+1}-b\right)
\end{align*}\right.
$$

where the augmented Lagrangian function is similarly defined as:

$$
\begin{equation*}
\mathcal{L}_{\gamma}(x, \lambda)=\sum_{i=1}^{m} u_{i}\left(x_{i}\right)-\lambda^{\top}\left(\sum_{i=1}^{m} A_{i} x_{i}-b\right)+\frac{\gamma}{2}\left\|\sum_{i=1}^{m} A_{i} x_{i}-b\right\|^{2} \tag{1.14}
\end{equation*}
$$

Although the multi-block ADMM scheme in (1.13) performs very well for many instances encountered in practice (e.g. [94, 116]), it may fail to converge for some instances if there are more than 2 blocks of variables, i.e., $m \geq 3$. In particular, an example was presented in [16] to show that the ADMM may even diverge with 3 blocks of variables, when solving a linear system of equations. Thus, some additional assumptions or modifications will have to be in place to ensure convergence of the multi-block ADMM. In fact, by incorporating some extra correction steps or changing the Gauss-Seidel updating rule, $[27,55,54,52,124]$ show that the convergence can still be achieved for the multi-block ADMM. Moreover, if some part of the objective function is strongly convex or the objective has certain regularity property, then it can be shown
that the convergence holds under various conditions; see [17, 74, 13, 73, 70, 47, 123]. Using some other conditions including the error bound condition and taking small dual stepsizes, or by adding some perturbations to the original problem, authors of [59, 75] establish the rate of convergence results even without strong convexity. Not only for the problem with linear constraint, in [19, 71, 112] multi-block ADMM are extended to solve convex linear/quadratic conic programming problems. In a recent work [113], the authors propose a randomly permuted ADMM (RP-ADMM) that basically chooses a random permutation of the block indices and performs the ADMM update according to the order of indices in that permutation, and they show that the RP-ADMM converges in expectation for solving non-singular square linear system of equations.

In [58], the authors propose a block successive upper bound minimization method of multipliers (BSUMM) to solve problem 1.7). Essentially, at every iteration, the BSUMM replaces the nonseparable part $f(x)$ by an upper-bound function and works on that modified function in an ADMM manner. Under some error bound conditions and a diminishing dual stepsize assumption, the authors are able to show that the iterates produced by the BSUMM algorithm converge to the set of primal-dual optimal solutions. Along a similar direction, Cui et al. [23] introduces a quadratic upper-bound function for the nonseparable function $f$ to solve 2-block problems; they show that their algorithm has an $O(1 / N)$ convergence rate, where $t$ is the number of total iterations. Moreover, [18] shows the convergence of the ADMM for 2-block problems by imposing quadratic structure on the coupled function $f(x)$ and also the convergence of RP-ADMM for multi-block case where all separable functions vanish (i.e. $u_{i}\left(x_{i}\right)=0, \forall i$ ).

In Chapter 3, we study the ADMM and its variants for 1.7). (Some adaptations of the ADMM are particularly relevant if there is a coupling term in the objective, as the minimization subroutines required by the ADMM may become difficult to implement; see more discussions on this later.) Instead of using some upper-bound approximation (a.k.a. majorization-minimization), we work with the original objective function. In some applications, it is difficult or impossible to implement the ADMM iteration, because the augmented Lagrangian function in (1.11) may be difficult to optimize even if the other block of variables and the Lagrangian multipliers are fixed. This motivates us to propose the Alternating Proximal Gradient Method of Multipliers (APGMM), which essentially iterates between proximal gradient methods of each block variables before the multiplier is updated. If optimizing the augmented Lagrangian function for one block of variables is easy while optimizing the other block of variables is difficult, then a hybrid
between ADMM and APGMM is a natural choice. What if the gradient proximal subroutines are still too difficult to be implemented? One would then opt to compute the gradient projections. Hence, we propose the Alternating Gradient Projection Method of Multipliers (AGPMM), which replaces the proximal gradient steps in APGMM by the gradient projections. At this stage, all the methods mentioned above are considered in the context of the 2 -block model. In general however, they can be extended to the multi-block model with a coupling term.

In Chapter 4, we study a more general model that includes 1.7) as a special case. Specifically, we introduce another set of variables $y$ which has a similar mixed structure (coupled and separate) as $x$ in (1.7). We propose a randomized primal-dual coordinate update algorithm by introducing randomization to the multi-block ADMM framework 1.13). Different from the random permutation scheme in [113, 18, a simpler variable selection rule based on uniform distribution is used. The randomization is crucial to the convergence of the algorithm. In fact, the randomization scheme enables us to establish the $O(1 / N)$ convergence rate for this coupled multi-block model with mere convexity. The way we deal with the coupled objective function is to use proximal gradient approach, and it has two additional benefits. First, by incorporating a properly chosen proximal term, the variables can be decoupled and the algorithm can be done in parallel. Furthermore, the proximal gradient (linearization) scheme can be adapted to solve stochastic optimization problems. In fact, based on the informational structure of the coupled function $f$, an approximation of the gradient can be obtained. The randomized primal-dual coordinate update can still be readily implemented, given an unbiased approximation is available under some oracle-based models.

Besides the multi-block optimization problem, low-order algorithms are also suitable for solving black-box optimization and bandit online learning problem. For both of the problems, the key feature is that no higher-order information is available other than the function value estimation. In optimization, solution procedures using only objective values are often referred to as direct methods. In 99, Powell (1964) constructed a method based on conjugate directions for quadratic minimization; in [82], Nelder and Mead (1965) introduced the so-called simplex method for nonlinear optimization, while justifications for the simplex method in low dimensions can be found in [67, 66]. A modern account and historical notes of the direct methods can be found in a recent book ([21]) by Conn, Scheinberg, and Vicente. Our study however, builds on a relatively recent approach of randomized zeroth-order approximation of the gra-
dient, pioneered by Nesterov and Spokoiny [89; some of the ideas in the approach can be traced back to Polyak [98. As a different type of optimization method, Bayesian optimization [63] also provides a powerful tool for black-box optimization. In general, Bayesian optimization constructs a prior probabilistic distribution over the functional space. When the data are observed, it sequentially refines this model using Bayesian posterior distribution. The procedure finds the next query point by maximizing an acquisition function induced by the corresponding probabilistic model. For more details and applications about Bayesian Optimization, see, e.g., [12, 108, 111. From a different perspective, there has been a great research interest in using the lower-order method for online learning problem. Several sub-linear cumulative regret bounds measured by stationary regret have been established in various papers in the literature. For example, [131] proposed an online gradient descent algorithm which achieves an regret bound of order $O(\sqrt{T})$ for convex loss functions. The order of the regret can be further improved to $O(\log T)$ if the loss functions are strongly convex (see 49]). Moreover, the bounds are shown to be tight for convex / strongly convex loss functions respectively in [1]. In the so-called bandit online convex optimization, where the online player is only supposed to know the function value $f_{t}\left(x_{t}\right)$ at $x_{t}$, instead of the entire function $f_{t}(\cdot)$. When the player can only observe the function value at a single point, [35] established an $O\left(T^{3 / 4}\right)$ regret bound for general convex loss functions by constructing a zeroth-order approximation of the gradient. Assuming that the loss functions are smooth, the regret bound can be improved to $O\left(T^{2 / 3}\right)$ by incorporating a self-concordant regularizer (see [106]). Alternatively, if multiple points can be inquired at the same time, [2] showed that the regrets can be further improved to $O\left(T^{1 / 2}\right)$ and $O(\log T)$ for convex / strongly convex loss functions respectively. In this dissertation, we study various zeroth-order algorithms for the black-box optimization and online learning. In particular, we study the optimization models under three different settings. In the first setting, the model is basically stochastic programming with the following side restriction: similar to the online bandit learning framework, only one random sample can be drawn at any given decision point. In the second setting, we present a general nonconvex optimization framework (weakly pseudo convex), and develop a specialized zeroth-order normalized gradient method. In the third setting, the objective value can be estimated arbitrarily close to the true value, at a cost that is increasing with regard to the inverse of the precision desired. Furthermore, we extend the analysis to a general constrained model with a composite objective function, consisting of the original objective and a non-smooth
regularizer. The above-mentioned settings are considered respectively for that general case as well, extending the sample complexity analysis under a proximal gradient dominance assumption. In Chapter 6, we further extend the similar idea to the stochastic bandit online learning problem, where the nonsmoothness of the loss function and the one random sample scheme are discussed.

### 1.2 Overview and Organization

In Chapter 2, we present a suite of variants of the ADMM, including GADM, GALM, SGADM, SGALM, and the zeroth-order version of SGADM and SGALM. Clearly, the new variants allow the method to be applicable on a much broader class of problems where only noisy estimations of the gradient or the function values are accessible, yet the flexibility is achieved without sacrificing the computational complexity bounds. In fact, we will show that the rate of convergence of GADM and SGADM would be $O(1 / N)$ and $O(1 / \sqrt{N})$ respectively, and show SGALM admits a similar iteration complexity bound. Moreover, we will show that the zeroth-order SGADM and SGALM also have the $O(1 / \sqrt{N})$ complexity.

In Chapter 3, we first study the 2-block case of the optimization model 1.7), where we analyze the proposed first-order algorithms to solve this model. First, the ADMM is extended, assuming that it is easy to optimize the augmented Lagrangian function with one block of variables at each time while fixing the other block. We prove that $O(1 / N)$ iteration complexity bound holds under suitable conditions. If the subroutines of the ADMM cannot be implemented, then our APGMM, AGPMM, and the hybrids of them may be still applicable. Under suitable conditions, the $O(1 / N)$ iteration complexity bound is shown to hold for all the newly proposed algorithms. Finally, we extend the analysis for the ADMM to the general multi-block case.

In Chapter 4, we propose a randomized primal-dual proximal block coordinate updating framework for a general multi-block convex optimization model with coupled objective function and linear constraints. Assuming mere convexity, we establish its $O(1 / N)$ convergence rate in terms of the objective value and feasibility measure. Our analysis recovers and/or strengthens the convergence properties of several existing algorithms. In particular, Our result shows that a sublinear rate of convergence in expectation can be guaranteed for multi-block ADMM, without assuming any strong convexity. The new approach is also extended to solve problems where only a stochastic approxi-
mation of the (sub-)gradient of the objective is available, and we establish an $O(1 / \sqrt{N})$ convergence rate of the extended approach for solving stochastic programming.

In Chapter 5, we first study an unconstrained stochastic optimization model where the objective can be allowed a single-sample at a point. The convergence analysis also extends to the star-convex functions. Moreover, we consider a class of nonconvex optimization model by introducing the so-called weak pseudo-convexity. For this model, we develop a zeroth-order normalized gradient descent method. For the aforementioned two models, we show the sublinear convergence rate of our zeroth-order methods. In addition, we study unconstrained optimization where only the objective function can be estimated, and the efforts required to estimate the function value depends on the precision. Finally, we extend our investigations to the constrained optimization with a regularization function. Linear convergence rate is derived for the latter two models under strong convexity and gradient dominance respectively.

In Chapter 6, we present the zeroth-order methods for solving online learning problem. Specifically, we study the online convex optimization with stochastic loss functions. The goal is to design some effective algorithms such that the total regret will be bounded above nontrivially by the time horizon $T$. In fact, we propose a stochastic gradient descent method under this setting. We prove the $O(\sqrt{T})$ regret bound for both smooth and non-smooth loss functions and the $O\left(T^{\frac{3}{4}}\right)$ regret bound for non-smooth stochastic loss with one random sample restriction.

## Chapter 2

## Information-Adaptive Variants of the ADMM

### 2.1 Introduction

In this chapter, we consider the most basic ADMM model:

$$
\begin{array}{ll}
\min & f(x)+g(y) \\
\text { s.t. } & A x+B y=b,  \tag{2.1}\\
& x \in \mathcal{X}, y \in \mathcal{Y}
\end{array}
$$

where $x \in \mathbb{R}^{n_{x}}, y \in \mathbb{R}^{n_{y}}, A \in \mathbb{R}^{m \times n_{x}}, B \in \mathbb{R}^{m \times n_{y}}, b \in \mathbb{R}^{m}$, and $\mathcal{X} \subseteq \mathbb{R}^{n_{x}}, \mathcal{Y} \subseteq \mathbb{R}^{n_{y}}$ are closed convex sets; $f$ is a smooth convex function, and $g$ is a convex function and possibly nonsmooth. We further assume that the gradient of $f$ is Lipschitz continuous:

$$
\begin{equation*}
\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|, \forall x, y \in \mathcal{X} \tag{2.2}
\end{equation*}
$$

where $L$ is a Lipschitz constant.
Recall, the augmented Lagrangian function for problem is defined as:

$$
\begin{equation*}
\mathcal{L}_{\gamma}(x, y, \lambda)=f(x)+g(y)-\lambda^{\top}(A x+B y-b)+\frac{\gamma}{2}\|A x+B y-b\|^{2} \tag{2.3}
\end{equation*}
$$

To bring out the hierarchy regarding the available information of the functions in question, let us first introduce the following definition.

Definition 1 We call a convex function $f(x)$ to be easy to minimize with respect to $x$ ( $f$ is hence said to be MinE as an abbreviation) if there exits some $H \succeq 0$ such that the proximal mapping $\arg \min _{x} f(x)+\frac{1}{2}\|x-z\|_{H}^{2}$ can be computed easily for any given $z$.

Some remarks are in order here. If $\mathcal{L}_{\gamma}(x, y, \lambda)$ is $\operatorname{MinE}$ with respect to both $x$ and $y$ with $H=0$, then the original ADMM (1.11) is readily applicable. For the cases where $\mathcal{L}_{\gamma}(x, y, \lambda)$ is MinE with respect to both $x$ and $y$ but $H$ is nonzero, the convergence of different inexact ADMM-type methods have been studied in [51, 92, 53]. Moreover, [110, 15. 59] show that by incorporating various modifications of ADMM with the proximal method an $O(1 / N)$ convergence rate can still be achieved. In the case that $\mathcal{L}_{\gamma}(x, y, \lambda)$ is MinE in $x$ but not in $y$, Lin, Ma and Zhang [72] recently proposed an extra-gradient ADMM (EGADM) and showed an $O(1 / N)$ iteration bound. In this chapter, we consider a simpler procedure of applying gradient only once in each iteration (to be named GADM):

$$
\left\{\begin{array}{l}
y^{k+1}=\arg \min _{y \in \mathcal{Y}} \mathcal{L}_{\gamma}\left(x^{k}, y, \lambda^{k}\right)+\frac{1}{2}\left\|y-y^{k}\right\|_{H}^{2}  \tag{2.4}\\
x^{k+1}=\left[x^{k}-\nabla_{x} \mathcal{L}_{\gamma}\left(x^{k}, y^{k+1}, \lambda^{k}\right)\right] \mathcal{X} \\
\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)
\end{array}\right.
$$

where $[x]_{\mathcal{X}}$ denotes the projection of $x$ onto $\mathcal{X}$. In fact, a variant of above procedure was considered in [72], where $x$ is updated by taking the gradient of Lagrangian function rather than augmented Lagrangian function, and it was posed as an unsolved problem to determine the iteration complexity bound of this modified algorithm. In this chapter we prove that the GADM also has an iteration bound of $O(1 / N)$. Moreover, our analysis does not require the optimal set to be bounded nor the coercivity of the objective function, which is key to obtaining iteration bounds in many previous works; see [32, [28, 72, 84]. In addition to the assumptions made at the beginning of this section, throughout the chapter we only assume:

Assumption 2.1.1 The optimal solution set $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ for problem (2.1) is non-empty.
Under this assumption, naturally we have $\operatorname{dist}\left(x, \mathcal{X}^{*}\right)_{M}:=\min _{u \in \mathcal{X}^{*}}\|x-u\|_{M}<\infty$, and $\operatorname{dist}\left(y, \mathcal{Y}^{*}\right)_{M}:=\min _{v \in \mathcal{Y}^{*}}\|y-v\|_{M}<\infty$, for any given $x, y$ and matrix $M \succeq 0$.

In this chapter we also consider (2.4) in the SP framework. We assume that a noisy gradient information of $\nabla \mathcal{L}_{\gamma}$ via the so-called stochastic first order oracle $(\mathcal{S F O})$ is available. Specifically, for a given $x$, instead of computing $\nabla f(x)$ we actually only get
a stochastic gradient $G(x, \xi)$ from the $\mathcal{S F} \mathcal{O}$, where $\xi$ is a random variable following a certain distribution. Formally we introduce:

Definition 2 We call a function $f(x)$ to be easy for gradient estimation - denoted as GraE - if there is an $\mathcal{S F} \mathcal{O}$ for $f$, which returns a stochastic gradient estimation $G(x, \xi)$ for $\nabla f$ at $x$, satisfying

$$
\begin{equation*}
\mathrm{E}[G(x, \xi)]=\nabla f(x) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left[\|G(x, \xi)-\nabla f(x)\|^{2}\right] \leq \sigma^{2} \tag{2.6}
\end{equation*}
$$

If the exact gradient information is available then the $\mathcal{S F O}$ is deterministic. In general, the $\mathcal{S F O}$ is often stochastic and inaccurate. For instance, the stochastic gradient that is used in many machine learning algorithms can be viewed as a special case of $\mathcal{S F O}$ where the distribution is uniform on the dataset. As for problem (2.1), quite a few ADMM variants in stochastic and online optimization setting have been proposed recently; see [93, 121, 114, 115, 129, 130. The basic idea in those works is to linearize the stochastic function and use the noisy gradient in the subproblem. In [93, 121, 114, 129], the $O(1 / \sqrt{N})$ and $O(\ln N / N)$ iteration complexities have been shown for general convex function and strongly convex function respectively. Moreover, [130] shows an $O(1 / N)$ iteration complexity can be achieved if an incremental approximation of the full gradient is used. By assuming both functions are strongly convex and smooth, a linear convergence is shown in [115]. In this chapter, when $\mathcal{L}_{\gamma}(x, y, \lambda)$ is MinE with respect to $y$, and $f(x)$ in (2.3) is GraE, we will then propose a stochastic gradient ADMM (SGADM), which alternates through one exact minimization step ADMM (1.11), one stochastic approximation iteration, and an update on the dual variables (multipliers). It is clear that the SGADM in the deterministic case is exactly GADM (2.4), and we will show that the rate of convergence of GADM and SGADM would be $O(1 / N)$ and $O(1 / \sqrt{N})$ respectively. n particular, if $f(x)$ is strongly convex, the complexity of SGADM can be improved to $O(\ln N / N)$. Moreover, if $f(x)$ and $g(y)$ in (2.3) are both GraE, then we propose a stochastic gradient augmented Lagrangian method (SGALM), and show that it admits a similar iteration complexity bound.

Furthermore, we are also interested in another class of stochastic problems, where even the noisy gradient information is not available; instead we assume that we can only get a noisy estimation of $f$ via the so-called stochastic zeroth-order oracle $(\mathcal{S Z O})$. Specifically, for any input $x$, by calling $\mathcal{S Z O}$ once it returns a quantity $\mathcal{F}(x, \xi)$, which
is a noisy approximation of the true function value $f(x)$. More specifically,
Definition 3 We call a function $f(x)$ to be easy for function evaluation - denoted as ValE - if there is an $\mathcal{S Z O}$ for $f$, which returns a stochastic estimation for $f$ at $x$ if $\mathcal{S Z O}$ is called, satisfying

$$
\begin{align*}
\mathrm{E}[\mathcal{F}(x, \xi)] & =f(x),  \tag{2.7}\\
\mathrm{E}[\nabla \mathcal{F}(x, \xi)] & =\nabla f(x), \tag{2.8}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left[\|\nabla \mathcal{F}(x, \xi)-\nabla f(x)\|^{2}\right] \leq \sigma^{2} \tag{2.9}
\end{equation*}
$$

Inspired by the work of Nesterov [89] for gradient-free minimization, in this chapter we will propose a zeroth-order (gradient-free, a.k.a. direct) smoothing method for 2.1. Instead of using the Gaussian smoothing scheme as in [89, which has an unbounded support set, we apply another smoothing scheme based on the $\mathcal{S Z O}$ of $f$. To be specific, when $\mathcal{L}_{\gamma}(x, y, \lambda)$ is $\operatorname{Min} \mathbf{E}$ with respect to $y$, and $f(x)$ in (2.3) is ValE, we will propose a zeroth-order gradient augmented Lagrangian method (zeroth-order GADM) and analyze its complexity. To summarize, according to the available informational structure of the objective functions, in this chapter we present suitable variants of the ADMM to account for the available information. In a nutshell, the details are in the following Table 2.1.

|  |  | Block $x$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | MinE | GraE | ValE |
| Block $y$ | MinE | ADMM | SGADM | zeroth-order GADM |
|  | GraE | SGADM | SGALM | zeroth-order SGADM |
|  | ValE | zeroth-order GADM | zeroth-order SGADM | zeroth-order GALM |

Table 2.1: A summary of informational-hierarchic alternating direction of multiplier methods.

The rest of the chapter is organized as follows. In Section 2.2, we propose the stochastic gradient ADMM (SGADM) algorithm, and analyze its complexity. In Section 2.3, we present our stochastic gradient augmented Lagrangian method (SGALM) which uses gradient projection in both block variables, and analyze its convergence rate. In Section 2.4, we propose a zeroth-order GADM through a new smoothing scheme, and present a complexity result. Finally, we present some numerical experiment results in Section 2.5.

### 2.2 The Stochastic Gradient Alternating Direction of Multipliers

In this section, we assume $\mathcal{L}_{\gamma}(x, y, \lambda)$ to be $\operatorname{MinE}$ with respect to $y$, and $f(x)$ to be GraE. That is, for a given $x$, whenever we need $\nabla f(x)$, we can actually get a stochastic gradient $G(x, \xi)$ from the $\mathcal{S F} \mathcal{O}$, where $\xi$ is a random variable following a certain distribution. Moreover, $G(x, \xi)$ satisfies (2.5) and (2.6). By the definition of the augmented Lagrangian $\mathcal{L}_{\gamma}(x, y, \lambda)$, an $\mathcal{S F O}$ for $\mathcal{L}_{\gamma}(x, y, \lambda)$ can be constructed accordingly:

Definition 4 Denote the $\mathcal{S F O}$ of $\nabla_{x} \mathcal{L}_{\gamma}(x, y, \lambda)$ as $G_{L}(x, y, \lambda, \xi)$, which is defined as:

$$
\begin{equation*}
G_{L}(x, y, \lambda, \xi):=G(x, \xi)-A^{\top} \lambda+\gamma A^{\top}(A x+B y-b) . \tag{2.10}
\end{equation*}
$$

One example where such application arises is stochastic lasso problem:

$$
\min _{x} \frac{1}{2} \mathrm{E}_{\xi}\left(a_{\xi}^{\top} x-b_{\xi}\right)^{2}+\mu\|x\|_{1},
$$

where the sensing vector $a_{\xi}$ as well as the sensing result $b_{\xi}$ are given stochastically. The problem can be formulated as

$$
\begin{array}{ll}
\min & \frac{1}{2} \mathrm{E}_{\xi}\left(a_{\xi}^{\top} x-b_{\xi}\right)^{2}+\mu\|y\|_{1} \\
\text { s.t. } & x-y=0 .
\end{array}
$$

Assuming each time one sample is observed, we have $G(x, \xi)=a_{\xi}\left(a_{\xi}^{\top} x-b_{\xi}\right)$.
Our first algorithm to be introduced, SGADM, works as follows:

```
The Stochastic Gradient ADMM (SGADM)
Initialize \(x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y}\) and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(y^{k+1}=\arg \min _{y \in \mathcal{Y}} \mathcal{L}_{\gamma}\left(x^{k}, y, \lambda^{k}\right)+\frac{1}{2}\left\|y-y^{k}\right\|_{H}^{2} ;\)
    \(x^{k+1}=\left[x^{k}-\alpha_{k} G_{L}\left(x^{k}, y^{k+1}, \lambda^{k}, \xi^{k+1}\right)\right]_{\mathcal{X}} ;\)
    \(\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\).
end for
```

In the above notation, $[x]_{\mathcal{X}}$ denotes the projection of $x$ onto $\mathcal{X}, H$ is a pre-specified positive semidefinite matrix, $\alpha_{k}$ is the stepsize for the $k$-th iteration. In fact, matrix $H$ is often used to cancel out the quadratic cross terms in the augmented Lagrangian,
in order for the resulting subproblem to be separable, or even to admit a closed-form solution. In our proposed algorithms, the $H$ matrix can be set to 0 which recovers the original ADMM subproblem. It is easy to see that the deterministic version of SGADM is exactly GADM (2.4). The above SGADM is similar to the stochastic ADMM proposed in [93], where an $O(1 / \sqrt{N})$ iteration complexity is shown. The difference lies in the fact that the SGADM linearizes the whole augmented Lagrangian and performs a gradient projection, while 93] linearizes the objective function in the augmented Lagrangian and minimizes the resulting function. We note that the OPG-ADMM in [114] also linearizes the whole augmented Lagrangian, but the order of updating blocks is different. In OPG-ADMM, it first updates the block with a gradient-type step and then updates the other block by exact minimization, while in our algorithm the order is reversed. In the following subsection, based on the measure of the constraint violation and the gap of objective value, we will show that the complexity of SGADM is $O(1 / \sqrt{N})$ and the complexity of GADM is $O(1 / N)$. Furthermore, if the function $f$ is strongly convex, it can be shown that the complexity of SGADM is indeed $O(\ln N / N)$.

### 2.2.1 Convergence Rate Analysis of the SGADM

In this subsection, we shall analyze the convergence rate of SGADM algorithm. First, some notations and preliminaries are introduced to facilitate the discussion.

## Preliminaries and Notations

Denote

$$
u=\binom{y}{x}, \quad w=\left(\begin{array}{c}
y  \tag{2.11}\\
x \\
\lambda
\end{array}\right), \quad F(w)=\left(\begin{array}{c}
-B^{\top} \lambda \\
-A^{\top} \lambda \\
A x+B y-b
\end{array}\right)
$$

$h(u)=f(x)+g(y), \Omega=\mathcal{Y} \times \mathcal{X} \times \mathbb{R}^{m}$, and

$$
Q_{k}=\left(\begin{array}{ccc}
H & 0 & 0  \tag{2.12}\\
0 & \frac{1}{\alpha_{k}} I_{n_{x}} & 0 \\
0 & -A & \frac{1}{\gamma} I_{m}
\end{array}\right), \quad P=\left(\begin{array}{ccc}
I_{n_{y}} & 0 & 0 \\
0 & I_{n_{x}} & 0 \\
0 & -\gamma A & I_{m}
\end{array}\right), \quad M_{k}=\left(\begin{array}{ccc}
H & 0 & 0 \\
0 & \frac{1}{\alpha_{k}} I_{n_{x}} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right) .
$$

Clearly, $Q_{k}=M_{k} P$. In addition to the sequence $\left\{w^{k}\right\}$ generated by the SGADM, we introduce an auxiliary sequence:

$$
\tilde{w}^{k}:=\left(\begin{array}{c}
\tilde{y}^{k}  \tag{2.13}\\
\tilde{x}^{k+1} \\
\tilde{\lambda}^{k+1}
\end{array}\right)=\binom{x^{k+1}}{\lambda^{k}-\gamma\left(A x^{k}+B y^{k+1}-b\right)} .
$$

Based on (2.13) and (2.12), the relationship between the new sequence $\left\{\tilde{w}^{k}\right\}$ and the original $\left\{w^{k}\right\}$ is

$$
\begin{equation*}
w^{k+1}=w^{k}-P\left(w^{k}-\tilde{w}^{k}\right) . \tag{2.14}
\end{equation*}
$$

The above succinct notations and analysis framework were originally introduced and used by He and Yuan in [57]. In this chapter, we adopt the same framework for analysis following that of [57]; in other words, our convergence result is also based on the auxiliary sequence $\tilde{w}^{k}$. Moreover, we denote $\delta_{k} \equiv G\left(x^{k-1}, \xi^{k}\right)-\nabla f\left(x^{k-1}\right)$, which is the error of the noisy gradient generated by $\mathcal{S F} \mathcal{O}$. The following lemma is straightforward.

Lemma 2.2.1 For any $w^{0}, w^{1}, \cdots, w^{N-1}$, let $F$ be defined in (2.11) and $\bar{w}=\frac{1}{N} \sum_{k=0}^{N-1} w^{k}$; then it holds

$$
(\bar{w}-w)^{\top} F(\bar{w})=\frac{1}{N} \sum_{k=0}^{N-1}\left(w^{k}-w\right)^{\top} F\left(w^{k}\right)
$$

Proof. Since $F(w)=\left(\begin{array}{ccc}0 & 0 & -B \\ 0 & 0 & -A \\ A & B & 0\end{array}\right)\left(\begin{array}{l}y \\ x \\ \lambda\end{array}\right)-\left(\begin{array}{l}0 \\ 0 \\ b\end{array}\right)$, for any $w_{1}$ and $w_{2}$ we have

$$
\begin{equation*}
\left(w_{1}-w_{2}\right)^{\top}\left(F\left(w_{1}\right)-F\left(w_{2}\right)\right)=0 . \tag{2.15}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
(\bar{w}-w)^{\top} F(\bar{w}) & \stackrel{2.15}{=}(\bar{w}-w)^{\top} F(w) \\
& =\left(\frac{1}{N} \sum_{k=0}^{N-1} w^{k}-w\right)^{\top} F(w) \\
& =\frac{1}{N} \sum_{k=0}^{N-1}\left(w^{k}-w\right)^{\top} F(w) \\
& \stackrel{2.15}{=} \tag{2.16}
\end{align*} \frac{1}{N} \sum_{k=0}^{N-1}\left(w^{k}-w\right)^{\top} F\left(w^{k}\right) . ~ \$
$$

## The Complexity of SGADM without Strong Convexity

We now present the rate of convergence result for SGADM, which is $O(1 / \sqrt{N})$. Denote $\Xi_{k}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right)$. In fact, the convergence rate is in the sense of the expectation taken over $\Xi_{k}$.

Theorem 2.2.2 Suppose that $\mathcal{L}_{\gamma}(x, y, \lambda)$ is $\operatorname{MinE}$ with respect to $y$, and $f(x)$ is $\mathbf{G r a E}$. Given a fixed iteration number $N$, letting $w^{k}$ be the sequence generated by the SGADM, and choosing $\eta_{k}=\sqrt{N}$, and $C>0$ be a constant satisfying $C I_{n_{x}}-\gamma A^{\top} A-L I_{n_{x}} \succeq 0$, and $\alpha_{k}=\frac{1}{\eta_{k}+C}=\frac{1}{\sqrt{N}+C}$. Let

$$
\begin{equation*}
\bar{w}_{n}:=\frac{1}{n} \sum_{k=0}^{n-1} \tilde{w}^{k}, \tag{2.17}
\end{equation*}
$$

where $\tilde{w}^{k}$ is defined in 2.13). Then the following holds

$$
\begin{align*}
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \frac{1}{2 \sqrt{N}}\left(\sigma^{2}+D_{x}^{2}\right)+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{2.18}
\end{align*}
$$

where $D_{x}=\operatorname{dist}\left(x_{0}, \mathcal{X}^{*}\right), D_{y, H}=\operatorname{dist}\left(y_{0}, \mathcal{Y}^{*}\right)_{H}$ and $\rho$ is any given positive number.
As in [57, we first present a bound regarding the sequence $\left\{\tilde{w}^{k}\right\}$ in (2.13).
Proposition 2.2.3 Let $\left\{\tilde{w}^{k}\right\}$ be defined by (2.13), and the matrices $Q_{k}, M_{k}$, and $P$ be
given in 2.12. For any $w \in \Omega$, we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q_{k}\left(w^{k}-\tilde{w}^{k}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1}-\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2}, \tag{2.19}
\end{align*}
$$

where $\eta_{k}>0$ is any constant. Moreover, for any $w \in \Omega$, the term $\left(w-\tilde{w}^{k}\right)^{\top} Q_{k}\left(w^{k}-\tilde{w}^{k}\right)$ on the RHS of (2.19) can be further bounded below as follows

$$
\begin{align*}
& \left(w-\tilde{w}^{k}\right)^{\top} Q_{k}\left(w^{k}-\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right)+\frac{1}{2}\left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A\right)\left(x^{k}-\tilde{x}^{k}\right) . \tag{2.20}
\end{align*}
$$

The proof of Proposition 2.2 .3 involves several steps. In order not to distract the flow of presentation, we delegate its proof to the appendix.

## Proof of Theorem 2.2.2

Proof. Recall that $C I_{n_{x}}-\gamma A^{\top} A-L I_{n_{x}} \succeq 0$ and $\alpha_{k}=\frac{1}{\eta_{k}+C}$. By (2.19) and 2.20),

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right)+\frac{1}{2}\left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A\right)\left(x^{k}-\tilde{x}^{k}\right) \\
& -\left(x-x^{k}\right)^{\top} \delta_{k+1}-\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2} \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right) \\
& +\frac{1}{2}\left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A-\left(\eta_{k}+L\right) I_{n_{x}}\right)\left(x^{k}-\tilde{x}^{k}\right) \\
& -\left(x-x^{k}\right)^{\top} \delta_{k+1}-\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}} \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1}-\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}} . \tag{2.21}
\end{align*}
$$

Using the definition of $M_{k}$, from (2.21) we have

$$
\begin{align*}
& h\left(\tilde{u}^{k}\right)-h(u)+\left(\tilde{w}^{k}-w\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\leq & \frac{1}{2}\left(\left\|y-y^{k}\right\|_{H}^{2}-\left\|y-y^{k+1}\right\|_{H}^{2}\right)+\frac{1}{2 \gamma}\left(\left\|\lambda-\lambda^{k}\right\|^{2}-\left\|\lambda-\lambda^{k+1}\right\|^{2}\right) \\
& +\frac{\left\|x-x^{k}\right\|^{2}-\left\|x-x^{k+1}\right\|^{2}}{2 \alpha_{k}}+\left(x-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}} . \tag{2.22}
\end{align*}
$$

Summing up the inequalities (2.22) for $k=0,1, \ldots, N-1$ we have

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h(u)+\left(\bar{w}_{N}-w\right)^{\top} F\left(\bar{w}_{N}\right) \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1} h\left(\tilde{u}^{k}\right)-h(u)+\frac{1}{N} \sum_{k=0}^{N-1}\left(\tilde{w}^{k}-w\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\leq & \frac{1}{2 N} \sum_{k=0}^{N-1} \frac{\left\|x-x^{k}\right\|^{2}-\left\|x-x^{k+1}\right\|^{2}}{\alpha_{k}}+\frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{1}{2 N}\left(\left\|y-y^{0}\right\|_{H}^{2}+\frac{1}{\gamma}\left\|\lambda-\lambda^{0}\right\|^{2}\right) \tag{2.23}
\end{align*}
$$

where the first inequality is due to the convexity of $h$ and Lemma 2.2.1.
Note the above inequality is true for all $x \in \mathcal{X}, y \in \mathcal{Y}$, and $\lambda \in \mathbb{R}^{m}$, hence it is also true for any optimal solution $x^{*}, y^{*}$, and $\mathcal{B}_{\rho}=\{\lambda:\|\lambda\| \leq \rho\}$. As a result, by letting $w^{*}=\left(x^{*}, y^{*}, \lambda\right)^{\top}$, it follows that

$$
\begin{align*}
& \sup _{\lambda \in \mathcal{B}_{\rho}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\left(\bar{w}_{N}-w^{*}\right)^{\top} F\left(\bar{w}_{N}\right)\right] \\
= & \sup _{\lambda \in \mathcal{B}_{\rho}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\left(\bar{x}_{N}-x^{*}\right)^{\top}\left(-A^{\top} \bar{\lambda}_{N}\right)+\left(\bar{y}_{N}-y^{*}\right)^{\top}\left(-B^{\top} \bar{\lambda}_{N}\right)\right. \\
& \left.+\left(\bar{\lambda}_{N}-\lambda\right)^{\top}\left(A \bar{x}_{N}+B \bar{y}_{N}-b\right)\right] \\
= & \sup _{\lambda \in \mathcal{B}_{\rho}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\bar{\lambda}_{N}^{\top}\left(A x^{*}+B y^{*}-b\right)-\lambda^{\top}\left(A \bar{x}_{N}+B \bar{y}_{N}-b\right)\right] \\
= & \sup _{\lambda \in \mathcal{B}_{\rho}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)-\lambda^{\top}\left(A \bar{x}_{N}+B \bar{y}_{N}-b\right)\right] \\
= & h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|, \tag{2.24}
\end{align*}
$$

where $w^{*}=\left(x^{*}, y^{*}, \lambda\right)^{\top}$. Combining (2.23) and (2.24), we have

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{2 N} \sum_{k=0}^{N-1} \frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}+\frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{1}{2 N}\left(\left\|y^{*}-y^{0}\right\|_{H}^{2}+\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right) . \tag{2.25}
\end{align*}
$$

Moreover, since $\alpha_{k}=\frac{1}{\eta_{k}+C}=\frac{1}{\sqrt{N}+C}$, it follows that

$$
\begin{align*}
& \sum_{k=0}^{N-1} \frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}} \\
= & \sum_{k=0}^{N-1}(\sqrt{N}+C)\left(\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}\right) \\
\leq & (\sqrt{N}+C)\left\|x^{*}-x^{0}\right\|^{2} . \tag{2.26}
\end{align*}
$$

Now, by plugging (2.26) into 2.25 and choosing $x^{*}, y^{*}$ such that $D_{x}=\left\|x^{*}-x^{0}\right\|$ and $D_{y, H}=\left\|y^{*}-y^{0}\right\|_{H}$, it yields

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right]+\frac{1}{2 \sqrt{N}}\left\|x^{*}-x^{0}\right\|^{2} \\
& +\frac{1}{2 N}\left(\left\|y^{*}-y^{0}\right\|_{H}^{2}+C\left\|x^{*}-x^{0}\right\|^{2}+\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right) \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right]+\frac{D_{x}^{2}}{2 \sqrt{N}} \\
& +\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{2.27}
\end{align*}
$$

Recall that $f(x)$ is GraE, so (2.5) and (2.6) hold. Consequently, $\mathrm{E}\left[\delta_{k+1}\right]=0$. In addition, $x_{k}$ is independent of $\xi_{k+1}$. Hence,

$$
\begin{equation*}
\mathrm{E}_{\Xi_{k+1}}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}\right]=0 . \tag{2.28}
\end{equation*}
$$

Now, taking expectation over (2.27), and applying (2.6), we have

$$
\begin{array}{ll} 
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \mathrm{E}_{\Xi_{N}}\left[\frac{1}{N} \sum_{k=0}^{N-1}\left(\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right)\right] \\
& +\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
\underset{\substack{2.6}}{\leq} & \frac{1}{N} \mathrm{E}_{\Xi_{N}}\left[\sum_{k=0}^{N-1}\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}\right]+\frac{\sigma^{2}}{2 N} \sum_{k=0}^{N-1} \frac{1}{\eta_{k}} \\
& +\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
= & \frac{\sigma^{2}}{2 N} \sum_{k=0}^{N-1} \frac{1}{\sqrt{N}}+\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
= & \frac{\sigma^{2}}{2 \sqrt{N}}+\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{2.29}
\end{array}
$$

This completes the proof.
Before concluding this section, some comments are in order here. Denoting $\hat{u}_{N}=$ $\mathrm{E}_{\Xi_{N}}\left[\bar{u}_{N}\right]$, by Jensen's inequality it follows immediately that

$$
\begin{aligned}
& h\left(\hat{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \hat{x}_{N}+B \hat{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 \sqrt{N}}\left(\sigma^{2}+D_{x}^{2}\right)+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) .
\end{aligned}
$$

That is to say, in the ergodic sense, in expectation the SGADM has a convergence rate of $O(1 / \sqrt{N})$ when $f(x)$ is $\mathbf{G r a E}$. As we mentioned before, it is easy to slightly modify the proof for 2.18) to improve the complexity of GADM (i.e. the deterministic SGADM) to $O(1 / N)$. In fact, when the exact gradient of $f$ is available, $\sigma$ in 2.6 and $\delta_{k}$ will be 0 , and we can let $\eta_{k}=1$ and constant stepsize $\alpha_{k}=\frac{1}{C+1}$. As a result,

$$
\sum_{k=0}^{N-1} \frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}} \leq(C+1)\left\|x^{*}-x^{0}\right\|^{2}
$$

The iteration bound then improves to:

$$
\begin{equation*}
h\left(\hat{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \hat{x}_{N}+B \hat{y}_{N}-b\right\| \leq \frac{1}{2 N}\left(D_{y, H}^{2}+(C+1) D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{2.30}
\end{equation*}
$$

and this establishes the $O(1 / N)$ iteration complexity for the SGADM in the deterministic case. Moreover, in that case the stepsize $\alpha_{k}$ does not need to involve $N$ at all.

Assuming the existence of the dual optimal solution $\lambda^{*}$, we can further assess the feasibility violation of the possibly infeasible solution $\hat{u}_{N}$ as in (2.30). Similar to Lemma 6 in [68] we introduce the following bound.

Lemma 2.2.4 Assume that $\rho>0$, and $\tilde{x} \in X$ is an approximate solution for the problem $f^{*}:=\inf \{f(x): A x-b=0, x \in X\}$ where $f$ is convex, and $X$ is a closed convex set, satisfying

$$
\begin{equation*}
f(\tilde{x})-f^{*}+\rho\|A \tilde{x}-b\| \leq \delta . \tag{2.31}
\end{equation*}
$$

Suppose that an optimal Lagrange multiplier associated with the problem $\inf \{f(x)$ : $A x-b=0, x \in X\}$ exists. Denote it to be $y^{*}$, satisfying $\left\|y^{*}\right\|<\rho$. Then, we have

$$
\|A \tilde{x}-b\| \leq \frac{\delta}{\rho-\left\|y^{*}\right\|} \text { and } f(\tilde{x})-f^{*} \leq \delta
$$

Proof. Define $v(u):=\inf \{f(x): A x-b=u, x \in X\}$, which is convex. Let $y^{*}$ be such that $-y^{*} \in \partial v(0)$. Thus, we have

$$
\begin{equation*}
v(u)-v(0) \geq\left\langle-y^{*}, u\right\rangle \quad \forall u \in \mathbb{R}^{m} . \tag{2.32}
\end{equation*}
$$

Let $u:=A \tilde{x}-b$. Since $v(u) \leq f(\tilde{x})$ and $v(0)=f^{*}$, we have

$$
-\left\|y^{*}\right\|\|u\|+\rho\|u\| \leq\left\langle-y^{*}, u\right\rangle+\rho\|u\| \leq v(u)-v(0)+\rho\|u\| \leq f(\tilde{x})-f^{*}+\rho\|u\| \leq \delta .
$$

Thus, $\|A \tilde{x}-b\|=\|u\| \leq \frac{\delta}{\rho-\left\|y^{*}\right\|}$, and $f(\tilde{x})-f^{*} \leq \delta$.
By (2.18) or (2.30), we know that the SGADM and the GADM achieve $h\left(\hat{u}_{N}\right)-$ $h\left(u^{*}\right)+\rho\left\|A \hat{x}_{N}+B \hat{y}_{N}-b\right\| \leq \epsilon$ in $O\left(1 / \epsilon^{2}\right)$ and $O(1 / \epsilon)$ number of iterations respectively for any fixed $\rho>0$. Lemma 2.2 .4 further suggests that by choosing $\rho>\left\|\lambda^{*}\right\|$ we have
in fact established the error estimations

$$
h\left(\hat{u}_{N}\right)-h\left(u^{*}\right) \leq O(\epsilon) \text { and }\left\|A \hat{x}_{N}+B \hat{y}_{N}-b\right\| \leq O(\epsilon)
$$

with the same iteration complexity. The same logic applies to all the subsequent convergence rate results.

### 2.2.2 The Complexity of SGADM under Strong Convexity

Under the assumption that $f$ is strongly convex, the rate of convergence for SGADM can be improved to $O(\ln N / N)$. As before, the convergence rate is in the sense of the expectation taken over $\Xi_{k}$. Let's first introduce the notion of strong convexity.

Definition 5 A function $f(x)$ is $\kappa$-strongly convex, if it satisfies the following

$$
\begin{equation*}
f(y) \geq f(x)+\langle s, y-x\rangle+\frac{\kappa}{2}\|x-y\|^{2} \quad \forall x, y \tag{2.33}
\end{equation*}
$$

where $s \in \partial f(x)$ and $\partial f(x)$ is the subdifferential of $f$ at $x$.
The main convengence rate result is presented as follows.
Theorem 2.2.5 Suppose that $\mathcal{L}_{\gamma}(x, y, \lambda)$ is MinE with respect to $y, f(x)$ is $\mathbf{G r a E}$ and $\kappa$-strongly convex. Let $w^{k}$ be the sequence generated by the SGADM, and choose $\eta_{k}=(k+1) \kappa$, and $C>0$ be a constant satisfying $C I_{n_{x}}-\gamma A^{\top} A-L I_{n_{x}} \succeq 0$, and $\alpha_{k}=\frac{1}{\eta_{k}+C}=\frac{1}{(k+1) \kappa+C}$. Let

$$
\begin{equation*}
\bar{w}_{n}:=\frac{1}{n} \sum_{k=0}^{n-1} \tilde{w}^{k}, \tag{2.34}
\end{equation*}
$$

where $\tilde{w}^{k}$ is defined in (2.13). Then the following holds

$$
\begin{align*}
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \frac{\sigma^{2}(\ln N+1)}{2 \kappa N}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{2.35}
\end{align*}
$$

where $D_{x}=\operatorname{dist}\left(x_{0}, \mathcal{X}^{*}\right), D_{y, H}=\operatorname{dist}\left(y_{0}, \mathcal{Y}^{*}\right)_{H}$ and $\rho$ is any given positive number.
Proof. Similar as in the proof of Proposition 2.2.3, using the $\kappa$-strong convexity of $f$,
we conclude that

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q_{k}\left(w^{k}-\tilde{w}^{k}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1} \\
& -\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\frac{\kappa}{2}\left\|x-x^{k}\right\|^{2}, \tag{2.36}
\end{align*}
$$

where and $\eta_{k}>0$ is any constant and matrices $Q_{k}, M_{k}$, and $P$ are given in 2.12). Similar to (2.21), by (2.36) and 2.20 we have,

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1}-\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}+\frac{\kappa}{2}\left\|x-x^{k}\right\|^{2} . \tag{2.37}
\end{align*}
$$

Following a similar line of arguments as in Theorem 2.2.2, we derive that

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{2 N} \sum_{k=0}^{N-1}\left(\frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}-\kappa\left\|x^{*}-x^{k}\right\|^{2}\right) \\
& +\frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right]+\frac{1}{2 N}\left(\left\|y^{*}-y^{0}\right\|_{H}^{2}+\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right) . \tag{2.38}
\end{align*}
$$

Since $\alpha_{k}=\frac{1}{\eta_{k}+C}=\frac{1}{(k+1) \kappa+C}$, it follows that

$$
\begin{align*}
& \sum_{k=0}^{N-1}\left(\frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}-\kappa\left\|x^{*}-x^{k}\right\|^{2}\right) \\
= & \sum_{k=0}^{N-1}\left((k \kappa+C)\left\|x^{*}-x^{k}\right\|^{2}-((k+1) \kappa+C)\left\|x^{*}-x^{k+1}\right\|^{2}\right) \\
\leq & C\left\|x^{*}-x^{0}\right\|^{2} . \tag{2.39}
\end{align*}
$$

Plugging (2.39) into (2.25) and choosing $x^{*}, y^{*}$ such that $D_{x}=\left\|x^{*}-x^{0}\right\|$ and $D_{y, H}=$
$\left\|y^{*}-y^{0}\right\|_{H}$, it yields

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{1}{2 N}\left(\left\|y^{*}-y^{0}\right\|_{H}^{2}+C\left\|x^{*}-x^{0}\right\|^{2}+\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right) \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right]+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{2.40}
\end{align*}
$$

Recall that $f(x)$ is GraE, so (2.5) and (2.6) hold. Consequently, $\mathrm{E}\left[\delta_{k+1}\right]=0$. In addition, $x_{k}$ is independent of $\xi_{k+1}$. Hence,

$$
\begin{equation*}
\mathrm{E}_{\Xi_{k+1}}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}\right]=0 . \tag{2.41}
\end{equation*}
$$

Now, taking expectation over (2.40), and applying (2.6), we have

$$
\begin{array}{ll} 
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \mathrm{E}_{\Xi_{N}}\left[\frac{1}{N} \sum_{k=0}^{N-1}\left(\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}\right)\right] \\
& +\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
\underset{\substack{2.6}}{\leq} & \frac{1}{N} \mathrm{E}_{\Xi_{N}}\left[\sum_{k=0}^{N-1}\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}\right]+\frac{\sigma^{2}}{2 N} \sum_{k=0}^{N-1} \frac{1}{\eta_{k}} \\
& +\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
\underset{\sim}{2.41} & \frac{\sigma^{2}}{2 N} \sum_{k=0}^{N-1} \frac{1}{(k+1) \kappa}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
\leq & \frac{\sigma^{2}(\ln N+1)}{2 \kappa N}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{2.42}
\end{array}
$$

This completes the proof.

### 2.3 The Stochastic Gradient Augmented Lagrangian Method

SGADM uses gradient projection for one block of variables and performs exact minimization for the other. However, there are cases where no exact minimization is possible at all for either of the block variables. For instance, the problem of estimating sparse additive models considered in [122] aims to solve the following stochastic minimization problem:

$$
\min _{h_{j}, j=1, \cdots, d} \mathrm{E}\left[Y-\sum_{j=1}^{d} h_{j}\left(X_{j}\right)\right]^{2}+\lambda \sum_{j=1}^{d} \sqrt{\mathrm{E}\left[h_{j}^{2}\left(X_{j}\right)\right]}
$$

When $h_{j} \mathrm{~s}$ are all linear, we can introduce a linear constraint and get the following equivalent form:

$$
\begin{array}{ll}
\min _{z, h_{j}, j=1, \cdots, d} & \mathrm{E}[Y-z]^{2}+\lambda \sum_{j=1}^{d} \sqrt{\mathrm{E}\left[h_{j}^{2}\left(X_{j}\right)\right]} \\
\text { s.t. } & \sum_{j=1}^{d} h_{j}\left(X_{j}\right)=z
\end{array}
$$

Since both blocks of variables are involved in the expectation, the exact minimization for $z$ or $h_{j} \mathrm{~s}$ is impossible. Therefore, it is natural to relax the exact minimization procedure of the other block variables to be replaced by gradient projection too. In this section, we assume both $f(x)$ and $g(y)$ in (2.3) are GraE; that is, we can only get stochastic gradients $S_{f}(x, \xi)$ and $S_{g}(y, \zeta)$ from the $\mathcal{S F \mathcal { O }}$ for $\nabla f(x)$ and $\nabla g(y)$ respectively, where $\xi$ and $\zeta$ are certain random variables. Recall the assumptions on GraE:

$$
\begin{equation*}
\mathrm{E}\left[S_{f}(x, \xi)\right]=\nabla f(x), \quad \mathrm{E}\left[S_{g}(y, \zeta)\right]=\nabla g(y), \tag{2.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left[\left\|S_{f}(x, \xi)-\nabla f(x)\right\|^{2}\right] \leq \sigma_{1}^{2}, \quad \mathrm{E}\left[\left\|S_{g}(y, \zeta)-\nabla g(y)\right\|^{2}\right] \leq \sigma_{2}^{2} . \tag{2.44}
\end{equation*}
$$

We now propose a stochastic gradient augmented Lagrangian method (SGALM). Given $\mathcal{S F O}$ for $f$ and $g$, the $\mathcal{S F O}$ for $\nabla_{x} L_{\gamma}(x, y, \lambda)$ and $\nabla_{y} L_{\gamma}(x, y, \lambda)$ can be constructed as:

$$
\begin{align*}
& S_{L}^{f}(x, y, \lambda, \xi):=S_{f}(x, \xi)-A^{\top} \lambda+\gamma A^{\top}(A x+B y-b),  \tag{2.45}\\
& S_{L}^{g}(x, y, \lambda, \zeta):=S_{g}(y, \zeta)-B^{\top} \lambda+\gamma B^{\top}(A x+B y-b) . \tag{2.46}
\end{align*}
$$

Our next algorithm, SGALM, works as follows:

```
The Stochastic Gradient Augmented Lagrangian Method (SGALM)
Initialize \(x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y}\) and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(y^{k+1}=\left[y^{k}-\beta_{k} S_{L}^{g}\left(x^{k}, y^{k}, \lambda^{k}, \zeta^{k+1}\right)\right] y ;\)
    \(x^{k+1}=\left[x^{k}-\alpha_{k} S_{L}^{f}\left(x^{k}, y^{k+1}, \lambda^{k}, \xi^{k+1}\right)\right]_{\mathcal{X}} ;\)
    \(\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\).
end for
```

Denote

$$
\delta_{k+1}^{f}:=S_{f}\left(x^{k}, \xi^{k+1}\right)-\nabla f\left(x^{k}\right), \delta_{k+1}^{g}:=S_{g}\left(y^{k}, \zeta^{k+1}\right)-\nabla g\left(y^{k}\right) .
$$

Notice that in this section, the differentiability of function $g(y)$ is implicitly assumed. Moreover, throughout this section, we assume that the gradient $\nabla g$ is also Lipschitz continuous. For notational simplicity, we assume $L$ is its Lipschitz constant too.

### 2.3.1 The Complexity of SGALM without Strong Convexity

Now, we are able to analyze the convergence rate of SGALM. Denote

$$
\hat{Q}_{k}=\left(\begin{array}{ccc}
H_{k} & 0 & 0  \tag{2.47}\\
0 & \frac{1}{\alpha_{k}} I_{n_{x}} & 0 \\
0 & -A & \frac{1}{\gamma} I_{m}
\end{array}\right), \quad \hat{M}_{k}=\left(\begin{array}{ccc}
H_{k} & 0 & 0 \\
0 & \frac{1}{\alpha_{k}} I_{n_{x}} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right)
$$

where $H_{k}=\frac{1}{\beta_{k}} I_{n_{y}}-\gamma B^{\top} B$. The identity $\hat{Q}_{k}=\hat{M}_{k} P$ still holds where $P$ is given according to 2.12.

Similar to Proposition 2.2.3, we have the following bounds regarding the sequence $\left\{\tilde{w}^{k}\right\}$ defined in (2.13), the proof of which is also delegated to the appendix.

Proposition 2.3.1 Suppose that $\left\{\tilde{w}^{k}\right\}$ is given as in 2.13), and the matrices $\hat{Q}_{k}$ and $\hat{M}_{k}$ are given as in 2.47). For any $w \in \Omega$, we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} \hat{Q}_{k}\left(w^{k}-\tilde{w}^{k}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1}^{f}-\left(y-y^{k}\right)^{\top} \delta_{k+1}^{g} \\
& -\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right), \tag{2.48}
\end{align*}
$$

where $\eta_{k}>0$ is any prescribed sequence. Moreover, the term $\left(w-\tilde{w}^{k}\right)^{\top} \hat{Q}_{k}\left(w^{k}-\tilde{w}^{k}\right)$ on
the RHS can be further bounded as follows

$$
\begin{align*}
& \left(w-\tilde{w}^{k}\right)^{\top} \hat{M}_{k} P\left(w^{k}-\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{\hat{M}_{k}}^{2}-\left\|w-w^{k}\right\|_{\hat{M}_{k}}^{2}\right)+\frac{1}{2}\left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A\right)\left(x^{k}-\tilde{x}^{k}\right) \\
& +\frac{1}{2}\left(y^{k}-\tilde{y}^{k}\right)^{\top}\left(\frac{1}{\beta_{k}} I_{n_{y}}-\gamma B^{\top} B\right)\left(y^{k}-\tilde{y}^{k}\right), \quad \forall w \in \Omega \tag{2.49}
\end{align*}
$$

where by abusing the notation a bit we denote $\|x\|_{A}^{2}:=x^{\top} A x$ with $A$ being a symmetric matrix but not necessarily positive semidefinite.

Now, we are in a position to present our main convergence rate result for the SGALM algorithm. Let us recycle the notation and denote $\Xi_{k}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}, \zeta_{1}, \zeta_{2}, \ldots, \zeta_{k}\right)$; the convergence rate will be in the expectation over $\Xi_{k}$.

Theorem 2.3.2 Suppose both $f(x)$ and $g(y)$ in 2.3) are GraE. Given a fixed iteration number $N$, letting $w^{k}$ be the sequence generated by the $S G A L M, \eta_{k}=\sqrt{N}$, and $C$ is a constant satisfying

$$
C I_{n_{x}}-\gamma A^{\top} A-L I_{n_{x}} \succeq 0 \text { and } C I_{n_{y}}-\gamma B^{\top} B-L I_{n_{y}} \succeq 0,
$$

and $\beta_{k}=\alpha_{k}=\frac{1}{\eta_{k}+C}=\frac{1}{\sqrt{N}+C}$. For any integer $n>0$, let

$$
\begin{equation*}
\bar{w}_{n}=\frac{1}{n} \sum_{k=0}^{n-1} \tilde{w}^{k} \tag{2.50}
\end{equation*}
$$

where $\tilde{w}^{k}$ is defined in (2.13). Then

$$
\begin{align*}
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \frac{\sigma_{1}^{2}+\sigma_{2}^{2}}{2 \sqrt{N}}+\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{D_{y}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(C D_{x}^{2}+C D_{y}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{2.51}
\end{align*}
$$

where $D_{x}=\operatorname{dist}\left(x_{0}, \mathcal{X}^{*}\right), D_{y}=\operatorname{dist}\left(y_{0}, \mathcal{Y}^{*}\right)$ and $\rho$ is any fixed positive parameter.

Proof. Similar to (2.21), by (2.48) and (2.49) we have

$$
\begin{aligned}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{\hat{M}_{k}}^{2}-\left\|w-w^{k}\right\|_{\hat{M}_{k}}^{2}\right) \\
& -\left(x-x^{k}\right)^{\top} \delta_{k+1}^{f}-\left(y-y^{k}\right)^{\top} \delta_{k+1}^{g}-\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}} .
\end{aligned}
$$

Following a similar line of arguments as in Theorem 2.2.2, we derive that

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{2 N} \sum_{k=0}^{N-1} \frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}+\frac{1}{2 N} \sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{k}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{k}}^{2}\right) \\
& +\frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}+\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}+\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{1}{2 N}\left(\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right) . \tag{2.52}
\end{align*}
$$

Compared to (2.25), the term $\sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{k}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{k}}^{2}\right)$ is new. Since $\beta_{k}=\frac{1}{\eta_{k}+C}=\frac{1}{\sqrt{N}+C}$, we have $H_{B}:=C I_{n_{y}}-\gamma B^{\top} B \succeq 0$. Thus,

$$
\begin{align*}
& \sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{k}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{k}}^{2}\right) \\
= & \sum_{k=0}^{N-1} \sqrt{N}\left(\left\|y^{*}-y^{k}\right\|^{2}-\left\|y^{*}-y^{k+1}\right\|^{2}\right)+\sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{B}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{B}}^{2}\right) \\
\leq & \sqrt{N}\left\|y^{*}-y^{0}\right\|^{2}+\left\|y^{*}-y^{0}\right\|_{H_{B}}^{2} \\
\leq & (C+\sqrt{N})\left\|y^{*}-y^{0}\right\|^{2} . \tag{2.53}
\end{align*}
$$

Moreover, according to 2.26), $\sum_{k=0}^{N-1} \frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}$ is upper bounded by $(C+$ $\sqrt{N})\left\|x^{*}-x^{0}\right\|^{2}$. Consequently, by choosing $x^{*}, y^{*}$ such that $D_{x}=\left\|x^{*}-x^{0}\right\|$ and
$D_{y}=\left\|y^{*}-y^{0}\right\|$, we can further upper bound (2.52) as follows:

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}+\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}+\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{D_{y}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(C D_{y}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{2.54}
\end{align*}
$$

Recall that $\delta_{k+1}^{f}=S_{f}\left(x^{k}, \xi^{k+1}\right)-\nabla f\left(x^{k}\right), \delta_{k+1}^{g}=S_{g}\left(y^{k}, \zeta^{k+1}\right)-\nabla g\left(y^{k}\right)$ and 2.43) holds. Since $x_{k}$ is independent of $\xi_{k+1}$ and $y_{k}$ is independent of $\zeta_{k+1}$, we have

$$
\begin{equation*}
\mathrm{E}_{\Xi_{k+1}}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}\right]=0, \quad \mathrm{E}_{\Xi_{k+1}}\left[\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}\right]=0 . \tag{2.55}
\end{equation*}
$$

Now, taking the expectation over (2.54), and applying (2.44), one has

$$
\begin{align*}
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \mathrm{E}_{\Xi_{N}}\left[\frac{1}{N} \sum_{k=0}^{N-1}\left(\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}+\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}+\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}\right)\right] \\
& +\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{D_{y}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(C D_{y}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
\leq & \frac{\sigma_{1}^{2}+\sigma_{2}^{2}}{2 \sqrt{N}}+\frac{D_{x}^{2}}{2 \sqrt{N}}+\frac{D_{y}^{2}}{2 \sqrt{N}}+\frac{1}{2 N}\left(C D_{y}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \tag{2.56}
\end{align*}
$$

Therefore, the iteration complexity for the SGALM is the same as that of the SGADM: both are $O(1 / \sqrt{N})$. Similar as before, in view of 2.51) it is easy to see that the complexity of SGALM for the deterministic setting would be $O(1 / N)$, since in that case $\sigma_{1}$ and $\sigma_{2}$ in (2.44) are 0 , and we can let $\eta_{k}=1$ in Theorem 2.3 .2 (thus the stepsize $\alpha_{k}$ and $\beta_{k}$ are independent of $N$ ), leading to

$$
\begin{equation*}
h\left(\hat{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \hat{x}_{N}+B \hat{y}_{N}-b\right\| \leq \frac{1}{2 N}\left((C+1)\left(D_{x}^{2}+D_{y}^{2}\right)+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{2.57}
\end{equation*}
$$

which further leads to an $O(1 / N)$ iteration complexity bound for the SGALM in the deterministic case.

### 2.3.2 The Complexity of SGALM under Strong Convexity

In this subsection, we show that strong convexity also leads to a lower complexity for SGALM as it does for SGADM. In fact, the iteration complexity becomes $O(\ln N / N)$ when both $f$ and $g$ are strongly convex. The main result is shown in the following theorem which will be in the expectation over $\Xi_{k}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}, \zeta_{1}, \zeta_{2}, \ldots, \zeta_{k}\right)$.

Theorem 2.3.3 Suppose $f(x)$ is $\kappa_{f}$-strongly convex and $g(y)$ is $\kappa_{g}$-strongly convex, and both $f(x)$ and $g(y)$ in 2.3) are GraE. Let $w^{k}$ be the sequence generated by the SGALM, $\eta_{k}=(k+1) \min \left(\kappa_{f}, \kappa_{g}\right)$, and $C$ is a constant satisfying

$$
C I_{n_{x}}-\gamma A^{\top} A-L I_{n_{x}} \succeq 0 \text { and } C I_{n_{y}}-\gamma B^{\top} B-L I_{n_{y}} \succeq 0,
$$

and $\beta_{k}=\alpha_{k}=\frac{1}{\eta_{k}+C}$. For any integer $n>0$, let

$$
\begin{equation*}
\bar{w}_{n}=\frac{1}{n} \sum_{k=0}^{n-1} \tilde{w}^{k}, \tag{2.58}
\end{equation*}
$$

where $\tilde{w}^{k}$ is defined in (2.13). Then

$$
\begin{align*}
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \frac{\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)(\ln N+1)}{2 \min \left(\kappa_{f}, \kappa_{g}\right) N}+\frac{1}{2 N}\left(C D_{y}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{2.59}
\end{align*}
$$

where $D_{x}=\operatorname{dist}\left(x_{0}, \mathcal{X}^{*}\right), D_{y}=\operatorname{dist}\left(y_{0}, \mathcal{Y}^{*}\right)$ and $\rho$ is any fixed positive parameter.

Proof. Similar to the proof of Proposition 2.2.3, using the $\kappa_{f}$-strong convexity and $\kappa_{g}$-strong convexity of $f$ and $g$, we conclude that

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} \hat{Q}_{k}\left(w^{k}-\tilde{w}^{k}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1}^{f}-\left(y-y^{k}\right)^{\top} \delta_{k+1}^{g} \\
& -\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right) \\
& +\frac{\kappa_{f}}{2}\left\|x-x^{k}\right\|^{2}+\frac{\kappa_{g}}{2}\left\|y-y^{k}\right\|^{2}, \tag{2.60}
\end{align*}
$$

where $\eta_{k}>0$ is any prescribed sequence. Let $\kappa=\min \left(\kappa_{f}, \kappa_{g}\right)$, then similar to 2.21,
by (2.49) and 2.60 we have

$$
\begin{aligned}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{\hat{M}_{k}}^{2}-\left\|w-w^{k}\right\|_{\hat{M}_{k}}^{2}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1}^{f}-\left(y-y^{k}\right)^{\top} \delta_{k+1}^{g} \\
& -\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}+\frac{\kappa f}{2}\left\|x-x^{k}\right\|^{2}+\frac{\kappa_{g}}{2}\left\|y-y^{k}\right\|^{2} \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{\hat{M}_{k}}^{2}-\left\|w-w^{k}\right\|_{\hat{M}_{k}}^{2}\right)-\left(x-x^{k}\right)^{\top} \delta_{k+1}^{f}-\left(y-y^{k}\right)^{\top} \delta_{k+1}^{g} \\
& -\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}+\frac{\kappa}{2}\left(\left\|x-x^{k}\right\|^{2}+\left\|y-y^{k}\right\|^{2}\right)
\end{aligned}
$$

Following the same line of arguments as in Theorem 2.2.2, we derive that

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{2 N} \sum_{k=0}^{N-1}\left(\frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}-\kappa\left\|x-x^{k}\right\|^{2}\right) \\
& +\frac{1}{2 N} \sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{k}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{k}}^{2}-\kappa\left\|y-y^{k}\right\|^{2}\right) \\
& +\frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}+\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}+\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{1}{2 N}\left(\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right) . \tag{2.61}
\end{align*}
$$

Compared to (2.38), the term $\sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{k}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{k}}^{2}\right)$ is new. Since
$\beta_{k}=\frac{1}{\eta_{k}+C}=\frac{1}{(k+1) \kappa+C}$ and $H_{B}:=C I_{n_{y}}-\gamma B^{\top} B \succeq 0$, it holds that

$$
\begin{align*}
& \sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{k}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{k}}^{2}-\kappa\left\|y-y^{k}\right\|^{2}\right) \\
= & \sum_{k=0}^{N-1}\left(k \kappa\left\|y^{*}-y^{k}\right\|^{2}-(k+1) \kappa\left\|y^{*}-y^{k+1}\right\|^{2}\right) \\
& +\sum_{k=0}^{N-1}\left(\left\|y^{*}-y^{k}\right\|_{H_{B}}^{2}-\left\|y^{*}-y^{k+1}\right\|_{H_{B}}^{2}\right) \\
\leq & \left\|y^{*}-y^{0}\right\|_{H_{B}}^{2} \leq C\left\|y^{*}-y^{0}\right\|^{2} . \tag{2.62}
\end{align*}
$$

Moreover, according to (2.39), $\sum_{k=0}^{N-1} \frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}$ is upper bounded by $C \| x^{*}-$ $x^{0} \|^{2}$. Consequently, by choosing $x^{*}, y^{*}$ such that $D_{x}=\left\|x^{*}-x^{0}\right\|$ and $D_{y}=\left\|y^{*}-y^{0}\right\|$, we can further upper bound (2.61) as follows:

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}+\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}+\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{1}{2 N}\left(C D_{y}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{2.63}
\end{align*}
$$

Recall that $\delta_{k+1}^{f}=S_{f}\left(x^{k}, \xi^{k+1}\right)-\nabla f\left(x^{k}\right), \delta_{k+1}^{g}=S_{g}\left(y^{k}, \zeta^{k+1}\right)-\nabla g\left(y^{k}\right)$ and 2.43) holds. Since $x_{k}$ is independent of $\xi_{k+1}$ and $y_{k}$ is independent of $\zeta_{k+1}$, we have

$$
\begin{equation*}
\mathrm{E}_{\Xi_{k+1}}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}\right]=0, \quad \mathrm{E}_{\Xi_{k+1}}\left[\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}\right]=0 \tag{2.64}
\end{equation*}
$$

Now, taking the expectation over (2.63), and applying (2.44), one has

$$
\begin{align*}
& \mathrm{E}_{\Xi_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \mathrm{E}_{\Xi_{N}}\left[\frac{1}{N} \sum_{k=0}^{N-1}\left(\left(x^{*}-x^{k}\right)^{\top} \delta_{k+1}^{f}+\left(y^{*}-y^{k}\right)^{\top} \delta_{k+1}^{g}+\frac{\left\|\delta_{k+1}^{f}\right\|^{2}+\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}\right)\right] \\
& +\frac{1}{2 N}\left(C D_{y}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) \\
\leq & \frac{\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)(\ln N+1)}{2 \kappa N}+\frac{1}{2 N}\left(C D_{y}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{2.65}
\end{align*}
$$

### 2.4 The Stochastic Zeroth-Order GADM

In this section, we consider another setting, where even the noisy gradient of $f(x)$ is not available. For example, the simulated-based inventory optimization problem studied in 42 definitely falls into this category. To be specific, we assume that $\mathcal{L}_{\gamma}(x, y, \lambda)$ is MinE with respect to $y$, and $f(x)$ is ValE. In other words, for any given $x$ we can get a noisy approximation of the true function value $f(x)$ by calling an $\mathcal{S Z O}$, which returns a quantity $\mathcal{F}(x, \xi)$ with $\xi$ being a certain random variable. The $\mathcal{S Z O}$ becomes relevant when a part of the objective contains the expectation of an unknown function, assuming only some sample realizations of the expectation are observable. This is the case, for instance, when we know nothing about the true nature of the randomness and how they are related to the objective in an explicit fashion; however, we can learn the objective by observation. Such problems are frequently encountered in management science; e.g., a demand function is often not explicitly accessible while its realizations are observable.

Now that we can access the $\mathcal{S Z O}$, we shall use the smoothing scheme proposed in [89] to approximate the first order information of a given function $f$. The smoothing technique is to utilize the integration operator to promote the differentiability. More specifically, suppose that $v$ is a random vector in $\mathbb{R}^{n}$ with density function $\rho$. A smooth approximation of $f$ with the smoothing parameter $\mu$ is defined as:

$$
\begin{equation*}
f_{\mu}(x)=\int f(x+\mu v) \rho(v) d v \tag{2.66}
\end{equation*}
$$

Theoretically, one can choose to use any pre-specified smoothing distribution $\rho(v)$. For instance, in [89] Nesterov adopted the Gaussian distribution to simplify the computation. However, the Gaussian distribution has a support set of the whole space $\mathbb{R}^{n}$, which cannot be implemented for problems with constraints. To avoid using the entire space as the sample space, we shall use the smoothing scheme based on the uniform distribution over a (scalable) ball in $\mathbb{R}^{n}$ as introduced in [109].

Definition 6 Let $U_{b}$ be the uniform distribution over the unit Euclidean ball and $B$ be the unit ball. Given $\mu>0$, the smoothing function $f_{\mu}$ is defined as

$$
\begin{equation*}
f_{\mu}(x)=\mathrm{E}_{\left\{v \sim U_{b}\right\}}[f(x+\mu v)]=\frac{1}{\alpha(n)} \int_{B} f(x+\mu v) d v \tag{2.67}
\end{equation*}
$$

where $\alpha(n)$ is the volume of the unit ball in $\mathbb{R}^{n}$.
Some properties of the smoothing function are shown in the lemma below, which will be used in our forthcoming discussion; the proof of the lemma can be found in the appendix. In the following discussion, $C_{L}^{1}\left(\mathbb{R}^{n}\right)$ denotes the function class with Lipschitz continuous first-order derivative.

Lemma 2.4.1 Suppose that $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$. Let $U_{S_{p}}$ be the uniform distribution over the unit Euclidean sphere, and $S_{p}$ be the unit sphere in $\mathbb{R}^{n}$. Then we have:
(a) The smoothing function $f_{\mu}$ is continuously differentiable, and its gradient is Lipschitz continuous with constant $L_{\mu} \leq L$ and

$$
\begin{equation*}
\nabla f_{\mu}(x)=\mathrm{E}_{\left\{v \sim U_{S_{p}}\right\}}\left[\frac{n}{\mu} f(x+\mu v) v\right]=\frac{1}{\beta(n)} \int_{v \in S_{p}} \frac{n}{\mu}[f(x+\mu v)-f(x)] v d v \tag{2.68}
\end{equation*}
$$

where $\beta(n)$ is the surface area of the unit sphere in $\mathbb{R}^{n}$.
(b) For any $x \in \mathbb{R}^{n}$, we have

$$
\begin{align*}
& \left|f_{\mu}(x)-f(x)\right| \leq \frac{L \mu^{2}}{2}  \tag{2.69}\\
& \left\|\nabla f_{\mu}(x)-\nabla f(x)\right\| \leq \frac{\mu n L}{2}  \tag{2.70}\\
& \mathrm{E}_{v}\left[\left\|\frac{n}{\mu}[f(x+\mu v)-f(x)] v\right\|^{2}\right] \leq 2 n\|\nabla f(x)\|^{2}+\frac{\mu^{2}}{2} L^{2} n^{2} . \tag{2.71}
\end{align*}
$$

(c) If $f$ is convex, then $f_{\mu}$ is also convex.

We remark that the bounds in Part (b) are slightly sharper (up to some constant factor) than that of Gaussian smoothing scheme in [89. Moreover, the new smoothing scheme will involve the sampling points in the $\mu$-ball of $x$. This feature is important for the problems where the domain of $f$ may only be slightly larger than $\mathcal{X}$, as we shall see from the oracle to be introduced next. Based on (2.68) we define the zeroth-order stochastic gradient of $f$ at point $x^{k}$ :

$$
\begin{equation*}
G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)=\frac{n_{x}}{\mu}\left[\mathcal{F}\left(x^{k}+\mu v, \xi_{k+1}\right)-\mathcal{F}\left(x^{k}, \xi_{k+1}\right)\right] v \tag{2.72}
\end{equation*}
$$

where $v$ is the random vector uniformly distributed over the unit sphere in $\mathbb{R}^{n_{x}}$. The zeroth-order GADM algorithm is described as follows:

The Zeroth-Order GADM

$$
\overline{\text { Initialize } x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y} \text { and } \lambda^{0}}
$$

for $k=0,1, \cdots$, do
$y^{k+1}=\arg \min _{y \in \mathcal{Y}} \mathcal{L}_{\gamma}\left(x^{k}, y, \lambda^{k}\right)+\frac{1}{2}\left\|y-y^{k}\right\|_{H}^{2}$.
Call the $\mathcal{S Z O} m_{k}$ times to obtain $G_{\mu}\left(x_{k}, \xi_{k+1, i}, v_{k+1, i}\right), i=1, \cdots, m_{k}$.
Then set $G_{\mu, k}=\frac{1}{m_{k}} \sum_{i=1}^{m_{k}} G_{\mu}\left(x^{k}, \xi_{k+1, i}, v_{k+1, i}\right)$, and compute

$$
x^{k+1}=\left[x^{k}-\alpha_{k}\left(G_{\mu, k}-A^{\top} \lambda^{k}+\gamma A^{\top}\left(A x^{k}+B y^{k+1}-b\right)\right)\right]_{\mathcal{X}}
$$

$$
\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right) .
$$

end for
Before conducting the complexity analysis for the algorithm above, we present some properties of the function $G\left(x^{k}, \xi_{k+1}\right):=\nabla_{x} \mathcal{F}\left(x^{k}, \xi_{k+1}\right)$. Note that function $f$ is ValE, i.e. (2.7) and (2.8) hold. This fact together with Lemma 2.4.1(a) leads to:

Lemma 2.4.2 Suppose that $G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)$ is defined as in 2.72), and $f$ is ValE, i.e. (2.7), (2.8) and (2.9) hold. Then

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{k+1}}\left[G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)\right]=\nabla f_{\mu}\left(x^{k}\right) \tag{2.73}
\end{equation*}
$$

If we further assume $\|\nabla f(x)\| \leq M, \forall x \in \mathcal{X}$, then the following holds

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{k+1}}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)-\nabla f_{\mu}\left(x^{k}\right)\right\|^{2}\right] \leq \tilde{\sigma}^{2}, \tag{2.74}
\end{equation*}
$$

where $\tilde{\sigma}^{2}=2 n_{x}\left[M^{2}+\sigma^{2}+\mu^{2} L^{2} n_{x}\right]$.

Proof. The first statement is easy to verify. We shall focus on the second statement. Applying (2.71) and (2.9) to $\mathcal{F}\left(x^{k}, \xi_{k+1}\right)$ and $G\left(x^{k}, \xi_{k+1}\right)$, we have

$$
\begin{align*}
& \mathrm{E}_{v, \xi_{k+1}}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)\right\|^{2}\right] \\
= & \mathrm{E}_{\xi_{k+1}}\left[\mathrm{E}_{v}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)\right\|^{2}\right]\right] \\
\leq & 2 n_{x}\left[\mathrm{E}_{\xi_{k+1}}\left[\left\|G\left(x^{k}, \xi_{k+1}\right)\right\|^{2}\right]\right]+\frac{\mu^{2}}{2} L^{2} n_{x}^{2} \\
\leq & 2 n_{x}\left\{\mathrm{E}_{\xi_{k+1}}\left[\left\|\nabla f\left(x^{k}\right)\right\|^{2}\right]+\mathrm{E}_{\xi_{k+1}}\left[\left\|G\left(x^{k}, \xi_{k+1}\right)-\nabla f\left(x^{k}\right)\right\|^{2}\right]\right\}+\mu^{2} L^{2} n_{x}^{2} \\
\leq & 2 n_{x}\left\{\left\|\nabla f\left(x^{k}\right)\right\|^{2}+\sigma^{2}\right\}+\mu^{2} L^{2} n_{x}^{2} . \tag{2.75}
\end{align*}
$$

Then from (2.75), 2.73), and $\left\|\nabla f\left(x^{k}\right)\right\| \leq M$, we have

$$
\begin{align*}
& \mathrm{E}_{v, \xi_{k+1}}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)-\nabla f_{\mu}\left(x^{k}\right)\right\|^{2}\right] \\
= & \mathrm{E}_{v, \xi_{k+1}}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k+1}, v\right)\right\|^{2}\right]-\left\|\nabla f_{\mu}(x)\right\|^{2} \\
\leq & 2 n_{x}\left[M^{2}+\sigma^{2}+\mu^{2} L^{2} n_{x}\right]=\tilde{\sigma}^{2} . \tag{2.76}
\end{align*}
$$

### 2.4.1 Convergence Rate of Zeroth-Order GADM

To establish the convergence rate, we refer the sequence $\tilde{w}^{k}$ to be the sequence defined in (2.13) with the corresponding iterates $x^{k}, y^{k}, \lambda^{k}$ obtained from the zeroth-order GADM. We let $\delta_{\mu, k}=G_{\mu, k}-\nabla f_{\mu}\left(x_{k}\right)$, which plays a similar role as $\delta_{k}$ in SGADM. We have the following proposition, whose proof is almost identical to that of (2.48) in Proposition 2.3.1 except that $\delta_{k+1}$ is now replaced by $\delta_{\mu, k}$.

Proposition 2.4.3 Suppose that $\mathcal{L}_{\gamma}(x, y, \lambda)$ is MinE with respect to $y$, and $f(x)$ is ValE. Let $x^{k}, y^{k}$, $\lambda^{k}$ be obtained in the zeroth-order GADM, $\tilde{w}^{k}$ be specified as in (2.13), and $h_{\mu}(u)=f_{\mu}(x)+g(y)$. Then for any $w \in \Omega$, we have

$$
\begin{align*}
& h_{\mu}(u)-h_{\mu}\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right) F\left(\tilde{w}^{k}\right) \\
\geq \quad & \left(w-\tilde{w}^{k}\right)^{\top} Q_{k}\left(w^{k}-\tilde{w}^{k}\right)-\left(x-x^{k}\right)^{\top} \delta_{\mu, k}-\frac{\left\|\delta_{\mu, k}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2}, \tag{2.77}
\end{align*}
$$

where $\eta_{k}>0$ can be any positive constant to be specified in the analysis later.
Now, we are ready to present the following theorem which leads to the convergence rate of the zeroth-order GADM. In the rest of this section, we denote $\Omega_{n}=\left(\xi_{k, i}, v_{k, i}\right)$ for $k=1,2, \ldots, n$ and $i=1,2, \ldots, m_{k}$, the convergence rate will be considered in the expectation taken on $\Omega_{N}$.

Theorem 2.4.4 Let $w^{k}$ be the sequence generated by the zeroth-order GADM, and C be a constant such that $C I_{n_{x}}-\gamma A^{\top} A-L I_{n_{x}} \succeq 0$, and $\alpha_{k}=\frac{1}{\eta_{k}+C}$. For any integer $n>0$, let

$$
\begin{equation*}
\bar{w}_{n}=\frac{1}{n} \sum_{k=0}^{n-1} \tilde{w}^{k}, \tag{2.78}
\end{equation*}
$$

where $\tilde{w}^{k}$ is defined in 2.13). Then the following holds

$$
\begin{align*}
& \mathrm{E}_{\Omega_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
& \leq \\
& \frac{1}{2 N} \sum_{k=1}^{N} \eta_{k}\left(\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}\right)  \tag{2.79}\\
& \\
& +\frac{\tilde{\sigma}^{2}}{2 N} \sum_{k=1}^{N} \frac{1}{m_{k} \eta_{k}}+\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda_{0}\right\|\right)^{2}\right)+L \mu^{2},
\end{align*}
$$

where $D_{x}=\operatorname{dist}\left(x_{0}, \mathcal{X}^{*}\right)$ and $D_{y, H}=\operatorname{dist}\left(y_{0}, \mathcal{Y}^{*}\right)_{H},\left\{\eta_{k}>0\right\}$ and $\rho>0$ are any given constants.

Proof. By (2.77) and (2.20), it follows that

$$
\begin{aligned}
& h_{\mu}(u)-h_{\mu}\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right)+\frac{1}{2}\left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A\right)\left(x^{k}-\tilde{x}^{k}\right) \\
& -\left(x-x^{k}\right)^{\top} \delta_{\mu, k}-\frac{\left\|\delta_{\mu, k}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2} \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right) \\
& +\frac{1}{2}\left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A-\left(\eta_{k}+L\right) I_{n_{x}}\right)\left(x^{k}-\tilde{x}^{k}\right) \\
& -\left(x-x^{k}\right)^{\top} \delta_{\mu, k}-\frac{\left\|\delta_{\mu, k}\right\|^{2}}{2 \eta_{k}} \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right)-\left(x-x^{k}\right)^{\top} \delta_{\mu, k}-\frac{\left\|\delta_{\mu, k}\right\|^{2}}{2 \eta_{k}} .
\end{aligned}
$$

In similar vein as the proof of 2.25 ) in Theorem 2.2 .2 (except that $\delta_{k+1}$ is replaced by $\delta_{\mu, k}$, we obtain:

$$
\begin{align*}
& h_{\mu}\left(\bar{u}_{N}\right)-h_{\mu}\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq & \frac{1}{2 N} \sum_{k=0}^{N-1} \frac{\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}}{\alpha_{k}}+\frac{1}{N} \sum_{k=0}^{N-1}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{\mu, k}+\frac{\left\|\delta_{\mu, k}\right\|^{2}}{2 \eta_{k}}\right] \\
& +\frac{1}{2 N}\left(\left\|y^{*}-y^{0}\right\|_{H}^{2}+\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right) . \tag{2.80}
\end{align*}
$$

Recall that $\delta_{\mu, k}=G_{\mu, k}-\nabla f_{\mu}\left(x_{k}\right)$, which combined with 2.73) implies

$$
\mathrm{E}_{\xi_{k+1}, v_{k+1}}\left[\delta_{\mu, k}\right]=\mathrm{E}_{\xi_{k+1}, v_{k+1}}\left[G_{\mu, k}-\nabla f_{\mu}\left(x_{k}\right)\right]=0
$$

In addition, since $\xi_{k+1}$ and $v_{k+1}$ are independent to $x_{k}$, we have the following identity

$$
\begin{equation*}
\mathrm{E}_{\Omega_{k+1}}\left[\left(x^{*}-x^{k}\right)^{\top} \delta_{\mu, k}\right]=0 \tag{2.81}
\end{equation*}
$$

Now, taking expectation over (2.80), choosing $x^{*}, y^{*}$ such that $D_{x}=\left\|x^{*}-x^{0}\right\|$ and $D_{y, H}=\left\|y^{*}-y^{0}\right\|_{H}$ and applying (2.74), we have

$$
\begin{array}{ll} 
& \mathrm{E}_{\Omega_{N}}\left[h_{\mu}\left(\bar{u}_{N}\right)-h_{\mu}\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq \quad & \mathrm{E}_{\Omega_{N}}\left[\frac{1}{N} \sum_{k=0}^{N-1}\left(\left(x^{*}-x^{k}\right)^{\top} \delta_{\mu, k}+\frac{\left\|\delta_{\mu, k}\right\|^{2}}{2 \eta_{k}}\right)\right] \\
& +\frac{1}{2 N} \sum_{k=0}^{N-1} \eta_{k}\left(\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}\right) \\
& +\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda_{0}\right\|\right)^{2}\right) \\
\frac{2.74}{\leq} \quad & \frac{\tilde{\sigma}^{2}}{N} \sum_{k=0}^{N-1} \frac{1}{m_{k} \eta_{k}}+\frac{1}{2 N} \sum_{k=0}^{N-1} \eta_{k}\left(\left\|x^{*}-x^{k}\right\|^{2}-\left\|x^{*}-x^{k+1}\right\|^{2}\right) \\
& +\frac{1}{2 N}\left(D_{y, H}^{2}+C D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda_{0}\right\|\right)^{2}\right) \tag{2.82}
\end{array}
$$

By (2.69), we have $\left|\left(h_{\mu}\left(\bar{u}_{N}\right)-h_{\mu}\left(u^{*}\right)\right)-\left(h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)\right)\right| \leq L \mu^{2}$, and so

$$
\begin{equation*}
\mathrm{E}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)\right] \leq \mathrm{E}\left[h_{\mu}\left(\bar{u}_{N}\right)-h_{\mu}\left(u^{*}\right)\right]+L \mu^{2} \tag{2.83}
\end{equation*}
$$

Finally, combining 2.82 and 2.83 yields the desired result.

In Theorem 2.4.4 $\eta_{k}$ and the batch sizes $m_{k}$ are generic. It is possible to provide one choice of the parameters so as to yield an overall simpler iteration complexity bound.

Corollary 2.4.5 Under the same assumptions as in Theorem 2.4.4, we let $\eta_{k}=1$ for
all $k=1,2, \ldots, N$, and the batch sizes $m_{k}=m$ for all $k=1,2, \ldots, N$. Then

$$
\mathrm{E}_{\Omega_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \leq \frac{D_{w}^{2}}{2 N}+\frac{n_{x}\left(M^{2}+\sigma^{2}\right)}{m}+\frac{\mu^{2} L^{2} n_{x}^{2}}{m}+L \mu^{2} .
$$

Proof. It follows from (2.79), with the specified parameters, that

$$
\begin{aligned}
& \mathrm{E}_{\Omega_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \frac{1}{2 N}\left(D_{y, H}^{2}+(C+1) D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda_{0}\right\|\right)^{2}\right)+\frac{\tilde{\sigma}^{2}}{2 m}+L \mu^{2} \\
= & \frac{D_{w}^{2}}{2 N}+\frac{\tilde{\sigma}^{2}}{2 m}+L \mu^{2} \\
= & \frac{D_{w}^{2}}{2 N}+\frac{2 n_{x}\left(M^{2}+\sigma^{2}+\mu^{2} L^{2} n_{x}\right)}{2 m}+L \mu^{2} \\
= & \frac{D_{w}^{2}}{2 N}+\frac{n_{x}\left(M^{2}+\sigma^{2}+\mu^{2} L^{2} n_{x}\right)}{m}+L \mu^{2} \\
= & \frac{D_{w}^{2}}{2 N}+\frac{n_{x}\left(M^{2}+\sigma^{2}\right)}{m}+\frac{\mu^{2} L^{2} n_{x}^{2}}{m}+L \mu^{2}
\end{aligned}
$$

where we denote $D_{w}^{2}=D_{y, H}^{2}+(C+1) D_{x}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda_{0}\right\|\right)^{2}$.
In the corollary above, the complexity bound is dependent on the sample size $m$, and the smoothing parameter $\mu$. We shall further choose $m$ and $\mu$ to obtain an explicit iteration bound.

Corollary 2.4.6 Under the same assumptions as in Theorem 2.4.4 and Corollary 2.4.5. we have:
(a) Given a fixed iteration number $N$, if the smoothing parameter is chosen to be $\mu \leq$ $\sqrt{\frac{1}{N}}$, and the number of calls to $\mathcal{S Z O}$ at each iteration is $m=N$, then we have

$$
\mathrm{E}_{\Omega_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \leq \frac{1}{N}\left(\frac{D_{w}^{2}}{2}+n_{x}\left(M^{2}+\sigma^{2}\right)+L\right)+\frac{L^{2} n_{x}^{2}}{N^{2}} .
$$

(b) Given a fixed number of calls to $\mathcal{S Z O}$ to be $\bar{N}$, choose the smoothing parameter $\mu \leq \sqrt{\frac{1}{N}}$ and the number of calls to the $\mathcal{S Z O}$ at each iteration to be

$$
m=\left\lfloor\min \left\{\max \left\{\frac{\sqrt{n_{x}\left(M^{2}+\delta^{2}\right) \bar{N}}}{\tilde{D}}, \frac{n_{x} L}{\tilde{D}}\right\}, \bar{N}\right\}\right\rfloor,
$$

for some $\tilde{D}>0$. Then, $N=\left\lfloor\frac{\bar{N}}{m}\right\rfloor$ and

$$
\begin{aligned}
& \mathrm{E}_{\Omega_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq \quad & \frac{L}{\bar{N}}+\frac{n_{x} L}{\bar{N}}\left(\tilde{D} \theta_{2}+\frac{D_{w}^{2}}{\tilde{D}}\right)+\frac{\sqrt{n_{x}\left(M^{2}+\delta^{2}\right)}}{\sqrt{\bar{N}}}\left(\tilde{D} \theta_{1}+\frac{D_{w}^{2}}{\tilde{D}}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
\theta_{1}=\max \left\{1, \frac{\sqrt{n_{x}\left(M^{2}+\delta^{2}\right)}}{\tilde{D} \sqrt{\bar{N}}}\right\} \text { and } \theta_{2}=\max \left\{1, \frac{n_{x} L}{\tilde{D} \bar{N}}\right\} . \tag{2.84}
\end{equation*}
$$

Proof. Part (a). Since we have $m=N, \mu \leq \sqrt{\frac{1}{N}}$

$$
\begin{aligned}
& \mathrm{E}_{\Omega_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \frac{D_{w}^{2}}{2 N}+\frac{n_{x}\left(M^{2}+\sigma^{2}\right)}{m}+\frac{\mu^{2} L^{2} n_{x}^{2}}{m}+L \mu^{2} \\
\leq & \frac{D_{w}^{2}}{2 N}+\frac{n_{x}\left(M^{2}+\sigma^{2}\right)}{N}+\frac{L^{2} n_{x}^{2}}{N^{2}}+\frac{L}{N} \\
= & \frac{1}{N}\left(\frac{D_{w}^{2}}{2}+n_{x}\left(M^{2}+\sigma^{2}\right)+L\right)+\frac{L^{2} n_{x}^{2}}{N^{2}} .
\end{aligned}
$$

Part (b). The total number of $\mathcal{S Z O}$ calls is now fixed to be $\bar{N}$. Under the assumption that at each iteration $m$ times of $\mathcal{S Z O}$ are called, we have $\bar{N} / 2 m \leq N \leq \bar{N} / m$, and so

$$
\begin{align*}
& \mathrm{E}_{\Omega_{N}}\left[h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|\right] \\
\leq & \frac{D_{w}^{2}}{2 N}+\frac{n_{x}\left(M^{2}+\sigma^{2}\right)}{m}+\frac{\mu^{2} L^{2} n_{x}^{2}}{m}+L \mu^{2} \\
\leq & \frac{D_{w}^{2} m}{\bar{N}}+\frac{n_{x}\left(M^{2}+\sigma^{2}\right)}{m}+\frac{L^{2} n_{x}^{2}}{m \bar{N}}+\frac{L}{\bar{N}} \\
\leq & \frac{D_{w}^{2} m}{\bar{N}}+\frac{n_{x}\left(M^{2}+\sigma^{2}\right)}{m}+\frac{L^{2} n_{x}^{2}}{m \bar{N}}+\frac{L}{\bar{N}} . \tag{2.85}
\end{align*}
$$

Now noting the definitions of $\theta_{1}, \theta_{2}$ in 2.84 , we equivalently write $m$ as

$$
m=\left\lfloor\max \left\{\frac{\sqrt{n_{x}\left(M^{2}+\delta^{2}\right) \bar{N}}}{\tilde{D} \theta_{1}}, \frac{n_{x} L}{\tilde{D} \theta_{2}}\right\}\right\rfloor .
$$

Finally,

$$
\begin{align*}
& \text { RHS of (2.85) } \\
\leq \quad & \frac{D_{w}^{2}\left(\frac{\sqrt{n_{x}\left(M^{2}+\delta^{2}\right) \bar{N}}}{\tilde{D} \theta_{1}}+\frac{n_{x} L}{\tilde{D} \theta_{2}}\right)}{\bar{N}}+\frac{\sqrt{n_{x}\left(M^{2}+\sigma^{2}\right)} \tilde{D} \theta_{1}}{\sqrt{\bar{N}}}+\frac{n_{x} L \tilde{D} \theta_{2}}{\bar{N}}+\frac{L}{\bar{N}} \\
\leq \quad & \frac{D_{w}^{2}}{\tilde{D}} \frac{\sqrt{n_{x}\left(M^{2}+\delta^{2}\right)}}{\sqrt{\bar{N}}}+\frac{D_{w}^{2}}{\tilde{D}} \frac{n_{x} L}{\bar{N}}+\frac{\sqrt{n_{x}\left(M^{2}+\sigma^{2}\right)} \tilde{D} \theta_{1}}{\sqrt{\bar{N}}}+\frac{n_{x} L \tilde{D} \theta_{2}}{\bar{N}}+\frac{L}{\bar{N}} \\
=\quad & \frac{L}{\bar{N}}+\frac{n_{x} L}{\bar{N}}\left(\tilde{D} \theta_{2}+\frac{D_{w}^{2}}{\tilde{D}}\right)+\frac{\sqrt{n_{x}\left(M^{2}+\delta^{2}\right)}}{\sqrt{\bar{N}}}\left(\tilde{D} \theta_{1}+\frac{D_{w}^{2}}{\tilde{D}}\right) . \tag{2.86}
\end{align*}
$$

Remark that the complexity bound of $O(1 / N)$ in Part (a) of Corollary 2.4.6 is in terms of the iteration $N$. However, in the zeroth-order GADM algorithm we need to call $\mathcal{S Z O}$ multiple times at each iteration. The complexity in terms of the total number of calls to $\mathcal{S Z O}$ in Part (b) of Corollary 2.4.6 is denoted as $\bar{N}$, and this gives us a bound on the accuracy of $O(1 / \sqrt{\bar{N}})$.

### 2.5 Numerical Experiments

In this section, we test the performance of the new SGADM algorithm on two problem instances: the fused logistic regression and the graph-guided regularized logistic regression, on which we compare the performance of SGADM with three existing stochastic ADMM-type algorithms: STOC-ADMM, OPG-ADMM, and RDA-ADMM. Specifically, STOC-ADMM proposed in [93] is the first stochastic ADMM-type algorithms; OPGADMM proposed in [114] is designed as online ADMM-type algorithms, but is also applicable for solving stochastic optimization. As shown in [114], the RDA-ADMM improves the performance of the online ADMM [121]. Hence, we do not include online ADMM in our test.

For both models, the tests are conducted on four binary classification datasets: a9a, mushrooms, splice, w8a $\frac{1}{}$, and the summary of those datasets are shown in Table 2.2 More details of those two experiments will be presented in the following subsections separately.

[^0]| dataset | number of samples | dimensionality |
| :---: | :---: | :---: |
| $a 9 a$ | 32561 | 123 |
| mushrooms | 8124 | 112 |
| splice | 1000 | 60 |
| w8a | 64700 | 300 |

Table 2.2: Summary of datasets

### 2.5.1 Fused Logistic Regression

As suggested in [72], fused logistic regression, which incorporates a certain ordering information, is derived from the fused lasso problem and sparse logistic regression. Specifically, the sparse logistic regression problem (see [76]) is given by:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} l(x)+\beta\|x\|_{1}, \tag{2.87}
\end{equation*}
$$

where $l(x)=\frac{1}{m} \sum_{i=1}^{m} \log \left(1+\exp \left(-b_{i}\left(a_{i}^{\top} x\right)\right)\right)$, and $\left\{\left(a_{i}, b_{i}\right), i=1, \ldots, m\right\}$ is a given training set with $m$ samples $a_{1}, a_{2}, \ldots, a_{m}$ and $b_{i} \in\{ \pm 1\}, i=1, \ldots, m$ as the binary class labels. Combining requirements from the fused lasso [118] and the sparse logistic regression (2.87), the fused logistic regression that incorporates certain existed natural ordering features can be formulated as:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} l(x)+\beta\|x\|_{1}+\rho \sum_{j=2}^{n}\left|x_{j}-x_{j-1}\right| . \tag{2.88}
\end{equation*}
$$

If we further introduce a matrix $F \in \mathbb{R}^{(n-1) \times n}$, with all ones on the diagonal and negative ones on the super-diagonal and zeros elsewhere, then the problem boils down to

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} l(x)+\beta\|x\|_{1}+\rho\|F x\|_{1} \tag{2.89}
\end{equation*}
$$

By introducing another variable $y$, and imposing the constraint $F x=y$, this problem can be solved by stochastic ADMM. In fact, the total loss is in the form of expectation taken over the dataset under a uniform distribution.

In our experiments, the regularization parameters are set to be $\beta=5 \times 10^{-4}$ and $\rho=5 \times 10^{-3}$. For each dataset, we use 10 -fold cross-validation for training and testing. Three different measures of the performance are shown in the comparison of those tested
algorithms, including objective value, test loss, time cost and prediction error. Objective value measures the function value of the optimization problem (2.89) evaluated on the training data samples, whereas test loss is the value of the logistic loss function evaluated on the test data sample. Besides, prediction error is the classification error rate evaluated on the test dataset. The number of epochs represents the number of passes that have been run by the algorithms on the whole training data samples. Figure 2.1 shows the results of those algorithms for solving the fused logistic regression problem, where the results are averaged over ten runs on ten folds. We observe that the new SGADM algorithm is competitive to other stochastic ADMM-type algorithms. In fact, SGADM consumes less computational time, and often achieves the best performance in terms of objective value and test loss on various datasets, although the performances of these methods are not drastically different.


Figure 2.1: Comparison of SGADM, STOC-ADMM, RDA-ADMM, OPG-ADMM on Fused Logistic Regression. First Rows: objective values. Second Rows: test losses. Third Rows: time cost. Fourth Rows: Prediction Error.

### 2.5.2 Graph-guided Regularized Logistic Regression

In this subsection, we test those algorithms on the following graph-guided regularized logistic regression problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} l(x)+\frac{\beta}{2}\|x\|_{2}^{2}+\rho \sum_{(i, j) \in E} w_{i j}\left|x_{i}-x_{j}\right|, \tag{2.90}
\end{equation*}
$$

where $l(x)$ is sum of logistic loss that is similarly defined as in 2.88), and $E$ is the edge set in a certain graph. This model penalizes the difference between variables connected in the graph with different weight. By introducing a matrix $G \in \mathbb{R}^{n \times n}$ that captures the structure of the graph, the problem can be written as

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} l(x)+\frac{\beta}{2}\|x\|_{2}^{2}+\rho\|G x\|_{1} . \tag{2.91}
\end{equation*}
$$

With different loss functions, similar problems are considered in the graph-guided SVM [93] and generalized lasso [119]. Similar to fused logistic regression, by introducing another variable $y$ and imposing the constraint $G x=y$, this problem can also be solved by stochastic ADMM.

In our experiments, the regularization parameters are set as $\beta=10^{-2}$ and $\rho=10^{-5}$. For each dataset, we use 10 -fold cross-validation for training and testing. Moreover, the matrix $G$ in (2.91) is generated by sparse inverse covariance selection 107. Figure 2.2 shows the results of those algorithms for solving the graph-guided regularized logistic regression problem. Similar to the fused logistic regression, the new SGADM algorithm is comparable and competitive to other stochastic type ADMM algorithms.

### 2.6 Conclusions

In this chapter, we considered the problem of minimizing the sum of two convex functions, subject to linear coupled constraints. In contrast to the original setting of the ADMM, we assume that only some noisy estimation of the objective function is possible. Therefore, the classical ADMM cannot be applied in this context. To account for the available (informational) structure, in this chapter we proposed a suite of adapted variants of the ADMM, and establish their iteration complexity bounds accordingly, under very mild conditions. For instance, we do not assume the boundness of the optimal set, nor the coecivity of the objective function. Therefore, the analysis in this chapter ac-


Figure 2.2: Comparison of SGADM, STOC-ADMM, RDA-ADMM, OPG-ADMM on Graph-guided Regularized Logistic Regression. First Rows: objective values. Second Rows: test losses. Third Rows: time cost. Fourth Rows: Prediction Error.
tually generalizes (and simplifies at the same time) the existing results on the iteration complexity bounds for the ADMM type algorithms in terms of the feasibility/objective measurements. Finally, we remark that the new zeroth-order smoothing oracle uses a bounded support set (specifically, a sphere with scalable radius), which is different from a more conventional normal distribution-based smoothing (e.g. Nesterov [89]) for which the support set would be the whole space. Obviously, the bounded-set smoothing is important for the constrained problems, as the points to be sampled must be in the domain of the objective function. Interestingly, we managed to prove that not only the bounded-set smoothing is feasible, but also the approximation bounds can be improved, up to some constant factors.

### 2.7 Technical Proofs

### 2.7.1 Proof of Proposition 2.2.3

Here we will prove Proposition 2.2.3. Before proceeding, let us present some technical lemmas without proof.

Lemma 2.7.1 Suppose function $f$ is smooth and its gradient is Lipschitz continuous, i.e. (2.2) holds, then we have

$$
\begin{equation*}
f(x) \leq f(y)+\nabla f(y)^{\top}(x-y)+\frac{L}{2}\|x-y\|^{2} . \tag{2.92}
\end{equation*}
$$

Lemma 2.7.2 Suppose function $f$ is smooth and convex, and its gradient is Lipschitz continuous with the constant L, i.e. (2.2) holds. Then we have

$$
\begin{equation*}
(x-y)^{\top} \nabla f(z) \leq f(x)-f(y)+\frac{L}{2}\|z-y\|^{2} . \tag{2.93}
\end{equation*}
$$

Furthermore, if $f$ is $\kappa$-strongly convex, we have

$$
\begin{equation*}
(x-y)^{\top} \nabla f(z) \leq f(x)-f(y)+\frac{L}{2}\|z-y\|^{2}-\frac{\kappa}{2}\|x-z\|^{2} . \tag{2.94}
\end{equation*}
$$

Lemma 2.7.1 is also known as the descent lemma which is well known; one can find its proof in e.g. [6]. Lemma 2.7 .2 is similar to Fact 1 in [31] which follows from the (strong) convexity of $f$ and Lemma 2.7.1.

Proof of (2.19) in Proposition 2.2.3

Proof. First, by the optimality condition of the two subproblems in SGADM, we have $\forall y \in \mathcal{Y}$

$$
\left(y-y^{k+1}\right)^{\top}\left(\partial g\left(y^{k+1}\right)-B^{\top}\left(\lambda^{k}-\gamma\left(A x^{k}+B y^{k+1}-b\right)\right)-H\left(y^{k}-y^{k+1}\right)\right) \geq 0
$$

and $\forall x \in \mathcal{X}$

$$
\left(x-x^{k+1}\right)^{\top}\left(x^{k+1}-\left(x^{k}-\alpha_{k}\left(G\left(x^{k}, \xi^{k+1}\right)-A^{\top}\left(\lambda^{k}-\gamma\left(A x^{k}+B y^{k+1}-b\right)\right)\right)\right)\right) \geq 0
$$

where $\partial g(y)$ is a subgradient of $g$ at $y$. Using $\tilde{\lambda}^{k}=\lambda^{k}-\gamma\left(A x^{k}+B y^{k+1}-b\right)$ and the definition of $\tilde{w}^{k}$ in (2.13), the above two inequalities are equivalent to

$$
\begin{equation*}
\left(y-\tilde{y}^{k}\right)^{\top}\left(\partial g\left(\tilde{y}^{k}\right)-B^{\top} \tilde{\lambda}^{k}-H\left(y^{k}-y^{k+1}\right)\right) \geq 0, \quad \forall y \in \mathcal{Y} \tag{2.95}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(x-\tilde{x}^{k}\right)^{\top}\left(\alpha_{k}\left(G\left(x^{k}, \xi^{k+1}\right)-A^{\top} \tilde{\lambda}^{k}\right)-\left(x^{k}-\tilde{x}^{k}\right)\right) \geq 0, \quad \forall x \in \mathcal{X} \tag{2.96}
\end{equation*}
$$

Moreover,

$$
\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)-\left(-A\left(x^{k}-\tilde{x}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right)=0 .
$$

Thus

$$
\begin{equation*}
\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)=\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(-A\left(x^{k}-\tilde{x}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right) \tag{2.97}
\end{equation*}
$$

By the convexity of $g(y)$ and (2.95),

$$
\begin{equation*}
g(y)-g\left(\tilde{y}^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top}\left(-B^{\top} \tilde{\lambda}^{k}\right) \geq\left(y-\tilde{y}^{k}\right)^{\top} H\left(y^{k}-\tilde{y}^{k}\right), \quad \forall y \in \mathcal{Y} \tag{2.98}
\end{equation*}
$$

Since $\delta_{k+1}=G\left(x^{k}, \xi^{k+1}\right)-\nabla f\left(x^{k}\right)$, and by we have $\forall x \in \mathcal{X}$.

$$
\left(x-\tilde{x}^{k}\right)^{\top}\left(\alpha_{k}\left(\nabla f\left(x^{k}\right)-A^{\top} \tilde{\lambda}^{k}\right)+\alpha_{k} \delta_{k+1}-\left(x^{k}-\tilde{x}^{k}\right)\right) \geq 0, \quad \forall x \in \mathcal{X}
$$

which leads to

$$
\left(x-\tilde{x}^{k}\right)^{\top}\left(\alpha_{k}\left(\nabla f\left(x^{k}\right)-A^{\top} \tilde{\lambda}^{k}\right)\right) \geq\left(x-\tilde{x}^{k}\right)^{\top}\left(x^{k}-\tilde{x}^{k}\right)-\alpha_{k}\left(x-\tilde{x}^{k}\right)^{\top} \delta_{k+1}
$$

Using (2.93), the above further leads to

$$
\begin{align*}
& \alpha_{k}\left(f(x)-f\left(\tilde{x}^{k}\right)\right)+\left(x-\tilde{x}^{k}\right)^{\top}\left(-\alpha_{k} A^{\top} \tilde{\lambda}^{k}\right) \\
\geq & \left(x-\tilde{x}^{k}\right)^{\top}\left(x^{k}-\tilde{x}^{k}\right)-\alpha_{k}\left(x-\tilde{x}^{k}\right)^{\top} \delta_{k+1}-\frac{\alpha_{k} L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2}, \quad \forall x \in \mathcal{X} . \tag{2.99}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
\left(x-\tilde{x}^{k}\right)^{\top} \delta_{k+1} & =\left(x-x^{k}\right)^{\top} \delta_{k+1}+\left(x^{k}-\tilde{x}^{k}\right)^{\top} \delta_{k+1} \\
& \leq\left(x-x^{k}\right)^{\top} \delta_{k+1}+\frac{\eta_{k}}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}} . \tag{2.100}
\end{align*}
$$

Substituting (2.100) in (2.99), and dividing both sides by $\alpha_{k}$, we get

$$
\begin{align*}
& f(x)-f\left(\tilde{x}^{k}\right)+\left(x-\tilde{x}^{k}\right)^{\top}\left(-A^{\top} \tilde{\lambda}^{k}\right) \\
\geq & \frac{\left(x-\tilde{x}^{k}\right)^{\top}\left(x^{k}-\tilde{x}^{k}\right)}{\alpha_{k}}-\left(x-x^{k}\right)^{\top} \delta_{k+1}-\frac{\left\|\delta_{k+1}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2} . \tag{2.101}
\end{align*}
$$

Finally, (2.19) follows by summing (2.101), 2.98), and 2.97).

Now we show the second statement in Proposition 2.2.3.
Proof of 2.20 in Proposition 2.2 .3
Proof. First, by (2.14), we have $P\left(w^{k}-\tilde{w}^{k}\right)=\left(w^{k}-w^{k+1}\right)$, and so

$$
\left(w-\tilde{w}^{k}\right)^{\top} Q_{k}\left(w^{k}-\tilde{w}^{k}\right)=\left(w-\tilde{w}^{k}\right)^{\top} M_{k} P\left(w^{k}-\tilde{w}^{k}\right)=\left(w-\tilde{w}^{k}\right)^{\top} M_{k}\left(w^{k}-w^{k+1}\right)
$$

Applying the identity

$$
(a-b)^{\top} M_{k}(c-d)=\frac{1}{2}\left(\|a-d\|_{M_{k}}^{2}-\|a-c\|_{M_{k}}^{2}\right)+\frac{1}{2}\left(\|c-b\|_{M_{k}}^{2}-\|d-b\|_{M_{k}}^{2}\right)
$$

to the term $\left(w-\tilde{w}^{k}\right)^{\top} M_{k}\left(w^{k}-w^{k+1}\right)$, we obtain

$$
\begin{align*}
& \left(w-\tilde{w}^{k}\right)^{\top} M_{k}\left(w^{k}-w^{k+1}\right) \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M_{k}}^{2}-\left\|w-w^{k}\right\|_{M_{k}}^{2}\right)+\frac{1}{2}\left(\left\|w^{k}-\tilde{w}^{k}\right\|_{M_{k}}^{2}-\left\|w^{k+1}-\tilde{w}^{k}\right\|_{M_{k}}^{2}\right) . \tag{2.102}
\end{align*}
$$

Using (2.14) again, we have

$$
\begin{align*}
& \left\|w^{k}-\tilde{w}^{k}\right\|_{M_{k}}^{2}-\left\|w^{k+1}-\tilde{w}^{k}\right\|_{M_{k}}^{2} \\
= & \left\|w^{k}-\tilde{w}^{k}\right\|_{M_{k}}^{2}-\left\|\left(w^{k}-\tilde{w}^{k}\right)-\left(w^{k}-w^{k+1}\right)\right\|_{M_{k}}^{2} \\
= & \left\|w^{k}-\tilde{w}^{k}\right\|_{M_{k}}^{2}-\left\|\left(w^{k}-\tilde{w}^{k}\right)-P\left(w^{k}-\tilde{w}^{k}\right)\right\|_{M_{k}}^{2} \\
= & \left(w^{k}-\tilde{w}^{k}\right)^{\top}\left(2 M_{k} P-P^{\top} M_{k} P\right)\left(w^{k}-\tilde{w}^{k}\right) . \tag{2.103}
\end{align*}
$$

Note that $Q_{k}=M_{k} P$ and the definition of those matrices (see 2.12) , we have

$$
2 M_{k} P-P^{\top} M_{k} P=2 Q_{k}-P^{\top} Q_{k}=\left(\begin{array}{ccc}
H & 0 & 0 \\
0 & \frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A & A^{\top} \\
0 & -A & \frac{1}{\gamma} I_{m}
\end{array}\right)
$$

As a result,

$$
\begin{align*}
& \left(w^{k}-\tilde{w}^{k}\right)^{\top}\left(2 M_{k} P-P^{\top} M_{k} P\right)\left(w^{k}-\tilde{w}^{k}\right) \\
= & \left\|y^{k}-\tilde{y}^{k}\right\|_{H}^{2}+\frac{1}{\gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2}+\left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A\right)\left(x^{k}-\tilde{x}^{k}\right) \\
\geq & \left(x^{k}-\tilde{x}^{k}\right)^{\top}\left(\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A\right)\left(x^{k}-\tilde{x}^{k}\right) . \tag{2.104}
\end{align*}
$$

Combining (2.104), 2.103), and 2.102), the desired inequality (2.20) follows.

### 2.7.2 Proof of Proposition 2.3.1

We first show the first part of Proposition 2.3.1.
Proof of 2.48) in Proposition 2.3.1
Proof. by the optimality condition of the two subproblems in SGALM, we have $\forall y \in \mathcal{Y}$

$$
\left(y-y^{k+1}\right)^{\top}\left(y^{k+1}-y^{k}+\beta_{k}\left(S_{g}\left(y^{k}, \zeta^{k+1}\right)-B^{\top}\left(\lambda^{k}-\gamma\left(A x^{k}+B y^{k}-b\right)\right)\right)\right) \geq 0
$$

and also $\forall x \in \mathcal{X}$

$$
\left(x-x^{k+1}\right)^{\top}\left(x^{k+1}-x^{k}+\alpha_{k}\left(S_{f}\left(x^{k}, \xi^{k+1}\right)-A^{\top}\left(\lambda^{k}-\gamma\left(A x^{k}+B y^{k+1}-b\right)\right)\right)\right) \geq 0 .
$$

Using $\tilde{\lambda}^{k}=\lambda^{k}-\gamma\left(A x^{k}+B y^{k+1}-b\right)$ and the definition of $\tilde{w}^{k}$, the above two inequalities
are equivalent to

$$
\begin{equation*}
\left(y-\tilde{y}^{k}\right)^{\top}\left(\beta_{k}\left(S_{g}\left(y^{k}, \zeta^{k+1}\right)-B^{\top} \tilde{\lambda}^{k}\right)-\left(I_{n_{y}}-\beta_{k} \gamma B^{\top} B\right)\left(y^{k}-\tilde{y}^{k}\right)\right) \geq 0, \quad \forall y \in \mathcal{Y} \tag{2.105}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(x-\tilde{x}^{k}\right)^{\top}\left(\alpha_{k}\left(S_{f}\left(x^{k}, \xi^{k+1}\right)-A^{\top} \tilde{\lambda}^{k}\right)-\left(x^{k}-\tilde{x}^{k}\right)\right) \geq 0, \quad \forall x \in \mathcal{X} \tag{2.106}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)=\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(-A\left(x^{k}-\tilde{x}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right) . \tag{2.107}
\end{equation*}
$$

Since $\delta_{k+1}^{f}=S_{f}\left(x^{k}, \xi^{k+1}\right)-\nabla f\left(x^{k}\right)$ and using (2.106), similar to 2.99) and 2.100) we have

$$
\begin{align*}
& f(x)-f\left(\tilde{x}^{k}\right)+\left(x-\tilde{x}^{k}\right)^{\top}\left(-A^{\top} \tilde{\lambda}^{k}\right) \\
\geq & \frac{\left(x-\tilde{x}^{k}\right)^{\top}\left(x^{k}-\tilde{x}^{k}\right)}{\alpha_{k}}-\left(x-x^{k}\right)^{\top} \delta_{k+1}^{f}-\frac{\left\|\delta_{k+1}^{f}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2} . \tag{2.108}
\end{align*}
$$

Similarly, since $\delta_{k+1}^{g}=S_{g}\left(y^{k}, \zeta^{k+1}\right)-\nabla g\left(y^{k}\right)$ and using 2.105, we also have

$$
\begin{align*}
& g(y)-g\left(\tilde{y}^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top}\left(-B^{\top} \tilde{\lambda}^{k}\right) \\
\geq & \left(y-\tilde{y}^{k}\right)^{\top}\left(\frac{1}{\beta_{k}} I_{n_{y}}-\gamma B^{\top} B\right)\left(y^{k}-\tilde{y}^{k}\right) \\
& -\left(y-y^{k}\right)^{\top} \delta_{k+1}^{g}-\frac{\left\|\delta_{k+1}^{g}\right\|^{2}}{2 \eta_{k}}-\frac{\eta_{k}+L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2} . \tag{2.109}
\end{align*}
$$

Finally, (2.48) follows by summing 2.109, 2.108, and (2.107).

Notice that $\hat{Q}_{k}=\hat{M}_{k} P$ and

$$
\begin{aligned}
2 M_{k} P-P^{\top} M_{k} P & =\left(\begin{array}{ccc}
H_{k} & 0 & 0 \\
0 & \frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A & A^{\top} \\
0 & -A & \frac{1}{\gamma} I_{m}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
\frac{1}{\alpha_{k}} I_{n_{x}}-\gamma B^{\top} B & 0 & 0 \\
0 & \frac{1}{\alpha_{k}} I_{n_{x}}-\gamma A^{\top} A & A^{\top} \\
0 & -A & \frac{1}{\gamma} I_{m}
\end{array}\right) .
\end{aligned}
$$

Inequality (2.49) in Proposition 2.3 .1 follows similarly as the derivation of 2.20) in Proposition 2.2.3.

### 2.7.3 Properties of the Smoothing Function

In this subsection, we will prove Lemma 2.4.1. Before that, we need some technical preparations which are summarized in the following lemma.

Lemma 2.7.3 Let $\alpha(n)$ be the volume of the unit ball in $\mathbb{R}^{n}$, and $\beta(n)$ be the surface area of the unit sphere in $\mathbb{R}^{n}$. We also denote $B$, and $S_{p}$, to be the unit ball and unit sphere respectively.
(a) If $M_{p}$ is defined as $M_{p}=\frac{1}{\alpha(n)} \int_{v \in B}\|v\|^{p} d v$, we have

$$
\begin{equation*}
M_{p}=\frac{n}{n+p} . \tag{2.110}
\end{equation*}
$$

(b) Let $I$ be the identity matrix in $\mathbb{R}^{n \times n}$, then

$$
\begin{equation*}
\int_{S_{p}} v v^{\top} d v=\frac{\beta(n)}{n} I \tag{2.111}
\end{equation*}
$$

Proof. For (a), we can directly compute $M_{p}$ by using the polar coordinates,

$$
M_{p}=\frac{1}{\alpha(n)} \int_{B}\|v\|^{p} d v=\frac{1}{\alpha(n)} \int_{0}^{1} \int_{S_{p}} r^{p} r^{n-1} d r d \theta=\frac{1}{n+p} \frac{\beta(n)}{\alpha(n)}=\frac{n}{n+p} .
$$

For (b), Let $V=v v^{\top}$, then we know that $V_{i j}=v_{i} v_{j}$. Therefore, if $i \neq j$, by the symmetry of the unit sphere $S_{p}$ (i.e. if $v \in S_{p}, v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$, then $w \in S_{p}$ for all
$\left.w=\left( \pm v_{1}, \pm v_{2}, \ldots, \pm v_{n}\right)\right)$, we have

$$
\int_{S_{p}} V_{i j} d v=\int_{S_{p}} v_{i} v_{j} d v=\int_{S_{p}}-v_{i} v_{j} d v=\int_{S_{p}}-V_{i j} d v
$$

Thus, we obtain $\int_{S_{p}} V_{i j} d v=0$.
If $i=j$, we know that $V_{i i}=v_{i}^{2}$. Since we already know that

$$
\int_{S_{p}}\left(v_{1}^{2}+v_{2}^{2}+\cdots+v_{n}^{2}\right) d v=\int_{S_{p}}\|v\|^{2} d v=\beta(n)
$$

Then, by symmetry, we have

$$
\int_{S_{p}} v_{1}^{2} d v=\int_{S_{p}} v_{2}^{2} d v=\cdots=\int_{S_{p}} v_{n}^{2} d v=\frac{\beta(n)}{n} .
$$

Thus we also have $\int_{S_{p}} V_{i i}^{2} d v=\frac{\beta(n)}{n}$, for $i=1,2, \ldots, n$. Therefore, $\int_{S_{p}} v v^{\top} d v=\frac{\beta(n)}{n} I$.

By the next three propositions, the part (b) of Lemma 2.4.1 is shown; for part (a) and (c) of Lemma 2.4.1, the proof can be found in [109.

Proposition 2.7.4 If $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\left|f_{\mu}(x)-f(x)\right| \leq \frac{L \mu^{2}}{2} \tag{2.112}
\end{equation*}
$$

Proof. Since $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
&\left|f_{\mu}(x)-f(x)\right|=\left|\frac{1}{\alpha(n)} \int_{B} f(x+\mu v) d v-f(x)\right| \\
&=\left|\frac{1}{\alpha(n)} \int_{B}\left(f(x+\mu v)-f(x)-\nabla f(x)^{\top} \mu v\right) d v\right| \\
& \leq \int_{B}\left|\left(f(x+\mu v)-f(x)-\nabla f(x)^{\top} \mu v\right)\right| d v \\
& \leq \int_{B} \frac{L \mu^{2}}{2}\|v\|^{2} d v \\
& \text { (2.110) } \frac{L \mu^{2}}{2} \frac{n}{n+2} \leq \frac{L \mu^{2}}{2}
\end{aligned}
$$

Proposition 2.7.5 If $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\left\|\nabla f_{\mu}(x)-\nabla f(x)\right\| \leq \frac{\mu n L}{2} \tag{2.113}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
&\left\|\nabla f_{\mu}(x)-\nabla f(x)\right\| \\
&=\left\|\frac{1}{\beta(n)}\left[\frac{n}{\mu} \int_{S_{p}} f(x+\mu v) v d v\right]-\nabla f(x)\right\| \\
& \stackrel{(2.111)}{=}\left\|\frac{1}{\beta(n)}\left[\frac{n}{\mu} \int_{S_{p}} f(x+\mu v) v d v-\int_{S_{p}} \frac{n}{\mu} f(x) v d v-\int_{S_{p}} \frac{n}{\mu}\langle\nabla f(x), \mu v\rangle v d v\right]\right\| \\
& \left.\leq \quad \frac{n}{\beta(n) \mu} \int_{S_{p}} \right\rvert\, f(x+\mu v)-f(x)-\langle\nabla f(x), \mu v\rangle\|v\| d v \\
& \leq \quad \frac{n}{\beta(n) \mu} \frac{L \mu^{2}}{2} \int_{S_{p}}\|v\|^{3} d v=\frac{\mu n L}{2} .
\end{aligned}
$$

Proposition 2.7.6 If $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$, and the $\mathcal{S Z O}$ defined as $g_{\mu}(x)=\frac{n}{\mu}[f(x+\mu v)-$ $f(x)] v$, then we have

$$
\begin{equation*}
\mathrm{E}_{v}\left[\left\|g_{\mu}(x)\right\|^{2}\right] \leq 2 n\|\nabla f(x)\|^{2}+\frac{\mu^{2}}{2} L^{2} n^{2} . \tag{2.114}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
& \mathrm{E}_{v}\left[\left\|g_{\mu}(x)\right\|^{2}\right] \\
&= \frac{1}{\beta(n)} \int_{S_{p}} \frac{n^{2}}{\mu^{2}}|f(x+\mu v)-f(x)|^{2}\|v\|^{2} d v \\
&= \frac{n^{2}}{\beta(n) \mu^{2}} \int_{S_{p}}[f(x+\mu v)-f(x)-\langle\nabla f(x), \mu v\rangle+\langle\nabla f(x), \mu v\rangle]^{2} d v \\
& \leq \frac{n^{2}}{\beta(n) \mu^{2}} \int_{S_{p}}\left[2(f(x+\mu v)-f(x)-\langle\nabla f(x), \mu v\rangle)^{2}+2(\langle\nabla f(x), \mu v\rangle)^{2}\right] d v \\
& \leq \frac{n^{2}}{\beta(n) \mu^{2}}\left[\int_{S_{p}} 2\left(\frac{L \mu^{2}}{2}\|v\|^{2}\right)^{2} d v+2 \mu^{2} \int_{S_{p}} \nabla f(x)^{\top} v v^{\top} \nabla f(x) d v\right] \\
& \stackrel{2.111}{=} \quad \frac{n^{2}}{\beta(n) \mu^{2}}\left[\frac{L^{2} \mu^{4}}{2} \beta(n)+2 \mu^{2} \frac{\beta(n)}{n}\|\nabla f(x)\|^{2}\right] \\
&= 2 n\|\nabla f(x)\|^{2}+\frac{\mu^{2}}{2} L^{2} n^{2} .
\end{aligned}
$$

## Chapter 3

## First-Order Algorithms for Convex Optimization with Nonseparable Objective and Coupled Constraints

### 3.1 Preliminaries

Before we discuss the general multi-block optimization model (1.7), for the simplicity of presentation we first consider the following model:

$$
\begin{array}{ll}
\min & f(x, y)+h_{1}(x)+h_{2}(y) \\
\text { s.t. } & A x+B y=b,  \tag{3.1}\\
& x \in \mathcal{X}, y \in \mathcal{Y}
\end{array}
$$

where $x \in \mathbb{R}^{p}, y \in \mathbb{R}^{q}, A \in \mathbb{R}^{m \times p}, B \in \mathbb{R}^{m \times q}, b \in \mathbb{R}^{m}, \mathcal{X}, \mathcal{Y}$ are closed convex sets, $f$ is a smooth jointly convex function, and $h_{1}, h_{2}$ are (possibly nonsmooth) convex functions. In this chapter, the augmented Lagrangian function for problem (3.1) is defined as

$$
\mathcal{L}_{\gamma}(x, y, \lambda)=f(x, y)+h_{1}(x)+h_{2}(y)-\lambda^{\top}(A x+B y-b)+\frac{\gamma}{2}\|A x+B y-b\|^{2}
$$

where $\lambda$ is the multiplier.
As we will show that under the assumptions that the gradient of the coupling func-
tion $\nabla f$ is Lipschitz continuous and one of $h_{1}$ and $h_{2}$ is strongly convex, then an $O(1 / N)$ convergence rate of ADMM can still be assured. We also show that APGMM, AGPMM, and their hybrid version have a convergence rate of $O(1 / N)$ if $\nabla f$ is Lipschitz continuous. Moreover, we show that ADMM can be extended to the multi-block model (1.7). Similarly, under the Lipschitz continuity of $\nabla f$ and the assumptions in [74], an $O(1 / N)$ iteration bound still holds for the multi-block model.

The rest of this chapter is organized as follows. In Section 3.2, we introduce ADMM, APGMM, AGPMM and their hybrids. The results on the rate of convergence of these algorithms are presented in the subsections of the same section, while the detailed proofs of the convergence results are presented in Appendix 3.5. In Section 3.3, we extend our analysis of the ADMM to a general setting with multiple (more than 2) blocks of variables. Finally, we conclude the chapter in Section 3.4 .

### 3.2 New Algorithms

Let us first introduce some notations that will be frequently used in the analysis later. The aggregated primal variables $x, y$ and the primal-dual variables $x, y, \lambda$ are respectively denoted by $u$ and $w$, and the primal-dual mapping $F$; namely

$$
u:=\binom{x}{y}, \quad w:=\left(\begin{array}{l}
x  \tag{3.2}\\
y \\
\lambda
\end{array}\right), \quad F(w):=\left(\begin{array}{c}
-A^{\top} \lambda \\
-B^{\top} \lambda \\
A x+B y-b
\end{array}\right)
$$

and $h(u):=f(x, y)+h_{1}(x)+h_{2}(y)$.
Throughout this chapter, we assume $f$ to be smooth and has a Lipschitz continuous gradient; i.e.

Assumption 3.2.1 The coupling function $f$ satisfies

$$
\begin{equation*}
\left\|\nabla f\left(u_{2}\right)-\nabla f\left(u_{1}\right)\right\| \leq L\left\|u_{2}-u_{1}\right\|, \forall u_{1}, u_{2} \in \mathcal{X} \times \mathcal{Y} \tag{3.3}
\end{equation*}
$$

where $L$ is a Lipschitz constant for $\nabla f$.
For a function $f$ satisfying Assumption 3.2.1, it is useful to note the following inequalities.

Lemma 3.2.1 Suppose that function $f$ satisfies (3.3), then we have

$$
\begin{equation*}
f\left(u_{2}\right) \leq f\left(u_{1}\right)+\nabla f\left(u_{1}\right)^{\top}\left(u_{2}-u_{1}\right)+\frac{L}{2}\left\|u_{2}-u_{1}\right\|^{2} \tag{3.4}
\end{equation*}
$$

for any $u_{1}, u_{2}$. In general, if $f$ is also convex then

$$
\begin{equation*}
f\left(u_{2}\right) \leq f\left(u_{1}\right)+\nabla f\left(u_{3}\right)^{\top}\left(u_{2}-u_{1}\right)+\frac{L}{2}\left\|u_{2}-u_{3}\right\|^{2} \tag{3.5}
\end{equation*}
$$

for any $u_{1}, u_{2}, u_{3}$.
The proof of this lemma is similar to 2.2 .2 , we omit it here.
For convenience of analysis, we introduce some matrix notations. Let

$$
Q:=\left(\begin{array}{ccc}
G & 0 & 0  \tag{3.6}\\
0 & \gamma B^{\top} B & 0 \\
0 & -B & \frac{1}{\gamma} I_{m}
\end{array}\right), \quad P:=\left(\begin{array}{ccc}
I_{p} & 0 & 0 \\
0 & I_{q} & 0 \\
0 & -\gamma B & I_{m}
\end{array}\right), \quad M:=\left(\begin{array}{ccc}
G & 0 & 0 \\
0 & \gamma B^{\top} B & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right)
$$

hence, $Q=M P$. Suppose the sequence $\left\{w^{k}\right\}$ is generated by an algorithm, we introduce an auxiliary sequence:

$$
\tilde{w}^{k}:=\left(\begin{array}{c}
\tilde{x}^{k}  \tag{3.7}\\
\tilde{y}^{k} \\
\tilde{\lambda}^{k+1}
\end{array}\right)=\binom{y^{k+1}}{\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)} .
$$

Based on (3.7) and (3.6), the relationship between the new sequence $\left\{\tilde{w}^{k}\right\}$ and the original $\left\{w^{k}\right\}$ is

$$
\begin{equation*}
w^{k+1}=w^{k}-P\left(w^{k}-\tilde{w}^{k}\right) . \tag{3.8}
\end{equation*}
$$

### 3.2.1 The Alternating Direction Method of Multipliers

As we discussed earlier, the ADMM can be applied straightforwardly to solve (3.1), assuming that the augmented Lagrangian (with a proximal term) can be optimized for each block of variables, while other variables are fixed. This gives rise to the following scheme:

```
ADMM
Initialize \(x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y}\) and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(x^{k+1}=\arg \min _{x \in \mathcal{X}} \mathcal{L}_{\gamma}\left(x, y^{k}, \lambda^{k}\right)+\frac{1}{2}\left\|x-x^{k}\right\|_{G}^{2} ;\)
    \(y^{k+1}=\arg \min _{y \in \mathcal{Y}} \mathcal{L}_{\gamma}\left(x^{k+1}, y, \lambda^{k}\right)+\frac{1}{2}\left\|y-y^{k}\right\|_{H}^{2} ;\)
    \(\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\).
end for
```

In the above algorithm, $G$ and $H$ are two pre-specified positive semidefinite matrices. The main result concerning its convergence and iteration complexity are summarized in the following theorem, whose proof can be found in Appendix 3.5.1.

Theorem 3.2.2 Suppose that $\nabla f$ satisfies Lipschitz condition (3.3), and $h_{2}(y)$ is strongly convex with parameter $\sigma>0$, i.e.

$$
\begin{equation*}
h_{2}(y) \geq h_{2}(z)+h_{2}^{\prime}(z)^{\top}(y-z)+\frac{\sigma}{2}\|y-z\|^{2} \tag{3.9}
\end{equation*}
$$

where $h_{2}^{\prime}(z) \in \partial h_{2}(z)$ is a subgradient of $h_{2}(z)$. Let $\left\{w^{k}\right\}$ be the sequence generated by the $A D M M$, and $G \succ 0, H \succ\left(L+\frac{L^{2}}{\sigma}\right) I_{q}$. Then the sequence $\left\{w^{k}\right\}$ generated by the ADMM converges to an optimal solution. Moreover, for any integer $n>0$ letting

$$
\begin{equation*}
\bar{u}_{n}:=\frac{1}{n} \sum_{k=1}^{n} u^{k}, \tag{3.10}
\end{equation*}
$$

we have

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 N}\left(\operatorname{dist}\left(x^{0}, \mathcal{X}^{*}\right)_{G}^{2}+\operatorname{dist}\left(y^{0}, \mathcal{Y}^{*}\right)_{\hat{H}}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{3.11}
\end{align*}
$$

where $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ is the optimal solution set, $\operatorname{dist}(x, S)_{M}:=\inf _{y \in S}\|x-y\|_{M}$, and $\hat{H}:=$ $\gamma B^{\top} B+H$.

We quote Lemma 2.4 in [38] as follows:
Assume that $\rho>0$, and $\tilde{x} \in X$ is an approximate solution of the problem $f^{*}:=\inf \{f(x): A x-b=0, x \in X\}$ where $f$ is convex, satisfying

$$
\begin{equation*}
f(\bar{x})-f^{*}+\rho\|A \bar{x}-b\| \leq \epsilon . \tag{3.12}
\end{equation*}
$$

Then, we have

$$
\|A \bar{x}-b\| \leq \frac{\epsilon}{\rho-\left\|\lambda^{*}\right\|} \text { and } f(\bar{x})-f^{*} \leq \epsilon
$$

where $\lambda^{*}$ is an optimal Lagrange multiplier associated with the constraint $A x-b=0$ in the problem $\inf \{f(x): A x-b=0, x \in X\}$, assuming $\left\|\lambda^{*}\right\|<\rho$.

In other words, estimation (3.11) in Theorem 3.2 .2 automatically establishes that

$$
h\left(\bar{u}_{N}\right)-h\left(u^{*}\right) \leq O(1 / N) \text { and }\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \leq O(1 / N) .
$$

The same applies to all subsequent iteration complexity results presented in this section.

### 3.2.2 The Alternating Proximal Gradient Method of Multipliers

In some applications, the augmented Lagrangian function may be difficult to minimize for some block of variables, while fixing all others. In this subsection we consider an approach where we apply proximal gradient for each block of variables. The method bears some similarity to the Iterative Shrinkage-Thresholding (ISTA) Algorithm (cf. [3]), although we are dealing with multiple blocks of variables here. We shall call the new method Alternating Proximal Gradient Method of Multipliers (APGMM), presented as follows:

```
APGMM
Initialize \(x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y}\) and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(x^{k+1}=\arg \min _{x \in \mathcal{X}} \nabla_{x} f\left(x^{k}, y^{k}\right)^{\top}\left(x-x^{k}\right)+h_{1}(x)+\frac{\gamma}{2}\left\|A x+B y^{k}-b-\frac{1}{\gamma} \lambda^{k}\right\|^{2} ;\)
        \(+\frac{1}{2}\left\|x-x^{k}\right\|_{G}^{2}\)
    \(y^{k+1}=\arg \min _{y \in \mathcal{Y}} \nabla_{y} f\left(x^{k}, y^{k}\right)^{\top}\left(y-y^{k}\right)+h_{2}(y)+\frac{\gamma}{2}\left\|A x^{k+1}+B y-b-\frac{1}{\gamma} \lambda^{k}\right\|^{2} ;\)
            \(+\frac{1}{2}\left\|y-y^{k}\right\|_{H}^{2}\)
    \(\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\).
end for
```

The convergence property and iteration complexity are summarized in the following theorem, whose proof is in Appendix 3.5.2.

Theorem 3.2.3 Suppose that $\nabla f$ satisfies Lipschitz condition (3.3). Let $\left\{w^{k}\right\}$ be the sequence generated by the APGMM, and $G \succ L I_{p}$ and $H \succ L I_{q}$. Then, the sequence
$\left\{w^{k}\right\}$ generated by the APGMM converges to an optimal solution. Moreover, for any integer $n>0$, letting

$$
\bar{u}_{n}:=\frac{1}{n} \sum_{k=1}^{n} u^{k},
$$

it holds that

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 N}\left(\operatorname{dist}\left(x^{0}, \mathcal{X}^{*}\right)_{G}^{2}+\operatorname{dist}\left(y^{0}, \mathcal{Y}^{*}\right)_{\hat{H}}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right), \tag{3.13}
\end{align*}
$$

where $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ is the optimal solution set, $\operatorname{dist}(x, S)_{M}:=\inf _{y \in S}\|x-y\|_{M}$, and $\hat{H}:=$ $\gamma B^{\top} B+H$.

### 3.2.3 The Alternating Gradient Projection Method of Multipliers

Implementing proximal gradient step may still be difficult for some instances of applications. It is therefore natural to further simplify the step to Gradient Projection. Namely, for each block of variables we simply sequentially compute the projection of the gradient of the augmented Lagrangian function before updating the multipliers. The method is depicted as follows:

```
AGPMM
Initialize \(x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y}\) and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(x^{k+1}=\left[x^{k}-\alpha\left(\nabla_{x} f\left(x^{k}, y^{k}\right)+\nabla_{x} h_{1}\left(x^{k}\right)-A^{\top} \lambda^{k}+A^{\top}\left(A x^{k}+B y^{k}-b\right)\right)\right] \mathcal{X} ;\)
    \(y^{k+1}=\left[y^{k}-\alpha\left(\nabla_{y} f\left(x^{k}, y^{k}\right)+\nabla_{y} h_{2}\left(y^{k}\right)-B^{\top} \lambda^{k}+B^{\top}\left(A x^{k+1}+B y^{k}-b\right)\right)\right] \mathcal{Y} ;\)
    \(\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\).
end for
```

where $[x]_{\mathcal{X}}$ denotes the projection of $x$ onto $\mathcal{X}$, and $[y]_{\mathcal{Y}}$ denotes the projection of $y$ onto $\mathcal{Y}$.

Note here that we used 'PG' as acronym for Proximal Gradient, and 'GP' as acronym for Gradient Projection. The acronyms are quite similar, and so some attention is needed not to confuse the two! Below we shall present the main convergence and the iteration complexity results for the above method; the proof of the theorem can be found in Appendix 3.5.3.

Theorem 3.2.4 Suppose that $\nabla f$ satisfies Lipschitz condition (3.3). Let $w^{k}$ be the sequence generated by the AGPMM, and $G:=\gamma A^{\top} A+\frac{1}{\alpha} I_{p}, H:=\frac{1}{\alpha} I_{q}-\gamma B^{\top} B$. Moreover, suppose that $\alpha$ is chosen to satisfy $H-2 L I_{q} \succ 0$, and $G-2 L I_{p} \succ 0$. Then, the sequence $\left\{w^{k}\right\}$ generated by the AGPMM converges to an optimal solution. For any integer $n>0$, letting

$$
\bar{u}_{n}:=\frac{1}{n} \sum_{k=1}^{n} u^{k},
$$

it holds that

$$
\begin{aligned}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 N}\left(\operatorname{dist}\left(x^{0}, \mathcal{X}^{*}\right)_{G}^{2}+\operatorname{dist}\left(y^{0}, \mathcal{Y}^{*}\right)_{\hat{H}}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right),
\end{aligned}
$$

where $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ is the optimal solution set, $\operatorname{dist}(x, S)_{M}:=\inf _{y \in S}\|x-y\|_{M}$, and $\hat{H}=$ $\gamma B^{\top} B+H$.

### 3.2.4 The Hybrids

There are instances where one part of the block variables is easy to deal with, while the other part is difficult, e.g. [72]. To take advantage of that situation, we propose the following two types of hybrid methods. The first one is to combine ADMM with Proximal Gradient in two blocks of variables:

```
ADM-PG
Initialize \(x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y}\) and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(x^{k+1}=\arg \min _{x \in \mathcal{X}} \mathcal{L}_{\gamma}\left(x, y^{k}, \lambda^{k}\right)+\frac{1}{2}\left\|x-x^{k}\right\|_{G}^{2} ;\)
    \(y^{k+1}=\arg \min _{y \in \mathcal{Y}} \nabla_{y} f\left(x^{k+1}, y^{k}\right)^{\top}\left(y-y^{k}\right)+h_{2}(y)+\frac{\gamma}{2}\left\|A x^{k+1}+B y-b-\frac{1}{\gamma} \lambda^{k}\right\|^{2} ;\)
        \(+\frac{1}{2}\left\|y-y^{k}\right\|_{H}^{2}\)
    \(\lambda^{k+1}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\).
```

end for

The iteration complexity of the above method is as follows. The proof of the theorem can be found in Appendix 3.5.4.

Theorem 3.2.5 Suppose that $\nabla f$ satisfies Lipschitz condition (3.3). Let $w^{k}$ be the sequence generated by the $A D M-P G$, and $G \succ 0, H \succ L I_{q}$. Then, the sequence $\left\{w^{k}\right\}$ generated by the APGMM converges to an optimal solution. For any integer $n>0$, letting

$$
\begin{equation*}
\bar{u}_{n}:=\frac{1}{n} \sum_{k=1}^{n} u^{k}, \tag{3.14}
\end{equation*}
$$

it holds that

$$
\begin{aligned}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 N}\left(\operatorname{dist}\left(x^{0}, \mathcal{X}^{*}\right)_{G}^{2}+\operatorname{dist}\left(y^{0}, \mathcal{Y}^{*}\right)_{\hat{H}}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right),
\end{aligned}
$$

where $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ is the optimal solution set, $\operatorname{dist}(x, S)_{M}:=\inf _{y \in S}\|x-y\|_{M}$, and $\hat{H}:=$ $\gamma B^{\top} B+H$.

Another possible approach is to combine ADMM with Gradient Projection, which works as follows:

```
ADM-GP
Initialize \(x^{0} \in \mathcal{X}, y^{0} \in \mathcal{Y}\) and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(\begin{aligned} x^{k+1} & =\arg \min _{x \in \mathcal{X}} \mathcal{L}_{\gamma}\left(x, y^{k}, \lambda^{k}\right)+\frac{1}{2}\left\|x-x^{k}\right\|_{G}^{2} ; \\ y^{k+1} & =\left[y^{k}-\alpha\left(\nabla_{y} f\left(x^{k+1}, y^{k}\right)+\nabla_{y} h_{2}\left(y^{k}\right)-B^{\top} \lambda^{k}+B^{\top}\left(A x^{k+1}+B y^{k}-b\right)\right)\right] \mathcal{Y} ; \\ \lambda^{k+1} & =\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right) .\end{aligned}\)
end for
```

The main convergence result is as follows, and the proof of the theorem can be found in Appendix 3.5.4.

Theorem 3.2.6 Let $w^{k}$ be the sequence generated by the ADM-GP, $G \succ 0$ and $H$ := $\frac{1}{\alpha} I_{q}-\gamma B^{\top} B$. Moreover, suppose that $\alpha$ is chosen to satisfy $H-L I_{q} \succ 0$. Then, the sequence $\left\{w^{k}\right\}$ generated by the ADM-GP converges to an optimal solution. For any integer $n>0$, letting

$$
\bar{u}_{n}:=\frac{1}{n} \sum_{k=1}^{n} u^{k},
$$

it holds that

$$
\begin{aligned}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 N}\left(\operatorname{dist}\left(x^{0}, \mathcal{X}^{*}\right)_{G}^{2}+\operatorname{dist}\left(y^{0}, \mathcal{Y}^{*}\right)_{\hat{H}}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right),
\end{aligned}
$$

where $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ is the optimal solution set, $\operatorname{dist}(x, S)_{M}:=\inf _{y \in S}\|x-y\|_{M}$, and $\hat{H}:=$ $\gamma B^{\top} B+H$.

### 3.3 The General Multi-Block Model

Different variations of the ADMM have been a popular subject of study in the recent years, and the ADMM has been extended to solve general formulation with multiple blocks of variables; see [74] and the references therein for more information. In this section we shall discuss the iteration complexity of the ADMM for multi-block optimization with a nonseparable objective function. In particular, the problem that we consider is as follows:

$$
\begin{array}{ll}
\min & f\left(x_{1}, x_{2}, \ldots, x_{n}\right)+\sum_{i=1}^{n} h_{i}\left(x_{i}\right) \\
\text { s.t. } & A_{1} x_{1}+A_{2} x_{2}+\cdots+A_{n} x_{n}=b,  \tag{3.15}\\
& x_{i} \in \mathcal{X}_{i}, i=1,2, \ldots, n
\end{array}
$$

where $A_{i} \in \mathbb{R}^{m \times p_{i}}, b \in \mathbb{R}^{m}, \mathcal{X}_{i} \subset \mathbb{R}^{p_{i}}$ are closed convex sets, and $f, h_{i} i=1, \ldots, n$, are convex closed functions. Note that many important applications are in the form of (3.15), e.g. multi-stage stochastic programming. Accordingly, the ADMM algorithm for solving the problem (3.15) is:

```
The Multi-block ADMM
Initialize with \(x_{i}^{0} \in \mathcal{X}_{i}, i=1, \ldots, n\), and \(\lambda^{0}\)
for \(k=0,1, \cdots\), do
    \(x_{1}^{k+1}=\arg \min _{x_{1} \in \mathcal{X}_{1}} \mathcal{L}_{\gamma}\left(x_{1}, x_{2}^{k}, \ldots, x_{n}^{k}, \lambda^{k}\right)+\frac{1}{2}\left\|x_{1}-x_{1}^{k}\right\|_{H_{1}}^{2} ;\)
    \(x_{2}^{k+1}=\arg \min _{x_{2} \in \mathcal{X}_{2}} \mathcal{L}_{\gamma}\left(x_{1}^{k+1}, x_{2}, x_{3}^{k} \ldots, x_{n}^{k}, \lambda^{k}\right)+\frac{1}{2}\left\|x_{2}-x_{2}^{k}\right\|_{H_{2}}^{2} ;\)
    \(x_{i}^{k+1}=\arg \min _{x_{i} \in \mathcal{X}_{i}} \mathcal{L}_{\gamma}\left(x_{1}^{k+1}, \ldots, x_{i-1}^{k+1}, x_{i}, x_{i+1}^{k} \ldots, x_{n}^{k}, \lambda^{k}\right)+\frac{1}{2}\left\|x_{i}-x_{i}^{k}\right\|_{H_{i}}^{2} ;\)
    \(x_{n}^{k+1}=\arg \min _{x_{n} \in \mathcal{X}_{n}} \mathcal{L}_{\gamma}\left(x_{1}^{k+1}, \ldots, x_{n-1}^{k+1}, x_{n}, \lambda^{k}\right)+\frac{1}{2}\left\|x_{n}-x_{n}^{k}\right\|_{H_{n}}^{2} ;\)
    \(\lambda^{k+1}=\lambda^{k}-\beta\left(A_{1} x_{1}^{k+1}+A_{2} x_{2}^{k+1}+\cdots+A_{n} x_{n}^{k+1}\right)\).
end for
```

where $H_{i}, i=1, \ldots, n$, are pre-specified positive semidefinite matrices, $\gamma$ is the augmented Lagrangian constant, and $\beta$ is the dual stepsize. An $O(1 / N)$ convergence rate of the ADMM can still be shown to hold for this general problem. In the following subsection, we sketch a convergence rate analysis highlighting the key components and steps. The details, however, will be omitted for succinctness.

Let us start with the assumptions.
Assumption 3.3.1 The functions $h_{i}, i=2, \ldots, n$, are strongly convex with parameters $\sigma_{i}>0$ :

$$
h_{i}(y) \geq h_{i}(x)+(y-x)^{\top} h_{i}^{\prime}(x)+\frac{\sigma_{i}}{2}\|y-x\|^{2},
$$

where $h_{i}^{\prime}(x) \in \partial h_{i}(x)$ is in subdifferential of $h_{i}(x)$.
Assumption 3.3.2 The gradient of function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is Lipschitz continuous with parameter $L \geq 0$ :

$$
\left\|\nabla f\left(x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right)-\nabla f\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right\| \leq L\left\|\left(x_{1}^{\prime}-x_{1}, x_{2}^{\prime}-x_{2}, \ldots, x_{n}^{\prime}-x_{n}\right)\right\|
$$

for all $\left(x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right),\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{n}$.
In all the following propositions and theorems, we denote $w^{k}=\left(x_{1}^{k}, \ldots, x_{n}^{k}, \lambda^{k}\right)$ to be the iterates generated by ADMM, and $u=\left(x_{1}, \ldots, x_{n}\right)$.

Proposition 3.3.1 Suppose that there are $\gamma, \beta$ and $\delta$ satisfying

$$
\frac{n-1}{2} \max _{2 \leq i \leq n}\left\{\lambda_{\max }\left(A_{i}^{\top} A_{i}\right)\right\} \gamma+\delta \leq \min _{2 \leq i \leq n} \sigma_{i} .
$$

Moreover, suppose that the matrices $H_{i}, i=2, \ldots, n$, satisfy

$$
H_{i}^{s}:=H_{i}-\left(L+\frac{(n-i+1)(n+i-2) L^{2}}{8 \delta}\right) I_{p_{i}} \succeq 0 \quad \forall 2 \leq i \leq n .
$$

Let $\left(x_{1}^{k+1}, \ldots, x_{n}^{k+1}, \lambda^{k+1}\right) \in \Omega$ be the sequence generated by ADMM. Then, for $u^{*}=$ $\left(x_{1}^{*}, \ldots, x_{n}^{*}\right) \in \Omega^{*}$ and $\lambda \in \mathbb{R}^{m}$, the following inequality holds

$$
\begin{aligned}
& h\left(u^{*}\right)-h\left(u^{k+1}\right)+\left(\begin{array}{c}
x_{1}^{*}-x_{1}^{k+1} \\
\vdots \\
x_{n}^{*}-x_{n}^{k+1} \\
\lambda-\lambda^{k+1}
\end{array}\right)^{\top}\left(\begin{array}{c}
-A_{1}^{\top} \lambda^{k+1} \\
\vdots \\
-A_{n}^{\top} \lambda^{k+1} \\
\sum_{i=1}^{n} A_{i} x_{i}^{k+1}-b
\end{array}\right) \\
& +\frac{\gamma}{2} \sum_{i=2}^{n}\left(\left\|\sum_{j=1}^{i-1} A_{j} x_{j}^{*}+\sum_{j=i}^{n} A_{j} x_{j}^{k}-b\right\|^{2}-\left\|\sum_{j=1}^{i-1} A_{j} x_{j}^{*}+\sum_{j=i}^{n} A_{j} x_{j}^{k+1}-b\right\|^{2}\right) \\
& +\frac{1}{2 \beta}\left(\left\|\lambda-\lambda^{k}\right\|^{2}-\left\|\lambda-\lambda^{k+1}\right\|^{2}\right)+\frac{1}{2} \sum_{i=1}^{n}\left(\left\|x_{i}^{*}-x_{i}^{k}\right\|_{H_{i}}^{2}-\left\|x_{i}^{*}-x_{i}^{k+1}\right\|_{H_{i}}^{2}\right) \\
\geq & \left(\frac{\gamma-\beta}{2 \beta^{2}}\right)\left\|\lambda^{k}-\lambda^{k+1}\right\|^{2}+\frac{1}{2} \sum_{i=1}^{3}\left\|x_{i}^{k+1}-x_{i}^{k}\right\|_{H_{i}^{s}}^{2} .
\end{aligned}
$$

The following proposition exhibits an important relationship between two consecutive iterates $w^{k}$ and $w^{k+1}$ from which the convergence readily follows.

Proposition 3.3.2 Let $w^{k}$ be the sequence generated by the $A D M M$, then

$$
\begin{aligned}
& \frac{\gamma}{2} \sum_{i=2}^{n}\left(\left\|\mathcal{L}_{i}\left(w^{*}, w^{k}\right)\right\|^{2}-\left\|\mathcal{L}_{i}\left(w^{*}, w^{k+1}\right)\right\|^{2}\right) \\
& +\left\|w^{*}-w^{k}\right\|_{\hat{\mathcal{M}}}^{2}-\left\|w^{*}-w^{k+1}\right\|_{\hat{\mathcal{M}}}^{2}-\left\|w^{k}-w^{k+1}\right\|_{\mathcal{H}}^{2} \geq 0
\end{aligned}
$$

where $\mathcal{L}_{i}\left(w^{*}, w\right):=\sum_{j=1}^{i-1} A_{j} x_{j}^{*}+\sum_{j=i}^{n} A_{j} x_{j}-b, i=2, \ldots, n$, and

$$
\hat{\mathcal{M}}=\operatorname{diag}\left(\frac{1}{2} H_{1}, \ldots, \frac{1}{2} H_{n}, \frac{1}{\beta} I_{m}\right), \mathcal{H}=\operatorname{diag}\left(\frac{1}{2} H_{1}, \frac{1}{2} H_{2}^{s}, \ldots, \frac{1}{2} H_{n}^{s}, \frac{\gamma-\beta}{2 \beta^{2}} I_{m}\right) .
$$

Propositions 3.3.1 and 3.3.2 lead to the following theorem:

Theorem 3.3.3 Under the assumptions of Propositions 3.3.1 and 3.3.2, and

$$
\mathcal{H}=\operatorname{diag}\left(\frac{1}{2} H_{1}, \frac{1}{2} H_{2}^{s}, \ldots, \frac{1}{2} H_{n}^{s}, \frac{\gamma-\beta}{2 \beta^{2}} I_{m}\right) \succ 0,
$$

we conclude that the sequence $\left\{w^{k}\right\}$ generated by the ADMM converges to an optimal solution. Moreover, for any integer $t>0$ let

$$
\bar{w}_{t}:=\frac{1}{t} \sum_{k=0}^{t-1} w^{k+1},
$$

and for any $\rho>0$ we have

$$
\begin{aligned}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|\sum_{i=1}^{n} A_{i} \bar{x}_{N}-b\right\| \\
\leq & \frac{1}{2 N}\left(\gamma \sum_{i=1}^{n-1}\left\|\sum_{j=i+1}^{n} A_{j}\left(x_{j}^{*}-x_{j}^{0}\right)\right\|^{2}+\sum_{i=1}^{n}\left\|x_{i}^{*}-x_{i}^{0}\right\|_{H_{i}}^{2}+\frac{1}{\beta}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) .
\end{aligned}
$$

### 3.4 Concluding Remarks

In [9, the following model is considered

$$
\begin{equation*}
\min f(x)+g(y)+H(x, y) \tag{3.16}
\end{equation*}
$$

which can be regarded as (3.1) without constraints, and the so-called proximal alternating linearized minimization (PALM) algorithm is proposed. The main focus of [9] is to analyze the convergence of PALM for a class of nonconvex problems based on the Kurdyka-Łojasiewicz property. In that regard, it has an entirely different aim. We note however, that PALM is similar to APGMM applied to (3.16) when there is no coupling linear constraint. On the linearized gradient part, one noticeable difference is that APGMM operates in a Jacobian fashion while PALM is Gauss-Seidel. If the computation of gradient is costly, then the Jacobian style is cheaper to implement. As shown in [9], PALM can be extended to allow multiple blocks. Similarly, APGMM is also extendable to solve (3.15). The same is true for the other variations of the ADMM proposed in this chapter. It remains a future research topic to establish the convergence rate of such types of first-order algorithms. Other future research topics include the
study of first-order algorithms for (3.1) where the objective is non-convex but satisfies the Kurdyka-Łojasiewicz property. It is also interesting to consider stochastic programming models studied in [38], but now allowing the objective function to be nonseparable.

### 3.5 Proofs of the Convergence Theorems

### 3.5.1 Proof of Theorem 3.2.2

We have $F(w)=\left(\begin{array}{ccc}0 & 0 & -B \\ 0 & 0 & -A \\ A & B & 0\end{array}\right)\left(\begin{array}{l}y \\ x \\ \lambda\end{array}\right)-\left(\begin{array}{l}0 \\ 0 \\ b\end{array}\right)$, for any $w_{1}$ and $w_{2}$, and so

$$
\left(w_{1}-w_{2}\right)^{\top}\left(F\left(w_{1}\right)-F\left(w_{2}\right)\right)=0
$$

Expanding on this identity, we have for any $w^{0}, w^{1}, \cdots, w^{t-1}$ and $\bar{w}=\frac{1}{t} \sum_{k=0}^{t-1} w^{k}$, that

$$
\begin{equation*}
(\bar{w}-w)^{\top} F(\bar{w})=\frac{1}{t} \sum_{k=0}^{t-1}\left(w^{k}-w\right)^{\top} F\left(w^{k}\right) \tag{3.17}
\end{equation*}
$$

We begin our analysis with the following property of the ADMM algorithm.
Proposition 3.5.1 Suppose $h_{2}$ is strongly convex with parameter $\sigma>0$. Let $\left\{\tilde{w}^{k}\right\}$ be defined by (3.7), and the matrices $Q, M, P$ be given in (3.6). First of all, for any $w \in \Omega$, we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right)-\left(\left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) . \tag{3.18}
\end{align*}
$$

Furthermore,
$\left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right)=\frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)+\frac{1}{2}\left\|x^{k}-\tilde{x}^{k}\right\|_{G}^{2}+\frac{1}{2 \gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2}$.

Proof. By the optimality condition of the two subproblems in ADMM, we have

$$
\begin{aligned}
& \left(x-x^{k+1}\right)^{\top}\left[\nabla_{x} f\left(x^{k+1}, y^{k}\right)+h_{1}^{\prime}\left(x^{k+1}\right)\right. \\
& \left.-A^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)\right)+G\left(x^{k+1}-x^{k}\right)\right] \\
\geq & 0 \quad \forall x \in \mathcal{X}
\end{aligned}
$$

where $h_{1}^{\prime}\left(x^{k+1}\right) \in \partial h_{1}\left(x^{k+1}\right)$, and

$$
\begin{aligned}
& \left(y-y^{k+1}\right)^{\top}\left[\nabla_{y} f\left(x^{k+1}, y^{k+1}\right)+h_{2}^{\prime}\left(y^{k+1}\right)\right. \\
& \left.-B^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\right)+H\left(y^{k+1}-y^{k}\right)\right] \\
\geq & 0 \quad \forall y \in \mathcal{Y}
\end{aligned}
$$

where $h_{2}^{\prime}\left(x^{k+1}\right) \in \partial h_{2}\left(x^{k+1}\right)$.
Note that $\tilde{\lambda}^{k}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)$. The above two inequalities can be rewritten as

$$
\begin{equation*}
\left(x-\tilde{x}^{k}\right)^{\top}\left[\nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+h_{1}^{\prime}\left(\tilde{x}^{k}\right)-A^{\top} \tilde{\lambda}^{k}+G\left(\tilde{x}^{k}-x^{k}\right)\right] \geq 0 \quad \forall x \in \mathcal{X} \tag{3.20}
\end{equation*}
$$

and
$\left(y-\tilde{y}^{k}\right)^{\top}\left[\nabla_{y} f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)+h_{2}^{\prime}\left(\tilde{y}^{k}\right)-B^{\top} \tilde{\lambda}^{k}+\gamma B^{\top} B\left(\tilde{y}^{k}-y^{k}\right)+H\left(\tilde{y}^{k}-y^{k}\right)\right] \geq 0 \quad \forall y \in \mathcal{Y}$.

Observe the following chain of inequalities

$$
\begin{array}{ll} 
& \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, \tilde{y}^{k}\right) \\
= & \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
& +\left(y-\tilde{y}^{k}\right)^{\top}\left(\nabla_{y} f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)-\nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)\right) \\
\leq & \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)+L\left\|y-\tilde{y}^{k}\right\|\left\|y^{k}-\tilde{y}^{k}\right\| \\
= & \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-y^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
& +\left(y^{k}-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)+L\left\|y-\tilde{y}^{k}\right\|\left\|y^{k}-\tilde{y}^{k}\right\| \\
\leq & f(x, y)-f\left(\tilde{x}^{k}, y^{k}\right)-\left(\tilde{y}^{k}-y^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)+L\left\|y-\tilde{y}^{k}\right\|\left\|y^{k}-\tilde{y}^{k}\right\| \\
\underline{(3.4)} \leq & f(x, y)-f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)+\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+L\left\|y-\tilde{y}^{k}\right\|\left\|y^{k}-\tilde{y}^{k}\right\| \\
\leq & f(x, y)-f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)+\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\frac{\sigma}{2}\left\|y-\tilde{y}^{k}\right\|^{2}+\frac{L^{2}}{2 \sigma}\left\|y^{k}-\tilde{y}^{k}\right\|^{2} . \tag{3.22}
\end{array}
$$

Since

$$
\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)-B\left(\tilde{y}^{k}-y^{k}\right)-\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)=0,
$$

we have

$$
\begin{equation*}
\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)=\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right) . \tag{3.23}
\end{equation*}
$$

By the strong convexity of the function $h_{2}(y)$, we have

$$
\begin{equation*}
\left(y-\tilde{y}^{k}\right)^{\top} h_{2}^{\prime}\left(\tilde{y}^{k}\right) \leq h_{2}(y)-h_{2}\left(\tilde{y}^{k}\right)-\frac{\sigma}{2}\left\|y-\tilde{y}^{k}\right\|^{2} . \tag{3.24}
\end{equation*}
$$

Because of the convexity of $h_{1}(x)$ and combining (3.24), (3.23), (3.22), (3.21) and (3.20), we have

$$
\begin{aligned}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right) \\
& +\left(\begin{array}{c}
x-\tilde{x}^{k} \\
y-\tilde{y}^{k} \\
\lambda-\tilde{\lambda}^{k}
\end{array}\right)^{\top}\left[\left(\begin{array}{c}
-A^{\top} \tilde{\lambda}^{k} \\
-B^{\top} \tilde{\lambda}^{k} \\
A \tilde{x}^{k}+B \tilde{y}^{k}-b
\end{array}\right)-\left(\begin{array}{c}
G\left(x^{k}-\tilde{x}^{k}\right) \\
\gamma B^{\top} B\left(y^{k}-\tilde{y}^{k}\right) \\
-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{array}\right)\right] \geq 0
\end{aligned}
$$

for any $w \in \Omega$ and $\tilde{w}^{k}$. By definition of $Q$, (3.18) of Proposition 3.5.1 follows. For (3.19), due to the similarity, we refer to Lemma 3.2 in [57] (noting the matrices $Q, P$ and $M$ ).

The following theorem exhibits an important relationship between two consecutive iterates $w^{k}$ and $w^{k+1}$ from which the convergence would follow.

Proposition 3.5.2 Let $w^{k}$ be the sequence generated by the $A D M M$, $\tilde{w}^{k}$ be defined as in (3.7) and $H$ satisfy $H_{s}:=H-\left(L+\frac{L^{2}}{\sigma}\right) I_{q} \succeq 0$. Then the following holds

$$
\begin{equation*}
\frac{1}{2}\left(\left\|w^{*}-w^{k}\right\|_{\hat{M}}^{2}-\left\|w^{*}-w^{k+1}\right\|_{\hat{M}}^{2}\right)-\frac{1}{2}\left\|w^{k}-\tilde{w}^{k}\right\|_{H_{d}}^{2} \geq 0 \tag{3.25}
\end{equation*}
$$

where

$$
\hat{H}=\gamma B^{\top} B+H, \quad \hat{M}=\left(\begin{array}{ccc}
G & 0 & 0  \tag{3.26}\\
0 & \hat{H} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right), \quad \text { and } H_{d}=\left(\begin{array}{ccc}
G & 0 & 0 \\
0 & H_{s} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right)
$$

Proof. It follows from Proposition 3.5.1 that

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right)-\left(\left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)+\frac{1}{2}\left\|x^{k}-\tilde{x}^{k}\right\|_{G}^{2}+\frac{1}{2 \gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2} \\
& -\left(\left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) . \tag{3.27}
\end{align*}
$$

Note that $H_{s}:=H-\left(L+\frac{L^{2}}{\sigma}\right) I_{q} \succeq 0$, we have the following

$$
\begin{align*}
& \left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right) \\
= & \left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\frac{1}{2}\left(\left\|y-y^{k}\right\|_{H}^{2}-\left\|y-\tilde{y}^{k}\right\|_{H}^{2}-\left\|y^{k}-\tilde{y}^{k}\right\|_{H}^{2}\right) \\
= & \frac{1}{2}\left(\left\|y-y^{k}\right\|_{H}^{2}-\left\|y-\tilde{y}^{k}\right\|_{H}^{2}\right)-\frac{1}{2}\left\|y^{k}-\tilde{y}^{k}\right\|_{H_{s}}^{2} . \tag{3.28}
\end{align*}
$$

Thus, combining (3.27) and 3.28 we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)-\frac{1}{2}\left(\left\|y-y^{k}\right\|_{H}^{2}-\left\|y-\tilde{y}^{k}\right\|_{H}^{2}\right) \\
& +\frac{1}{2}\left\|x^{k}-\tilde{x}^{k}\right\|_{G}^{2}+\frac{1}{2}\left\|y^{k}-\tilde{y}^{k}\right\|_{H_{s}}^{2}+\frac{1}{2 \gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2} . \tag{3.29}
\end{align*}
$$

By the definition of $\hat{M}$ and $H_{d}$ according to (3.26), it follows from (3.29) that $h\left(\tilde{u}^{k}\right)-h(u)+\left(\tilde{w}^{k}-w\right)^{\top} F\left(\tilde{w}^{k}\right) \leq \frac{1}{2}\left(\left\|w-w^{k}\right\|_{\hat{M}}^{2}-\left\|w-w^{k+1}\right\|_{\hat{M}}^{2}\right)-\frac{1}{2}\left\|w^{k}-\tilde{w}^{k}\right\|_{H_{d}}^{2}$.

Letting $w=w^{*}$ in (3.30) we have
$h\left(\tilde{u}^{k}\right)-h\left(u^{*}\right)+\left(\tilde{w}^{k}-w^{*}\right)^{\top} F\left(\tilde{w}^{k}\right) \leq \frac{1}{2}\left(\left\|w^{*}-w^{k}\right\|_{\hat{M}}^{2}-\left\|w^{*}-w^{k+1}\right\|_{\hat{M}}^{2}\right)-\frac{1}{2}\left\|w^{k}-\tilde{w}^{k}\right\|_{H_{d}}^{2}$.
By the monotonicity of $F$ and using the optimality of $w^{*}$, we have

$$
\begin{aligned}
& \frac{1}{2}\left(\left\|w^{*}-w^{k}\right\|_{\hat{M}}^{2}-\left\|w^{*}-w^{k+1}\right\|_{\hat{M}}^{2}\right)-\frac{1}{2}\left\|w^{k}-\tilde{w}^{k}\right\|_{H_{d}}^{2} \\
\geq & h\left(\tilde{u}^{k}\right)-h\left(u^{*}\right)+\left(\tilde{w}^{k}-w^{*}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & h\left(\tilde{u}^{k}\right)-h\left(u^{*}\right)+\left(\tilde{w}^{k}-w^{*}\right)^{\top} F\left(w^{*}\right) \\
\geq & 0
\end{aligned}
$$

which completes the proof.

## Proof of Theorem 3.2.2,

Proof. First, according to 3.25, it holds that $\left\{w^{k}\right\}$ is bounded and

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|w^{k}-\tilde{w}^{k}\right\|_{H_{d}}=0 \tag{3.32}
\end{equation*}
$$

Thus, those two sequences have the same cluster points: For any $w^{k_{n}} \rightarrow w^{\infty}$, by (3.32) we also have $\tilde{w}^{k_{n}} \rightarrow w^{\infty}$. Applying inequality (3.18) to $\left\{w^{k_{n}}\right\},\left\{\tilde{w}^{k_{n}}\right\}$ and taking the limit, it yields that

$$
\begin{equation*}
h(u)-h\left(u^{\infty}\right)+\left(w-w^{\infty}\right)^{\top} F\left(w^{\infty}\right) \geq 0 \tag{3.33}
\end{equation*}
$$

Consequently, the cluster point $w^{\infty}$ is an optimal solution. Since 3.25 is true for any
optimal solution $w^{*}$, it also holds for $w^{\infty}$, and that implies $w^{k}$ will converge to $w^{\infty}$.
Recall (3.18) and (3.19) in Proposition 3.5.1, those would imply that:

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right) \\
& -\left(\left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right) \\
& -\left(\left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) . \tag{3.34}
\end{align*}
$$

Furthermore, since $H-\left(L+\frac{L^{2}}{\sigma}\right) I_{q} \succeq 0$, we have

$$
\begin{align*}
& \left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right) \\
= & \left(\frac{L}{2}+\frac{L^{2}}{2 \sigma}\right)\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\frac{1}{2}\left(\left\|y-y^{k}\right\|_{H}^{2}-\left\|y-\tilde{y}^{k}\right\|_{H}^{2}-\left\|y^{k}-\tilde{y}^{k}\right\|_{H}^{2}\right) \\
\leq & \frac{1}{2}\left(\left\|y-y^{k}\right\|_{H}^{2}-\left\|y-\tilde{y}^{k}\right\|_{H}^{2}\right) . \tag{3.35}
\end{align*}
$$

Thus, combining (3.34) and (3.35) leads to

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)-\frac{1}{2}\left(\left\|y-y^{k}\right\|_{H}^{2}-\left\|y-\tilde{y}^{k}\right\|_{H}^{2}\right) . \tag{3.36}
\end{align*}
$$

By the definition of $M$ in (3.6) and denoting $\hat{H}=\gamma B^{\top} B+H$, 3.36) leads to

$$
\begin{align*}
& h\left(\tilde{u}^{k}\right)-h(u)+\left(\tilde{w}^{k}-w\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\leq & \frac{1}{2}\left(\left\|x-x^{k}\right\|_{G}^{2}-\left\|x-x^{k+1}\right\|_{G}^{2}\right)+\frac{1}{2}\left(\left\|y-y^{k}\right\|_{\hat{H}}^{2}-\left\|y-y^{k+1}\right\|_{\hat{H}}^{2}\right) \\
& +\frac{1}{2 \gamma}\left(\left\|\lambda-\lambda^{k}\right\|^{2}-\left\|\lambda-\lambda^{k+1}\right\|^{2}\right) . \tag{3.37}
\end{align*}
$$

Before proceeding, let us introduce $\bar{w}_{n}:=\frac{1}{n} \sum_{k=0}^{n-1} \tilde{w}^{k}$. Moreover, recall the definition
of $\bar{u}_{n}$ in (3.14), we have

$$
\bar{u}_{n}=\frac{1}{n} \sum_{k=1}^{n} u^{k}=\frac{1}{n} \sum_{k=0}^{n-1} \tilde{u}^{k} .
$$

Now, summing the inequality (3.37) over $k=0,1, \ldots, N-1$ yields

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h(u)+\left(\bar{w}_{N}-w\right)^{\top} F\left(\bar{w}_{N}\right) \\
\leq & \frac{1}{N} \sum_{k=0}^{N-1} h\left(\tilde{u}^{k}\right)-h(u)+\frac{1}{N} \sum_{k=0}^{N-1}\left(\tilde{w}^{k}-w\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\leq & \frac{1}{2 N}\left(\left\|x-x^{0}\right\|_{G}^{2}+\left\|y-y^{0}\right\|_{\hat{H}}^{2}+\frac{1}{\gamma}\left\|\lambda-\lambda^{0}\right\|^{2}\right), \tag{3.38}
\end{align*}
$$

where the first inequality is due to the convexity of $h$ and (3.17).
Note the above inequality is true for all $x \in \mathcal{X}, y \in \mathcal{Y}$, and $\lambda \in \mathbb{R}^{m}$, hence it is also true for any optimal solution $x^{*}, y^{*}$, and $\mathcal{B}_{\rho}=\{\lambda:\|\lambda\| \leq \rho\}$. As a result,

$$
\begin{align*}
& \sup _{\lambda \in \mathcal{B}_{\rho}}\left\{h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\left(\bar{w}_{N}-w^{*}\right)^{\top} F\left(\bar{w}_{N}\right)\right\} \\
= & \sup _{\lambda \in \mathcal{B}_{\rho}}\left\{h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\left(\bar{x}_{N}-x^{*}\right)^{\top}\left(-A^{\top} \bar{\lambda}_{N}\right)+\left(\bar{y}_{N}-y^{*}\right)^{\top}\left(-B^{\top} \bar{\lambda}_{N}\right)\right. \\
& \left.+\left(\bar{\lambda}_{N}-\lambda\right)^{\top}\left(A \bar{x}_{N}+B \bar{y}_{N}-b\right)\right\} \\
= & \sup _{\lambda \in \mathcal{B}_{\rho}}\left\{h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\bar{\lambda}_{N}^{\top}\left(A x^{*}+B y^{*}-b\right)-\lambda^{\top}\left(A \bar{x}_{N}+B \bar{y}_{N}-b\right)\right\} \\
= & \sup _{\lambda \in \mathcal{B}_{\rho}}\left\{h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)-\lambda^{\top}\left(A \bar{x}_{N}+B \bar{y}_{N}-b\right)\right\} \\
= & h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\|, \tag{3.39}
\end{align*}
$$

which, combined with (3.38), implies that

$$
\begin{aligned}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 N}\left(\left\|x^{*}-x^{0}\right\|_{G}^{2}+\left\|y^{*}-y^{0}\right\|_{\hat{H}}^{2}+\frac{1}{\gamma} \sup _{\lambda \in \mathcal{B}_{\rho}}\left\|\lambda-\lambda^{0}\right\|^{2}\right),
\end{aligned}
$$

and so by optimizing over $\left(x^{*}, y^{*}\right) \in \mathcal{X}^{*} \times \mathcal{Y}^{*}$ we have

$$
\begin{align*}
& h\left(\bar{u}_{N}\right)-h\left(u^{*}\right)+\rho\left\|A \bar{x}_{N}+B \bar{y}_{N}-b\right\| \\
\leq \quad & \frac{1}{2 N}\left(\operatorname{dist}\left(x^{0}, \mathcal{X}^{*}\right)_{G}^{2}+\operatorname{dist}\left(y^{0}, \mathcal{Y}^{*}\right)_{\hat{H}}^{2}+\frac{1}{\gamma}\left(\rho+\left\|\lambda^{0}\right\|\right)^{2}\right) . \tag{3.40}
\end{align*}
$$

This completes the proof.

### 3.5.2 Proof of Theorem 3.2.3

Similar to the analysis for ADMM, we need the following proposition in the analysis of APGMM.

Proposition 3.5.3 Let $\left\{\tilde{w}^{k}\right\}$ be defined by (3.7), and the matrices $Q, M, P$ be given as in 3.6. For any $w \in \Omega$, we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right)-\left(\frac{L}{2}\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right)+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)+\frac{1}{2}\left\|x^{k}-\tilde{x}^{k}\right\|_{G}^{2}+\frac{1}{2 \gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2} \\
& -\left(\frac{L}{2}\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right)+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) . \tag{3.41}
\end{align*}
$$

Proof. First, by the optimality condition of the two subproblems in APGMM, we have

$$
\begin{aligned}
& \left(x-x^{k+1}\right)^{\top}\left[\nabla_{x} f\left(x^{k}, y^{k}\right)+h_{1}^{\prime}\left(x^{k+1}\right)\right. \\
& \left.-A^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)\right)+G\left(x^{k+1}-x^{k}\right)\right] \\
\geq & 0, \quad \forall x \in \mathcal{X},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(y-y^{k+1}\right)^{\top}\left[\nabla_{y} f\left(x^{k}, y^{k}\right)+h_{2}^{\prime}\left(y^{k+1}\right)\right. \\
& \left.-B^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\right)+H\left(y^{k+1}-y^{k}\right)\right] \\
\geq & 0, \quad \forall y \in \mathcal{Y} .
\end{aligned}
$$

Note that $\tilde{\lambda}^{k}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)$, and by the definition of $\tilde{w}^{k}$, the above two
inequalities are equivalent to

$$
\begin{equation*}
\left(x-\tilde{x}^{k}\right)^{\top}\left[\nabla_{x} f\left(x^{k}, y^{k}\right)+h_{1}^{\prime}\left(\tilde{x}^{k}\right)-A^{\top} \tilde{\lambda}^{k}+G\left(\tilde{x}^{k}-x^{k}\right)\right] \geq 0 \quad \forall x \in \mathcal{X} \tag{3.42}
\end{equation*}
$$

and
$\left(y-\tilde{y}^{k}\right)^{\top}\left[\nabla_{y} f\left(x^{k}, y^{k}\right)+h_{2}^{\prime}\left(\tilde{y}^{k}\right)-B^{\top} \tilde{\lambda}^{k}+\gamma B^{\top} B\left(\tilde{y}^{k}-y^{k}\right)+H\left(\tilde{y}^{k}-y^{k}\right)\right] \geq 0, \forall y \in \mathcal{Y}$.
Notice that

$$
\begin{array}{ll} 
& \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(x^{k}, y^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(x^{k}, y^{k}\right) \\
=\quad & \left(x-x^{k}\right)^{\top} \nabla_{x} f\left(x^{k}, y^{k}\right)+\left(y-y^{k}\right)^{\top} \nabla_{y} f\left(x^{k}, y^{k}\right) \\
& +\left(x^{k}-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(x^{k}, y^{k}\right)+\left(y^{k}-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(x^{k}, y^{k}\right) \\
\leq & f(x, y)-f\left(x^{k}, y^{k}\right)-\left(\tilde{x}^{k}-x^{k}\right)^{\top} \nabla_{x} f\left(x^{k}, y^{k}\right)-\left(\tilde{y}^{k}-y^{k}\right)^{\top} \nabla_{y} f\left(x^{k}, y^{k}\right) \\
\leq \quad f(x, y)-f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)+\frac{L}{2}\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right) . \tag{3.44}
\end{array}
$$

Besides, we also have

$$
\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)-B\left(\tilde{y}^{k}-y^{k}\right)-\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)=0
$$

Thus

$$
\begin{equation*}
\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)=\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right) . \tag{3.45}
\end{equation*}
$$

By the convexity of $h_{1}(x)$ and $h_{2}(y)$, combining (3.45), (3.44), (3.43) and (3.42), we have

$$
\begin{aligned}
& h(u)-h\left(\tilde{u}^{k}\right)+\frac{L}{2}\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right)+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right) \\
& +\left(\begin{array}{c}
x-\tilde{x}^{k} \\
y-\tilde{y}^{k} \\
\lambda-\tilde{\lambda}^{k}
\end{array}\right)^{\top}\left[\left(\begin{array}{c}
-A^{\top} \tilde{\lambda}^{k} \\
-B^{\top} \tilde{\lambda}^{k} \\
A \tilde{x}^{k}+B \tilde{y}^{k}-b
\end{array}\right)-\left(\begin{array}{c}
G\left(x^{k}-\tilde{x}^{k}\right) \\
\gamma B^{\top} B\left(y^{k}-\tilde{y}^{k}\right) \\
-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{array}\right)\right] \geq 0
\end{aligned}
$$

for any $w \in \Omega$ and $\tilde{w}^{k}$.
By definition of $Q$, we have shown (3.41) in Proposition 3.5.3. The equality directly
follows from (3.19) in Proposition 3.5.1.
With Proposition 3.5 .3 in place, we can show Theorem 3.2 .3 by exactly following the same steps as in the proof of Theorem 3.2.2, noting of course the altered assumptions on the matrices $G$ and $H$. In the meanwhile, we also point out the following proposition which is similar to Proposition 3.5.2. Since most steps of the proofs are almost identical to that of the previous theorems, we omit the details for succinctness.

Proposition 3.5.4 Let $w^{k}$ be the sequence generated by the APGMM, and $\tilde{w}^{k}$ be as defined in (3.7), and $H$ and $G$ are chosen so as to satisfy $H_{s}:=H-L I_{q} \succ 0$ and $G_{s}:=G-L I_{p} \succ 0$. Then the following holds

$$
\frac{1}{2}\left(\left\|w^{*}-w^{k}\right\|_{\hat{M}}^{2}-\left\|w^{*}-w^{k+1}\right\|_{\hat{M}}^{2}\right)-\frac{1}{2}\left\|w^{k}-\tilde{w}^{k}\right\|_{H_{d}}^{2} \geq 0
$$

where

$$
\hat{M}=\left(\begin{array}{ccc}
G & 0 & 0 \\
0 & \hat{H} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right), H_{d}=\left(\begin{array}{ccc}
G_{s} & 0 & 0 \\
0 & H_{s} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right)
$$

and $\hat{H}=\gamma B^{\top} B+H$.
Theorem 3.2.3 follows from the above propositions.

### 3.5.3 Proof of Theorem 3.2 .4

Similar to the analysis for APGMM, we do not need any strong convexity here, but we do need to assume that the gradients $\nabla_{x} h_{1}(x)$ and $\nabla_{y} h_{2}(y)$ are Lipschitz continuous. Without loss of generality, we further assume that the Lipschitz constant is the same as $\nabla f(x, y)$ which is $L$; that is,

$$
\begin{align*}
& \left\|\nabla_{x} h_{1}\left(x_{2}\right)-\nabla_{x} h_{1}\left(x_{1}\right)\right\| \leq L\left\|x_{2}-x_{1}\right\|, \forall x_{1}, x_{2} \in \mathcal{X} \\
& \left\|\nabla_{y} h_{2}\left(y_{2}\right)-\nabla_{y} h_{2}\left(y_{1}\right)\right\| \leq L\left\|y_{2}-y_{1}\right\|, \forall y_{1}, y_{2} \in \mathcal{Y} \tag{3.46}
\end{align*}
$$

Proposition 3.5.5 Let $\left\{\tilde{w}^{k}\right\}$ be defined by (3.7), and the matrices $Q, M, P$ be as given in (3.6), and $G:=\gamma A^{\top} A+\frac{1}{\alpha} I_{p}, H:=\frac{1}{\alpha} I_{q}-\gamma B^{\top} B \succeq 0$. First of all, for any $w \in \Omega$,
we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right)-\left(L\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right)+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)+\frac{1}{2}\left\|x^{k}-\tilde{x}^{k}\right\|_{G}^{2}+\frac{1}{2 \gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2} \\
& -\left(L\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right)+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) . \tag{3.47}
\end{align*}
$$

Proof. First, by the optimality condition of the two subproblems in AGPMM, we have

$$
\begin{aligned}
& \left(x-x^{k+1}\right)^{\top}\left[x^{k+1}-x^{k}+\alpha\left(\nabla_{x} f\left(x^{k}, y^{k}\right)+\nabla_{y} h_{1}\left(x^{k}\right)\right.\right. \\
& \left.\left.-A^{\top}\left(\lambda^{k}-\gamma\left(A x^{k}+B y^{k}-b\right)\right)\right)\right] \\
\geq & 0 \quad \forall x \in \mathcal{X},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(y-y^{k+1}\right)^{\top}\left[y^{k+1}-y^{k}+\alpha\left(\nabla_{y} f\left(x^{k}, y^{k}\right)+\nabla_{y} h_{2}\left(y^{k}\right)\right.\right. \\
& \left.\left.-B^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)\right)\right)\right] \\
\geq & 0 \quad \forall y \in \mathcal{Y} .
\end{aligned}
$$

Noting $\tilde{\lambda}^{k}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)$ and the definition of $\tilde{w}^{k}$, the above two inequalities are respectively equivalent to

$$
\begin{align*}
& \left(x-\tilde{x}^{k}\right)^{\top}\left[\nabla_{x} f\left(x^{k}, y^{k}\right)+\nabla_{x} h_{2}\left(x^{k}\right)\right. \\
& \left.-A^{\top} \tilde{\lambda}^{k}+\gamma A^{\top} A\left(\tilde{x}^{k}-x^{k}\right)+\frac{1}{\alpha}\left(\tilde{x}^{k}-x^{k}\right)\right] \geq 0 \quad \forall x \in \mathcal{X} \tag{3.48}
\end{align*}
$$

and

$$
\begin{equation*}
\left(y-\tilde{y}^{k}\right)^{\top}\left[\nabla_{y} f\left(x^{k}, y^{k}\right)+\nabla_{y} h_{2}\left(y^{k}\right)-B^{\top} \tilde{\lambda}^{k}+\frac{1}{\alpha}\left(\tilde{y}^{k}-y^{k}\right)\right] \geq 0 \quad \forall y \in \mathcal{Y} \tag{3.49}
\end{equation*}
$$

Similar to Proposition 3.5.3, we have

$$
\begin{array}{ll} 
& \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(x^{k}, y^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(x^{k}, y^{k}\right) \\
\stackrel{3.4}{\leq} & f(x, y)-f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)+\frac{L}{2}\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right) . \tag{3.50}
\end{array}
$$

Moreover, by (3.5) we have

$$
\begin{align*}
& \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} h_{1}\left(x^{k}\right) \leq h_{1}(x)-h_{1}\left(\tilde{x}^{k}\right)+\frac{L}{2}\left\|x^{k}-\tilde{x}^{k}\right\|^{2} \\
& \left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} h_{2}\left(y^{k}\right) \leq h_{2}(y)-h_{2}\left(\tilde{y}^{k}\right)+\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2} . \tag{3.51}
\end{align*}
$$

Besides,

$$
\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)-B\left(\tilde{y}^{k}-y^{k}\right)-\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)=0
$$

Thus

$$
\begin{equation*}
\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)=\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right) . \tag{3.52}
\end{equation*}
$$

Combining (3.52), (3.51), (3.50), (3.49), and (3.48), and noticing that $G:=\gamma A^{\top} A+\frac{1}{\alpha} I_{p}$, $H:=\frac{1}{\alpha} I_{q}-\gamma B^{\top} B$, we have, for any $w \in \Omega$ and $\tilde{w}^{k}$, that

$$
\begin{aligned}
& h(u)-h\left(\tilde{u}^{k}\right)+L\left(\left\|x^{k}-\tilde{x}^{k}\right\|^{2}+\left\|y^{k}-\tilde{y}^{k}\right\|^{2}\right)+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right) \\
& +\left(\begin{array}{c}
x-\tilde{x}^{k} \\
y-\tilde{y}^{k} \\
\lambda-\tilde{\lambda}^{k}
\end{array}\right)^{\top}\left\{\left(\begin{array}{c}
-A^{\top} \tilde{\lambda}^{k} \\
-B^{\top} \tilde{\lambda}^{k} \\
A \tilde{x}^{k}+B \tilde{y}^{k}-b
\end{array}\right)-\left(\begin{array}{c}
G\left(x^{k}-\tilde{x}^{k}\right) \\
\gamma B^{\top} B\left(y^{k}-\tilde{y}^{k}\right) \\
-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{array}\right)\right\} \geq 0 .
\end{aligned}
$$

Using the definition of $Q$, (3.47) follows. In view of (3.19) in Proposition 3.5.1, the equality also readily follows.

With Proposition 3.5.5, similar as before, we can show Theorem 3.2 .4 by following the same approach as in the proof of Theorem 3.2.2. We skip the details here for succinctness.

Proposition 3.5.6 Let $w^{k}$ be the sequence generated by the AGPMM, $\tilde{w}^{k}$ be defined in (3.7) and $G:=\gamma A^{\top} A+\frac{1}{\alpha} I_{p}, H:=\frac{1}{\alpha} I_{q}-\gamma B^{\top} B$. Suppose that $\alpha$ satisfies that
$H_{s}:=H-2 L I_{q} \succ 0$ and $G_{s}:=G-2 L I_{p} \succ 0$. Then the following holds

$$
\frac{1}{2}\left(\left\|w^{*}-w^{k}\right\|_{\hat{M}}^{2}-\left\|w^{*}-w^{k+1}\right\|_{\hat{M}}^{2}\right)-\frac{1}{2}\left\|w^{k}-\tilde{w}^{k}\right\|_{H_{d}}^{2} \geq 0
$$

where

$$
\hat{M}=\left(\begin{array}{ccc}
G & 0 & 0 \\
0 & \hat{H} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right), H_{d}=\left(\begin{array}{ccc}
G_{s} & 0 & 0 \\
0 & H_{s} & 0 \\
0 & 0 & \frac{1}{\gamma} I_{m}
\end{array}\right)
$$

and $\hat{H}=\gamma B^{\top} B+H$.
Theorem 3.2.4 now follows from the above propositions.

### 3.5.4 Proofs of Theorems 3.2.5 and 3.2.6

Proposition 3.5.7 Let $\left\{\tilde{w}^{k}\right\}$ be defined by (3.7), and the matrices $Q, M, P$ be given in (3.6). For any $w \in \Omega$, we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right)-\left(\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)+\frac{1}{2}\left\|x^{k}-\tilde{x}^{k}\right\|_{G}^{2}+\frac{1}{2 \gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2} \\
& -\left(\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) . \tag{3.53}
\end{align*}
$$

Proof. First, by the optimality condition of the two subproblems in ADM-PG, we have

$$
\begin{aligned}
& \left(x-x^{k+1}\right)^{\top}\left[\nabla_{x} f\left(x^{k+1}, y^{k}\right)+h_{1}^{\prime}\left(x^{k+1}\right)\right. \\
& \left.-A^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)\right)+G\left(x^{k+1}-x^{k}\right)\right] \\
\geq & 0 \quad \forall x \in \mathcal{X}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(y-y^{k+1}\right)^{\top}\left[\nabla_{y} f\left(x^{k+1}, y^{k}\right)+h_{2}^{\prime}\left(y^{k+1}\right)\right. \\
& \left.-B^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k+1}-b\right)\right)+H\left(y^{k+1}-y^{k}\right)\right] \\
\geq & 0 \quad \forall y \in \mathcal{Y} .
\end{aligned}
$$

Noting $\tilde{\lambda}^{k}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)$ and the definition of $\tilde{w}^{k}$, the above two inequalities are equivalent to

$$
\begin{equation*}
\left(x-\tilde{x}^{k}\right)^{\top}\left[\nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\nabla_{x} h_{1}\left(\tilde{x}^{k}\right)-A^{\top} \tilde{\lambda}^{k}+G\left(\tilde{x}^{k}-x^{k}\right)\right] \geq 0 \quad \forall x \in \mathcal{X} \tag{3.54}
\end{equation*}
$$

and
$\left(y-\tilde{y}^{k}\right)^{\top}\left[\nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)+g_{2}\left(\tilde{y}^{k}\right)-B^{\top} \tilde{\lambda}^{k}+\gamma B^{\top} B\left(\tilde{y}^{k}-y^{k}\right)+H\left(\tilde{y}^{k}-y^{k}\right)\right] \geq 0, \forall y \in \mathcal{Y}$.
Moreover,

$$
\begin{align*}
& \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
= & \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-y^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y^{k}-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
\leq & f(x, y)-f\left(\tilde{x}^{k}, y^{k}\right)-\left(\tilde{y}^{k}-y^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
\stackrel{(3.4)}{\leq} & f(x, y)-f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)+\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2} . \tag{3.56}
\end{align*}
$$

Besides,

$$
\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)-B\left(\tilde{y}^{k}-y^{k}\right)-\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)=0
$$

and so

$$
\begin{equation*}
\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)=\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right) . \tag{3.57}
\end{equation*}
$$

By the convexity of $h_{1}(x)$ and $h_{2}(y)$, combining (3.57), (3.56), (3.55), and (3.54), we have

$$
\begin{aligned}
& h(u)-h\left(\tilde{u}^{k}\right)+\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right) \\
& +\left(\begin{array}{c}
x-\tilde{x}^{k} \\
y-\tilde{y}^{k} \\
\lambda-\tilde{\lambda}^{k}
\end{array}\right)^{\top}\left[\left(\begin{array}{c}
-A^{\top} \tilde{\lambda}^{k} \\
-B^{\top} \tilde{\lambda}^{k} \\
A \tilde{x}^{k}+B \tilde{y}^{k}-b
\end{array}\right)-\left(\begin{array}{c}
G\left(x^{k}-\tilde{x}^{k}\right) \\
\gamma B^{\top} B\left(y^{k}-\tilde{y}^{k}\right) \\
-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{array}\right)\right] \geq 0
\end{aligned}
$$

for any $w \in \Omega$ and $\tilde{w}^{k}$.
By similar derivations as in the proofs for Proposition 3.5.5, (3.53) follows.
With Proposition 3.5.7 in place, we can prove Theorem 3.2.5 similarly as in the proof
of Theorem 3.2.2. We skip the details here for succinctness.
For ADM-GP we do not need strong convexity, but we do need to assume that the gradient $\nabla_{y} h_{2}(y)$ of $h_{2}(y)$ is Lipschitz continuous. Without loss of generality, we further assume that the Lipschitz constant of $\nabla_{y} h_{2}(y)$ is the same as $\nabla f(x, y)$ which is $L$ :

$$
\begin{equation*}
\left\|\nabla_{y} h_{2}\left(y_{2}\right)-\nabla_{y} h_{2}\left(y_{1}\right)\right\| \leq L\left\|y_{2}-y_{1}\right\|, \forall y_{1}, y_{2} \in \mathcal{Y} \tag{3.58}
\end{equation*}
$$

Proposition 3.5.8 Let $\left\{\tilde{w}^{k}\right\}$ be defined by (3.7), and the matrices $Q, M, P$ be given in (3.6), and $H:=\frac{1}{\alpha} I_{q}-\gamma B^{\top} B \succeq 0$. For any $w \in \Omega$, we have

$$
\begin{align*}
& h(u)-h\left(\tilde{u}^{k}\right)+\left(w-\tilde{w}^{k}\right)^{\top} F\left(\tilde{w}^{k}\right) \\
\geq & \left(w-\tilde{w}^{k}\right)^{\top} Q\left(w^{k}-\tilde{w}^{k}\right)-\left(L\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) \\
= & \frac{1}{2}\left(\left\|w-w^{k+1}\right\|_{M}^{2}-\left\|w-w^{k}\right\|_{M}^{2}\right)+\frac{1}{2}\left\|x^{k}-\tilde{x}^{k}\right\|_{G}^{2}+\frac{1}{2 \gamma}\left\|\lambda^{k}-\tilde{\lambda}^{k}\right\|^{2} \\
& -\left(L\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right)\right) . \tag{3.59}
\end{align*}
$$

Proof. By the optimality condition of the two subproblems in ADMM, we have

$$
\begin{aligned}
& \left(x-x^{k+1}\right)^{\top}\left[\nabla_{x} f\left(x^{k+1}, y^{k}\right)+h_{1}^{\prime}\left(x^{k+1}\right)\right. \\
& \left.-A^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)\right)+G\left(x^{k+1}-x^{k}\right)\right] \\
\geq & 0, \quad \forall x \in \mathcal{X}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(y-y^{k+1}\right)^{\top}\left[y^{k+1}-y^{k}+\alpha\left(\nabla_{y} f\left(x^{k+1}, y^{k}\right)+\nabla_{y} h_{2}\left(y^{k}\right)\right.\right. \\
& \left.\left.-B^{\top}\left(\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)\right)\right)\right] \\
\geq & 0, \quad \forall y \in \mathcal{Y} .
\end{aligned}
$$

Noting $\tilde{\lambda}^{k}=\lambda^{k}-\gamma\left(A x^{k+1}+B y^{k}-b\right)$ and the definition of $\tilde{w}^{k}$, the above two inequalities are equivalent to

$$
\begin{equation*}
\left(x-\tilde{x}^{k}\right)^{\top}\left[\nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+h_{1}^{\prime}\left(\tilde{x}^{k}\right)-A^{\top} \tilde{\lambda}^{k}+G\left(\tilde{x}^{k}-x^{k}\right)\right] \geq 0 \quad \forall x \in \mathcal{X} \tag{3.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(y-\tilde{y}^{k}\right)^{\top}\left[\nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)+\nabla_{y} h_{2}\left(y^{k}\right)-B^{\top} \tilde{\lambda}^{k}+\frac{1}{\alpha}\left(\tilde{y}^{k}-y^{k}\right)\right] \geq 0 \quad \forall y \in \mathcal{Y} \tag{3.61}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
= & \left(x-\tilde{x}^{k}\right)^{\top} \nabla_{x} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y-y^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right)+\left(y^{k}-\tilde{y}^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
\leq & f(x, y)-f\left(\tilde{x}^{k}, y^{k}\right)-\left(\tilde{y}^{k}-y^{k}\right)^{\top} \nabla_{y} f\left(\tilde{x}^{k}, y^{k}\right) \\
\leq & f(x, y)-f\left(\tilde{x}^{k}, \tilde{y}^{k}\right)+\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2} . \tag{3.62}
\end{align*}
$$

Moreover, by (3.5), we have

$$
\begin{equation*}
\left(y-\tilde{y}^{k}\right)^{\top} \nabla_{y} h_{2}\left(y^{k}\right) \leq h_{2}(y)-h_{2}\left(\tilde{y}^{k}\right)+\frac{L}{2}\left\|y^{k}-\tilde{y}^{k}\right\|^{2} . \tag{3.63}
\end{equation*}
$$

Since

$$
A \tilde{x}^{k}+B \tilde{y}^{k}-b-B\left(\tilde{y}^{k}-y^{k}\right)-\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)=0
$$

we have

$$
\begin{equation*}
\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right)=\left(\lambda-\tilde{\lambda}^{k}\right)^{\top}\left(-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right) . \tag{3.64}
\end{equation*}
$$

By the convexity of $h_{1}(x)$, combining (3.64), (3.63), (3.62), (3.61), (3.60), and noticing $H:=\frac{1}{\alpha} I_{q}-\gamma B^{\top} B$ for any $w \in \Omega$ and $\tilde{w}^{k}$ we have

$$
\begin{aligned}
& h(u)-h\left(\tilde{u}^{k}\right)+L\left\|y^{k}-\tilde{y}^{k}\right\|^{2}+\left(y-\tilde{y}^{k}\right)^{\top} H\left(\tilde{y}^{k}-y^{k}\right) \\
& +\left(\begin{array}{c}
x-\tilde{x}^{k} \\
y-\tilde{y}^{k} \\
\lambda-\tilde{\lambda}^{k}
\end{array}\right)^{\top}\left\{\left(\begin{array}{c}
-A^{\top} \tilde{\lambda}^{k} \\
-B^{\top} \tilde{\lambda}^{k} \\
A \tilde{x}^{k}+B \tilde{y}^{k}-b
\end{array}\right)-\left(\begin{array}{c}
G\left(x^{k}-\tilde{x}^{k}\right) \\
\gamma B^{\top} B\left(y^{k}-\tilde{y}^{k}\right) \\
-B\left(y^{k}-\tilde{y}^{k}\right)+\frac{1}{\gamma}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{array}\right)\right\} \geq 0 .
\end{aligned}
$$

As a result, (3.59) follows.

The proof of Theorem 3.2.6 follows a similar line of derivation as in the proof of Theorem 3.2.2, and we omit the details here.

## Chapter 4

## Randomized Primal-Dual Proximal Block Coordinate Updates

### 4.1 Introduction

In this chapter, we consider the following multi-block structured convex optimization model

$$
\begin{array}{ll}
\min _{x, y} & f\left(x_{1}, \cdots, x_{N}\right)+\sum_{i=1}^{N} u_{i}\left(x_{i}\right)+g\left(y_{1}, \cdots, y_{M}\right)+\sum_{j=1}^{M} v_{j}\left(y_{j}\right) \\
\text { s.t. } & \sum_{i=1}^{N} A_{i} x_{i}+\sum_{j=1}^{M} B_{j} y_{j}=b  \tag{4.1}\\
& x_{i} \in \mathcal{X}_{i}, i=1, \ldots, N ; y_{j} \in \mathcal{Y}_{j}, j=1, \ldots, M
\end{array}
$$

where the variables $x=\left(x_{1} ; \cdots ; x_{N}\right)$ and $y=\left(y_{1} ; \cdots ; y_{M}\right)$ are naturally partitioned into $N$ and $M$ blocks respectively, $A=\left(A_{1}, \cdots, A_{N}\right)$ and $B=\left(B_{1}, \cdots, B_{M}\right)$ are block matrices, $\mathcal{X}_{i}$ 's and $\mathcal{Y}_{j}$ 's are some closed convex sets, $f$ and $g$ are smooth convex functions, and $u_{i}$ 's and $v_{j}$ 's are proper closed convex (possibly nonsmooth) functions.

### 4.1.1 Motivating examples

Optimization problems in the form of (4.1) have many emerging applications from various fields. For example, the constrained lasso (classo) problem that was first studied
by James et al. 61] as a generalization of the lasso problem, can be formulated as

$$
\begin{array}{ll}
\min _{x} & \frac{1}{2}\|A x-b\|_{2}^{2}+\tau\|x\|_{1}  \tag{4.2}\\
\text { s.t. } & C x \leq d,
\end{array}
$$

where $A \in \mathbb{R}^{m \times p}, b \in \mathbb{R}^{m}$ are the observed data, and $C \in \mathbb{R}^{n \times p}, d \in \mathbb{R}^{n}$ are the predefined data matrix and vector. Many widely used statistical models can be viewed as special cases of (4.2), including the monotone curve estimation, fused lasso, generalized lasso, and so on [61]. By partitioning the variable $x$ into blocks as $x=\left(x_{1} ; \cdots ; x_{K}\right)$ where $x_{i} \in \mathbb{R}^{p_{i}}$ as well as other matrices and vectors in 4.2) correspondingly, and introducing another slack variable $y$, the classo problem can be transformed to

$$
\begin{array}{ll}
\min _{x, y} & \frac{1}{2}\left\|\sum_{i=1}^{K} A_{i} x_{i}-b\right\|_{2}^{2}+\tau \sum_{i=1}^{K}\left\|x_{i}\right\|_{1}  \tag{4.3}\\
\text { s.t. } & \sum_{i=1}^{K} C_{i} x_{i}+y=d, y \geq 0
\end{array}
$$

which is in the form of 4.1).
Another interesting example is the extended linear-quadratic programming [103] that can be formulated as

$$
\begin{array}{ll}
\min _{x} & \frac{1}{2} x^{\top} P x+a^{\top} x+\max _{s \in \mathcal{S}}\left\{(d-C x)^{\top} s-\frac{1}{2} s^{\top} Q s\right\},  \tag{4.4}\\
\text { s.t. } & A x \leq b,
\end{array}
$$

where $P$ and $Q$ are symmetric positive semidefinite matrices, and $\mathcal{S}$ is a polyhedral set. Apparently, (4.4) includes quadratic programming as a special case. In general, its objective is a piece-wise linear-quadratic convex function. Let $g(s)=\frac{1}{2} s^{\top} Q s+\iota_{S}(s)$, where $\iota_{\mathcal{S}}$ denotes the indicator function of $S$. Then

$$
\max _{s \in S}\left\{(d-C x)^{\top} s-\frac{1}{2} s^{\top} Q s\right\}=g^{*}(d-C x)
$$

where $g^{*}$ denotes the convex conjugate of $g$. Replacing $d-C x$ by $y$ and introducing slack variable $z$, we can equivalently write (4.4) into the form of 4.1):

$$
\begin{array}{ll}
\min _{x, y, z} & \frac{1}{2} x^{\top} P x+a^{\top} x+g^{*}(y)  \tag{4.5}\\
\text { s.t. } & A x+z=b, z \geq 0, C x+y=d
\end{array}
$$

for which one can further partition the $x$-variable into a number of disjoint blocks.
Many other interesting applications in various areas can be formulated as optimization problems in the form of 4.1), including those arising from signal processing, image processing, machine learning and statistical learning; see [58, 23, 18, 39] and the references therein.

Finally, we mention that computing a point on the central path for a generic convex programming in block variables $\left(x_{1} ; \cdots ; x_{N}\right)$ :

$$
\begin{array}{ll}
\min _{x} & f\left(x_{1}, \cdots, x_{N}\right) \\
\text { s.t. } & \sum_{i=1}^{N} A_{i} x_{i} \leq b, x_{i} \geq 0, i=1,2, \ldots, N
\end{array}
$$

boils down to

$$
\begin{array}{cl}
\min _{x, y} & f\left(x_{1}, \cdots, x_{N}\right)-\mu e^{\top} \ln x-\mu e^{\top} \ln y \\
\text { s.t. } & \sum_{i=1}^{N} A_{i} x_{i}+y=b,
\end{array}
$$

where $\mu>0$ and $e^{\top} \ln v$ indicates the sum of the logarithm of all the components of $v$. This model is again in the form of 4.1).

### 4.1.2 Related works in the literature

One well-known approach for solving a linear constrained problem in the form of 4.1) is the augmented Lagrangian method, which iteratively updates the primal variable $(x, y)$ by minimizing the augmented Lagrangian function in (4.7) and then the multiplier $\lambda$ through dual gradient ascent. However, the linear constraint couples $x_{1}, \ldots, x_{N}$ and $y_{1}, \ldots, y_{M}$ all together, it can be very expensive to minimize the augmented Lagrangian function simultaneously with respect to all block variables.

It is very natural then, to use the multi-block structure of the problem. In fact, the multi-block ADMM updates the block variables sequentially, one at a time with the others fixed to their most recent values, followed by the update of multiplier. Specifically, for (4.1), it performs the following updates iteratively (by assuming the absence of the
coupled functions $f$ and $g$ ):

$$
\left\{\begin{align*}
x_{1}^{k+1} & =\arg \min _{x_{1} \in \mathcal{X}_{1}} \mathcal{L}_{\rho}\left(x_{1}, x_{2}^{k}, \cdots, x_{N}^{k}, y^{k}, \lambda^{k}\right)  \tag{4.6}\\
& \vdots \\
x_{N}^{k+1} & =\arg \min _{x_{N} \in \mathcal{X}_{N}} \mathcal{L}_{\rho}\left(x_{1}^{k+1}, \cdots, x_{N-1}^{k+1}, x_{N}, y^{k}, \lambda^{k}\right) \\
y_{1}^{k+1} & =\operatorname{argmin} y_{y_{1} \in \mathcal{Y}_{1}} \mathcal{L}_{\rho}\left(x^{k+1}, y_{1}, y_{2}^{k}, \cdots, y_{M}^{k}, \lambda^{k}\right) \\
& \vdots \\
y_{M}^{k+1} & =\operatorname{argmin}_{y_{M} \in \mathcal{Y}_{M}} \mathcal{L}_{\rho}\left(x^{k+1}, y_{1}^{k+1}, \cdots, y_{M-1}^{k+1}, y_{M}, \lambda^{k}\right) \\
\lambda^{k+1} & =\lambda^{k}-\rho\left(A x^{k+1}+B y^{k+1}-b\right)
\end{align*}\right.
$$

where the augmented Lagrangian function is defined as:

$$
\begin{equation*}
\mathcal{L}_{\rho}(x, y, \lambda)=\sum_{i=1}^{N} u_{i}\left(x_{i}\right)+\sum_{j=1}^{M} v_{j}\left(y_{j}\right)-\lambda^{\top}(A x+B y-b)+\frac{\rho}{2}\|A x+B y-b\|^{2} . \tag{4.7}
\end{equation*}
$$

Besides the multi-block ADMM, our work also relates to another popular topic: the first-order primal-dual method for bilinear saddle-point problems. Below we briefly review the method and it convergence results. More complete discussion on the connections to our method will be provided after presenting our algorithm.

## Primal-dual method for bilinear saddle-point problems

Recently, the work [24] generalizes the first-order primal-dual method in [15] to a randomized method for solving a class of saddle-point problems in the following form:

$$
\begin{equation*}
\min _{z \in Z}\left\{h(z)+\max _{x \in X}\left\langle z, \sum_{i=1}^{N} A_{i} x_{i}\right\rangle-\sum_{i=1}^{N} u_{i}\left(x_{i}\right)\right\} \tag{4.8}
\end{equation*}
$$

where $x=\left(x_{1} ; \ldots ; x_{N}\right)$ and $X=X_{1} \times \cdots \times X_{N}$. Let $Z=\mathbb{R}^{p}$ and $h(z)=-b^{\top} z$. Then it is easy to see that (4.8) is a saddle-point reformulation of the multi-block structured optimization problem

$$
\min _{x \in X} \sum_{i=1}^{N} u_{i}\left(x_{i}\right), \text { s.t. } \sum_{i=1}^{N} A_{i} x_{i}=b,
$$

which is a special case of 4.1) without $y$ variable or the coupled function $f$.
At each iteration, the algorithm in [24] chooses one block of $x$-variable uniformly at random and performs a proximal update to it, followed by another proximal update to
the $z$-variable. More precisely, it iteratively performs the updates:

$$
\begin{align*}
& x_{i}^{k+1}= \begin{cases}\operatorname{argmin}_{x_{i} \in X_{i}}\left\langle-\bar{z}^{k}, A_{i} x_{i}\right\rangle+u_{i}\left(x_{i}\right)+\frac{\tau}{2}\left\|x_{i}-x_{i}^{k}\right\|_{2}^{2}, & \text { if } i=i_{k}, \\
x_{i}^{k}, & \text { if } i \neq i_{k},\end{cases}  \tag{4.9a}\\
& z^{k+1}=\underset{z \in Z}{\operatorname{argmin}} h(z)+\left\langle z, A x^{k+1}\right\rangle+\frac{\eta}{2}\left\|z-z^{k}\right\|_{2}^{2},  \tag{4.9b}\\
& \bar{z}^{k+1}=q\left(z^{k+1}-z^{k}\right)+z^{k+1}, \tag{4.9c}
\end{align*}
$$

where $i_{k}$ is a randomly selected block, and $\tau, \eta$ and $q$ are certain parameters 1 . When there is only one block of $x$-variable, i.e., $N=1$, the scheme in (4.9) becomes exactly the primal-dual method in [15]. Assuming the boundedness of the constraint sets $X$ and $Z$, [24] shows that under weak convexity, $O(1 / t)$ convergence rate result of the scheme can be established by choosing appropriate parameters, and if $u_{i}$ 's are all strongly convex, the scheme can be accelerated to have $O\left(1 / t^{2}\right)$ convergence rate by adapting the parameters.

### 4.1.3 Contributions and organization

- We propose a randomized primal-dual coordinate update algorithm to solve problems in the form of (4.1). The key feature is to introduce randomization as done in (4.9) to the multi-block ADMM framework (4.6). Unlike the random permutation scheme as previously investigated in [113, 18], we simply choose a subset of blocks of variables based on the uniform distribution. In addition, we perform a proximal update to that selected subset of variables. With appropriate proximal terms (e.g., the setting in 4.15), the selected block variables can be decoupled, and thus the updates can be done in parallel.
- More general than (4.6), we can accommodate coupled terms in the objective function in our algorithm by linearizing such terms. By imposing Lipschitz continuity condition on the partial gradient of the coupled functions $f$ and $g$ and using proximal terms, we show that our method has an expected $O(1 / t)$ convergence rate for solving problem (4.1) under mere convexity assumption.
- We show that our algorithm includes several existing methods as special cases

[^1]such as the scheme in (4.9) and the proximal Jacobian ADMM in 27. Our result indicates that the $O(1 / t)$ convergence rate of the scheme in 4.9) can be shown without assuming boundedness of the constraint sets. In addition, the same order of convergence rate of the proximal Jacobian ADMM can be established in terms of a better measure.

- Furthermore, the linearization scheme allows us to deal with stochastic objective function, for instance, when the function $f$ is given in a form of expectation $f=\mathbb{E}_{\xi}\left[f_{\xi}(x)\right]$ where $\xi$ is a random vector. As long as an unbiased estimator of the (sub-)gradient of $f$ is available, we can extend our method to the stochastic problem and an expected $O(1 / \sqrt{t})$ convergence rate is achievable.

The rest of the chapter is organized as follows. In Section 4.2, we introduce our algorithm and present some preliminary results. In Section 4.3, we present the sublinear convergence rate results of the proposed algorithm. Depending on the multi-block structure of $y$, different conditions and parameter settings are presented in Subsections 4.3.1, 4.3 .2 and 4.3.3, respectively. In Section 4.4, we present an extension of our algorithm where the objective function is assumed not to be even exactly computable, instead only some first-order stochastic approximation is available. The convergence analysis is extended to such settings accordingly. Numerical results are shown in Section 4.5. In Section 4.6, we discuss the connections of our algorithm to other well-known methods in the literature. The proofs for the technical lemmas are presented in Section 4.8, and the proofs for the main theorems are in Section 4.9.

### 4.2 Randomized Primal-Dual Block Coordinate Update Algorithm

In this section, we first present some notations and then introduce our algorithm as well as some preliminary lemmas.

### 4.2.1 Notations

We denote $X=X_{1} \times \cdots \times X_{N}$ and $Y=Y_{1} \times \cdots \times Y_{M}$. For any symmetric positive semidefinite matrix $W$, we define $\|z\|_{W}=\sqrt{z^{\top} W z}$. Given an integer $\ell>0,[\ell]$ denotes the set $\{1,2, \cdots, \ell\}$. We use $I$ and $J$ as index sets, while $I$ is also used to denote
the identity matrix; we believe that the intention is evident in the context. Given $I=\left\{i_{1}, i_{2}, \cdots, i_{n}\right\}$, we denote:

- Block-indexed variable: $x_{I}=\left(x_{i_{1}} ; x_{i_{2}} ; \cdots ; x_{i_{n}}\right)$;
- Block-indexed set: $X_{I}=X_{i_{1}} \times \cdots \times X_{i_{n}}$;
- Block-indexed function: $u_{I}\left(x_{I}\right)=u_{i_{1}}\left(x_{i_{1}}\right)+u_{i_{2}}\left(x_{i_{2}}\right)+\cdots+u_{i_{n}}\left(x_{i_{n}}\right)$;
- Block-indexed gradient: $\nabla_{I} f(x)=\left(\nabla_{i_{1}} f(x) ; \nabla_{i_{2}} f(x) ; \cdots ; \nabla_{i_{n}} f(x)\right)$;
- Block-indexed matrix: $A_{I}=\left[A_{i_{1}}, A_{i_{2}}, \cdots, A_{i_{n}}\right]$.


### 4.2.2 Algorithm

Our algorithm is rather general. Its major ingredients are randomization in selecting block variables, linearization of the coupled functions $f$ and $g$, and adding proximal terms. Specifically, at each iteration $k$, it first randomly samples a subset $I_{k}$ of blocks of $x$, and then a subset $J_{k}$ of blocks of $y$ according to the uniform distribution over the indices. The randomized sampling rule is as follows:

Randomization Rule (U): For the given integers $n \leq N$ and $m \leq M$, it randomly chooses index sets $I_{k} \subset[N]$ with $\left|I_{k}\right|=n$ and $J_{k} \subset[M]$ with $\left|J_{k}\right|=$ $m$ uniformly; i.e., for any subsets $\left\{i_{1}, i_{2}, \ldots, i_{n}\right\} \subset[N]$ and $\left\{j_{1}, j_{2}, \ldots, j_{m}\right\} \subset$ [ $M$ ], the following holds

$$
\begin{gathered}
\operatorname{Prob}\left[I_{k}=\left\{i_{1}, i_{2}, \ldots, i_{n}\right\}\right]=1 /\binom{N}{n}, \\
\operatorname{Prob}\left[J_{k}=\left\{j_{1}, j_{2}, \ldots, j_{m}\right\}\right]=1 /\binom{M}{m} .
\end{gathered}
$$

After those subsets have been selected, it performs a prox-linear update to those selected blocks based on the augmented Lagrangian function, followed by an update of the Lagrangian multiplier. The details of the method are summarized in Algorithm 1 below.

In Algorithm 1, $P^{k}$ and $Q^{k}$ are predetermined positive semidefinite matrices with appropriate dimensions. For the selected blocks in $I_{k}$ and $J_{k}$, instead of implementing the exact minimization of the augmented Lagrangian function, we perform a block proximal gradient update. In particular, before minimization, we first linearize the

```
Algorithm 1: Randomized Primal-Dual Block Coordinate Update Method
(RPDBU)
    Initialization: choose \(x^{0}, y^{0}\) and \(\lambda^{0}=0\); let \(r^{0}=A x^{0}+B y^{0}-b\); choose \(\rho, \rho_{x}, \rho_{y}\)
    for \(k=0,1, \ldots\) do
        Randomly select \(I_{k} \subset[N]\) and \(J_{k} \subset[M]\) with \(\left|I_{k}\right|=n\) and \(\left|J_{k}\right|=m\) according to
                (U).
        Let \(x_{i}^{k+1}=x_{i}^{k}, \forall i \notin I_{k}\) and \(y_{j}^{k+1}=y_{j}^{k}, \forall j \notin J_{k}\).
        For \(I=I_{k}\), perform the update
\[
\begin{align*}
& x_{I}^{k+1}=\underset{x_{I} \in \mathcal{X}_{I}}{\operatorname{argmin}}\left\langle\nabla_{I} f\left(x^{k}\right)-A_{I}^{\top} \lambda^{k}, x_{I}\right\rangle+u_{I}\left(x_{I}\right) \\
& +\frac{\rho_{x}}{2}\left\|A_{I}\left(x_{I}-x_{I}^{k}\right)+r^{k}\right\|^{2}+\frac{1}{2}\left\|x_{I}-x_{I}^{k}\right\|_{P k}^{2},  \tag{4.10}\\
& r^{k+\frac{1}{2}}=r^{k}+A_{I}\left(x_{I}^{k+1}-x_{I}^{k}\right) . \tag{4.11}
\end{align*}
\]

For \(J=J_{k}\), perform the update
\[
\begin{align*}
& y_{J}^{k+1}=\underset{y_{J} \in \mathcal{Y}_{J}}{\operatorname{argmin}}\left\langle\nabla_{J} g\left(y^{k}\right)-B_{J}^{\top} \lambda^{k}, y_{J}\right\rangle+v_{J}\left(y_{J}\right) \\
& +\frac{\rho_{y}}{2}\left\|B_{J}\left(y_{J}-y_{J}^{k}\right)+r^{k+\frac{1}{2}}\right\|^{2}+\frac{1}{2}\left\|y_{J}-y_{J}^{k}\right\|_{Q^{k}}^{2},  \tag{4.12}\\
& r^{k+1}=r^{k+\frac{1}{2}}+B_{J}\left(y_{J}^{k+1}-y_{J}^{k}\right) . \tag{4.13}
\end{align*}
\]

Update the multiplier by
\[
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\rho r^{k+1} . \tag{4.14}
\end{equation*}
\]
coupled functions \(f, g\), and add some proximal terms to it. Note that one can always select all blocks, i.e., \(I_{k}=[N]\) and \(J_{k}=[M]\). Empirically however, the block coordinate update method usually outperforms the full coordinate update method if the problem possesses certain structures; see [95] for an example. To decouple the selected \(x\) blocks and also \(y\) blocks, we choose the matrices \(P^{k}\) and \(Q^{k}\) in Algorithm 1 as follows:
\[
\begin{equation*}
P^{k}=\hat{P}_{I_{k}}-\rho_{x} A_{I_{k}}^{\top} A_{I_{k}}, \quad Q^{k}=\hat{Q}_{J_{k}}-\rho_{y} B_{J_{k}}^{\top} B_{J_{k}}, \tag{4.15}
\end{equation*}
\]
where \(\hat{P}\) and \(\hat{Q}\) are symmetric positive semidefinite and block diagonal matrices, \(\hat{P}_{I_{k}}\) denotes the diagonal blocks of \(\hat{P}\) indexed by \(I_{k}\). With such setting of \(P^{k}\) and \(Q^{k}\), 4.10) and (4.12) respectively become
\[
\begin{align*}
x_{I}^{k+1} & =\underset{x_{I} \in \mathcal{X}_{I}}{\operatorname{argmin}}\left\langle\nabla_{I} f\left(x^{k}\right)-A_{I}^{\top}\left(\lambda^{k}-\rho_{x} r^{k}\right), x_{I}\right\rangle+u_{I}\left(x_{I}\right)+\frac{1}{2}\left\|x_{I}-x_{I}^{k}\right\|_{\hat{P}_{I}}^{2},  \tag{4.16}\\
y_{J}^{k+1} & =\underset{y_{J} \in \mathcal{Y}_{J}}{\operatorname{argmin}}\left\langle\nabla_{J} g\left(y^{k}\right)-B_{J}^{\top}\left(\lambda^{k}-\rho_{y} r^{k+\frac{1}{2}}\right), y_{J}\right\rangle+v_{J}\left(y_{J}\right)+\frac{1}{2}\left\|y_{J}-y_{J}^{k}\right\|_{\hat{Q}_{J}}^{2} . \tag{4.17}
\end{align*}
\]

Due to the block diagonal structure of \(\hat{P}\) and \(\hat{Q}\), both \(x\) and \(y\)-updates can be computed in parallel.

\subsection*{4.2.3 Preliminaries}

Let \(w\) be the aggregated primal-dual variables and \(H(w)\) the primal-dual linear mapping; namely
\[
w=\left(\begin{array}{c}
x  \tag{4.18}\\
y \\
\lambda
\end{array}\right), \quad H(w)=\left(\begin{array}{c}
-A^{\top} \lambda \\
-B^{\top} \lambda \\
A x+B y-b
\end{array}\right)
\]
and also let
\[
\begin{aligned}
& u(x)=\sum_{i=1}^{N} u_{i}\left(x_{i}\right), \quad v(y)=\sum_{j=1}^{M} v_{j}\left(y_{j}\right), \\
& F(x)=f(x)+u(x), \quad G(y)=g(y)+v(y), \quad \Phi(x, y)=F(x)+G(y) .
\end{aligned}
\]

The point \(\left(x^{*}, y^{*}\right)\) is a solution to (4.1) if and only if there exists \(\lambda^{*}\) such that
\[
\begin{align*}
& \Phi(x, y)-\Phi\left(x^{*}, y^{*}\right)+\left(w-w^{*}\right)^{\top} H\left(w^{*}\right) \geq 0, \forall(x, y) \in \mathcal{X} \times \mathcal{Y}, \forall \lambda,  \tag{4.19a}\\
& A x^{*}+B y^{*}=b  \tag{4.19b}\\
& x^{*} \in \mathcal{X}, \quad y^{*} \in \mathcal{Y} . \tag{4.19c}
\end{align*}
\]

The following lemmas will be used in our subsequent analysis, whose proofs are elementary and thus are omitted here.

Lemma 4.2.1 For any two vectors \(w\) and \(\tilde{w}\), it holds
\[
\begin{equation*}
(w-\tilde{w})^{\top} H(w)=(w-\tilde{w})^{\top} H(\tilde{w}) . \tag{4.20}
\end{equation*}
\]

Lemma 4.2.2 For any two vectors \(u, v\) and a positive semidefinite matrix \(W\) :
\[
\begin{equation*}
u^{\top} W v=\frac{1}{2}\left(\|u\|_{W}^{2}+\|v\|_{W}^{2}-\|u-v\|_{W}^{2}\right) \tag{4.21}
\end{equation*}
\]

Lemma 4.2.3 For any nonzero positive semidefinite matrix \(W\), it holds for any \(\mathbf{z}\) and \(\hat{\mathbf{z}}\) of appropriate size that
\[
\begin{equation*}
\|\mathbf{z}-\hat{\mathbf{z}}\|^{2} \geq \frac{1}{\|W\|_{2}}\|\mathbf{z}-\hat{\mathbf{z}}\|_{W}^{2} \tag{4.22}
\end{equation*}
\]
where \(\|W\|_{2}\) denotes the matrix operator norm of \(W\).
The following lemma presents a useful property of \(H(w)\), which essentially follows from 4.20).

Lemma 4.2.4 For any vectors \(\left\{w^{k}\right\}_{1}^{t}\), and sequence of positive numbers \(\left\{\beta^{k}\right\}_{1}^{t}\), it holds that
\[
\begin{equation*}
\left(\frac{\sum_{k=0}^{t} \beta^{k} w^{k}}{\sum_{k=0}^{t} \beta^{k}}-w\right)^{\top} H\left(\frac{\sum_{k=0}^{t} \beta^{k} w^{k}}{\sum_{k=0}^{t} \beta^{k}}\right)=\frac{1}{\sum_{k=0}^{t} \beta^{k}} \sum_{k=0}^{t} \beta^{k}\left(w^{k}-w\right)^{\top} H\left(w^{k}\right) \tag{4.23}
\end{equation*}
\]

\subsection*{4.3 Convergence Rate Results}

In this section, we establish sublinear convergence rate results of Algorithm 1 for three different cases. We differentiate those cases based on whether or not \(y\) in problem (4.1) also has the multi-block structure. In the first case where \(y\) is a multi-block variable, it requires \(\frac{n}{N}=\frac{m}{M}\) where \(n\) and \(m\) are the cardinalities of the subsets of \(x\) and \(y\) selected in our algorithm respectively. Since the analysis only requires weak convexity, we can ensure the condition to hold by adding zero component functions if necessary, in such a way that \(N=M\) and then choosing \(n=m\). The second case is that \(y\) is treated as a single-block variable, and this can be reflected in our algorithm by simply selecting all \(y\)-blocks every time, i.e. \(m=M\). The third case assumes no \(y\)-variable at all. It falls into the first and second cases, and we discuss this case separately since it requires weaker conditions to guarantee the same convergence rate. In particular, we make the following assumptions:

Assumption 4.3.1 (Convexity) For (4.1), \(\mathcal{X}_{i}\) 's and \(\mathcal{Y}_{j}\) 's are some closed convex sets, \(f\) and \(g\) are smooth convex functions, and \(u_{i}\) 's and \(v_{j}\) 's are proper closed convex function.

Assumption 4.3.2 (Existence of an optimal solution) There is at least one point \(w^{*}=\left(x^{*}, y^{*}, \lambda^{*}\right)\) satisfying the conditions in 4.19).

Assumption 4.3 .3 (Lipschitz continuous partial gradient) There exist constants \(L_{f}\) and \(L_{g}\) such that for any subset \(I\) of \([N]\) with \(|I|=n\) and any subset \(J\) of \([M]\) with \(|J|=m\), it holds that
\[
\begin{align*}
& \left\|\nabla_{I} f\left(x+U_{I} \tilde{x}\right)-\nabla_{I} f(x)\right\| \leq L_{f}\left\|\tilde{x}_{I}\right\|, \forall x, \tilde{x},  \tag{4.24a}\\
& \left\|\nabla_{J} g\left(y+U_{J} \tilde{y}\right)-\nabla_{J} g(y)\right\| \leq L_{g}\left\|\tilde{y}_{J}\right\|, \forall y, \tilde{y}, \tag{4.24b}
\end{align*}
\]
where \(U_{I} \tilde{x}\) keeps the blocks of \(\tilde{x}\) that are indexed by I and zero elsewhere.
Before presenting the main convergence rate result, we first establish a few key lemmas.

Lemma 4.3.1 (One-step analysis) Let \(\left\{\left(x^{k}, y^{k}, r^{k}, \lambda^{k}\right)\right\}\) be the sequence generated from Algorithm 1 with matrices \(P^{k}\) and \(Q^{k}\) defined as in 4.15). Then the following inequalities hold
\[
\mathbb{E}_{I_{k}}\left[F\left(x^{k+1}\right)-F(x)+\left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k+1}\right)\right.
\]
\[
\begin{align*}
&\left.+\left(\rho_{x}-\rho\right)\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k+1}-\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right)\right] \\
&+\mathbb{E}_{I_{k}}\left(x^{k+1}-x\right)^{\top}\left(\hat{P}-\rho_{x} A^{\top} A\right)\left(x^{k+1}-x^{k}\right)-\frac{L_{f}}{2} \mathbb{E}_{I_{k}}\left\|x^{k}-x^{k+1}\right\|^{2} \\
& \leq\left(1-\frac{n}{N}\right)\left[F\left(x^{k}\right)-F(x)+\left(x^{k}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\rho_{x}\left(x^{k}-x\right)^{\top} A^{\top} r^{k}\right], \tag{4.25}
\end{align*}
\]
and
\[
\begin{align*}
& \mathbb{E}_{J_{k}}\left[G\left(y^{k+1}\right)-G(y)+\left(y^{k+1}-y\right)^{\top}\left(-B^{\top} \lambda^{k+1}\right)+\left(\rho_{y}-\rho\right)\left(y^{k+1}-y\right)^{\top} B^{\top} r^{k+1}\right] \\
& +\mathbb{E}_{J_{k}}\left(y^{k+1}-y\right)^{\top}\left(\hat{Q}-\rho_{y} B^{\top} B\right)\left(y^{k+1}-y^{k}\right)-\frac{L_{g}}{2} \mathbb{E}_{J_{k}}\left\|y^{k}-y^{k+1}\right\|^{2} \\
& -\left(1-\frac{m}{M}\right) \rho_{y}\left(y^{k}-y\right)^{\top} B^{\top} A\left(x^{k+1}-x^{k}\right) \\
\leq & \left(1-\frac{m}{M}\right)^{2}\left[G\left(y^{k}\right)-G(y)+\left(y^{k}-y\right)^{\top}\left(-B^{\top} \lambda^{k}\right)+\rho_{y}\left(y^{k}-y\right)^{\top} B^{\top} r^{k}\right], \tag{4.26}
\end{align*}
\]
where \(\mathbb{E}_{I_{k}}\) denotes expectation over \(I_{k}\) and conditional on all previous history.
Note that for any feasible point \((x, y)\) (namely, \(x \in X, y \in Y\) and \(A x+B y=b\) ),
\[
\begin{align*}
A x^{k+1}-A x & =\frac{1}{\rho}\left(\lambda^{k}-\lambda^{k+1}\right)-\left(B y^{k+1}-b\right)+(B y-b) \\
& =\frac{1}{\rho}\left(\lambda^{k}-\lambda^{k+1}\right)-B\left(y^{k+1}-y\right) \tag{4.27}
\end{align*}
\]
and
\[
\begin{align*}
B y^{k}-B y & =\frac{1}{\rho}\left(\lambda^{k-1}-\lambda^{k}\right)-\left(A x^{k}-b\right)+(A x-b) \\
& =\frac{1}{\rho}\left(\lambda^{k-1}-\lambda^{k}\right)-A\left(x^{k}-x\right) . \tag{4.28}
\end{align*}
\]

Then, using (4.21) we have the following result.
Lemma 4.3.2 For any feasible point \((x, y)\) and integer \(t\), it holds
\[
\begin{align*}
& \sum_{k=0}^{t}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right) \\
= & \frac{1}{\rho} \sum_{k=0}^{t}\left(\lambda^{k}-\lambda^{k+1}\right)^{\top} B\left(y^{k+1}-y^{k}\right) \\
& -\frac{1}{2}\left(\left\|y^{t+1}-y\right\|_{B^{\top} B}^{2}-\left\|y^{0}-y\right\|_{B^{\top} B}^{2}+\sum_{k=0}^{t}\left\|y^{k+1}-y^{k}\right\|_{B^{\top} B}^{2}\right) \tag{4.29}
\end{align*}
\]
and
\[
\begin{align*}
& \sum_{k=0}^{t}\left(y^{k}-y\right)^{\top} B^{\top} A\left(x^{k+1}-x^{k}\right) \\
= & \frac{1}{\rho} \sum_{k=0}^{t}\left(\lambda^{k-1}-\lambda^{k}\right)^{\top} A\left(x^{k+1}-x^{k}\right) \\
& +\frac{1}{2}\left(\left\|x^{0}-x\right\|_{A^{\top} A}^{2}-\left\|x^{t+1}-x\right\|_{A^{\top} A}^{2}+\sum_{k=0}^{t}\left\|x^{k+1}-x^{k}\right\|_{A^{\top} A}^{2}\right) . \tag{4.30}
\end{align*}
\]

Lemma 4.3.3 Given a continuous function \(h\), for a random vector \(\hat{w}=(\hat{x}, \hat{y}, \hat{\lambda})\), if for any feasible point \(w=(x, y, \lambda)\) that may depend on \(\hat{w}\), we have
\[
\begin{equation*}
\mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi(x, y)+(\hat{w}-w)^{\top} H(w)\right] \leq \mathbb{E}[h(w)], \tag{4.31}
\end{equation*}
\]
then for any \(\gamma>0\) and any optimal solution \(\left(x^{*}, y^{*}\right)\) to (4.1) we also have
\[
\mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)+\gamma\|A \hat{x}+B \hat{y}-b\|\right] \leq \sup _{\|\lambda\| \leq \gamma} h\left(x^{*}, y^{*}, \lambda\right) .
\]

Noting
\[
\Phi(x, y)-\Phi\left(x^{*}, y^{*}\right)+\left(w-w^{*}\right)^{\top} H\left(w^{*}\right)=\Phi(x, y)-\Phi\left(x^{*}, y^{*}\right)-\left(\lambda^{*}\right)^{\top}(A x+B y-b),
\]
we can easily show the following lemma by the optimality of \(\left(x^{*}, y^{*}, \lambda^{*}\right)\) and the CauchySchwarz inequality.

Lemma 4.3.4 Assume \(\left(x^{*}, y^{*}, \lambda^{*}\right)\) satisfies 4.19). Then for any point \((\hat{x}, \hat{y}) \in X \times Y\), we have
\[
\begin{equation*}
\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right) \geq-\left\|\lambda^{*}\right\| \cdot\|A \hat{x}+B \hat{y}-b\| . \tag{4.32}
\end{equation*}
\]

The following lemma shows a connection between different convergence measures, and it can be simply proved by using 4.32). If both \(w\) and \(\hat{w}\) are deterministic, it implies Lemma 2.4 in [38].

Lemma 4.3.5 Assume that \(\left(x^{*}, y^{*}, \lambda^{*}\right)\) satisfies the optimality conditions in 4.19). Let \(\gamma\) be any number that is larger than \(\left\|\lambda^{*}\right\|\). If a random vector \((\hat{x}, \hat{y})\) satisfies
\[
\mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)+\gamma\|A \hat{x}+B \hat{y}-b\|\right] \leq \epsilon,
\]
then
\[
\mathbb{E}\|A \hat{x}+B \hat{y}-b\| \leq \frac{\epsilon}{\gamma-\left\|\lambda^{*}\right\|} \text { and } \mathbb{E}\left[\left|\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)\right|\right] \leq\left(\frac{2\left\|\lambda^{*}\right\|}{\gamma-\left\|\lambda^{*}\right\|}+1\right) \epsilon
\]

The convergence analysis for Algorithm 1 requires slightly different parameter settings under different structures. In fact, the underlying analysis and results also differ. To account for the differences, we present in the next three subsections the corresponding convergence results. The first one assumes there is no \(y\) part at all; the second case assumes a single block on the \(y\) side; the last one deals with the general case where the ratios \(n / N\) is assumed to be equal to \(m / M\).

\subsection*{4.3.1 Multiple \(x\) blocks and no \(y\) variable}

We first consider a special case with no \(y\)-variable, namely, \(g=v=0\) and \(B=0\) in (4.1). This case has its own importance. It is a parallel block coordinate update version of the linearized augmented Lagrangian method (ALM).

Theorem 4.3.6 (Sublinear ergodic convergence I) Assume \(g(y)=0, v_{j}\left(y_{j}\right)=0\), \(\forall j\) and \(B=0\) in 4.1). Let \(\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}\) be the sequence generated from Algorithm 1 with \(y^{k} \equiv y^{0}\). Assume \(\frac{n}{N}=\theta, \rho=\theta \rho_{x}\), and
\[
\begin{equation*}
\hat{P}_{I_{k}} \succeq L_{f} I+\rho_{x} A_{I_{k}}^{\top} A_{I_{k}}, \forall k . \tag{4.33}
\end{equation*}
\]

Let
\[
\begin{equation*}
\hat{x}^{t}=\frac{x^{t+1}+\theta \sum_{k=1}^{t} x^{k}}{1+\theta t} \tag{4.34}
\end{equation*}
\]

Then, under Assumptions 4.3.1, 4.3.2 and 4.3.3. we have
\[
\begin{align*}
& \max \left\{\mathbb{E}\left|F\left(\hat{x}^{t}\right)-F\left(x^{*}\right)\right|, \mathbb{E}\left\|A \hat{x}^{t}-b\right\|\right\} \\
\leq & \frac{2}{1+\theta t}\left[(1-\theta)\left(F\left(x^{0}\right)-F\left(x^{*}\right)+\frac{\rho_{x}}{2}\left\|r^{0}\right\|^{2}\right)\right. \\
& \left.+\frac{1}{2}\left\|x^{0}-x^{*}\right\|_{\hat{P}}^{2}+\frac{\max \left\{\left(0.5+\left\|\lambda^{*}\right\|\right)^{2}, 9\left\|\lambda^{*}\right\|^{2}\right\}}{2 \rho_{x}}\right] \tag{4.35}
\end{align*}
\]
where \(\left(x^{*}, \lambda^{*}\right)\) is an arbitrary primal-dual solution.
Our result recovers the convergence of the proximal Jacobian ADMM introduced in [27]. In fact, the above theorem strengthens the convergence result in [27] by establishing
an \(O(1 / t)\) rate of convergence in terms of the feasibility measure and the objective value. If strong convexity is assumed on the objective function, the algorithm can be accelerated to have the rate \(O\left(1 / t^{2}\right)\) as shown in [127].

\subsection*{4.3.2 Multiple \(x\) blocks and a single \(y\) block}

When the \(y\)-variable is simple to update, it could be beneficial to renew the whole of it at every iteration, such as the problem (4.3). In this subsection, we consider the case that there are multiple \(x\)-blocks but a single \(y\)-block (or equivalently, \(m=M\) ), and we establish a sublinear convergence rate result with a different technique of dealing with the \(y\)-variable.

Theorem 4.3.7 (Sublinear ergodic convergence II) Let \(\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}\) be the sequence generated from Algorithm 1 with \(m=M\) and \(\rho=\rho_{y}=\theta \rho_{x}\), where \(\theta=\frac{n}{N}\). Assume
\[
\begin{equation*}
\hat{P} \succeq L_{f} I+\rho_{x} A^{\top} A, \quad \hat{Q} \succeq \frac{L_{g}}{\theta} I+\left(\frac{\rho}{\theta^{4}}-\frac{\rho}{\theta^{2}}+\rho_{y}\right) B^{\top} B . \tag{4.36}
\end{equation*}
\]

Let
\[
\begin{equation*}
\hat{x}^{t}=\frac{x^{t+1}+\theta \sum_{k=1}^{t} x^{k}}{1+\theta t}, \quad \hat{y}^{t}=\frac{\tilde{y}^{t+1}+\theta \sum_{k=1}^{t} y^{k}}{1+\theta t} \tag{4.37}
\end{equation*}
\]
where
\(\tilde{y}^{t+1}=\underset{y \in \mathcal{Y}}{\operatorname{argmin}}\left\langle\nabla g\left(y^{t}\right)-B^{\top} \lambda^{t}, y\right\rangle+v(y)+\frac{\rho_{x}}{2}\left\|A x^{t+1}+B y-b\right\|^{2}+\frac{\theta}{2}\left\|y-y^{t}\right\|_{\hat{Q}-\rho_{y} B^{\top} B^{2}}\).

Then, under Assumptions 4.3.1, 4.3.2 and 4.3.3, we have
\[
\begin{align*}
& \max \left\{\mathbb{E}\left|\Phi\left(\hat{x}^{t}, \hat{y}^{t}\right)-\Phi\left(x^{*}, y^{*}\right)\right|, \mathbb{E}\left\|A \hat{x}^{t}+B \hat{y}^{t}-b\right\|\right\}  \tag{4.39}\\
\leq & \frac{2}{1+\theta t}\left[(1-\theta)\left(\Phi\left(x^{0}, y^{0}\right)-\Phi\left(x^{*}, y^{*}\right)+\frac{\rho_{x}}{2}\left\|r^{0}\right\|^{2}\right)+\frac{1}{2}\left\|x^{0}-x^{*}\right\|_{\hat{P}}^{2}\right. \\
& \left.+\frac{1}{2}\left\|y^{0}-y^{*}\right\|_{\theta \hat{Q}+\left(\rho_{x}-\theta \rho_{y}\right) B^{\top} B}^{2}+\frac{\max \left\{\left(0.5+\left\|\lambda^{*}\right\|\right)^{2}, 9\left\|\lambda^{*}\right\|^{2}\right\}}{2 \rho_{x}}\right]
\end{align*}
\]
where \(\left(x^{*}, y^{*}, \lambda^{*}\right)\) is an arbitrary primal-dual solution.
Remark 4.3.8 It is easy to see that if \(\theta=1\), the result in Theorem 4.3.7 becomes exactly the same as that in Theorem 4.3.9 below. In general, they are different because the conditions in 4.36) on \(\hat{P}\) and \(\hat{Q}\) are different from those in 4.41a).

\subsection*{4.3.3 Multiple \(x\) and \(y\) blocks}

In this subsection, we consider the most general case where both \(x\) and \(y\) have multiblock structure. Assuming \(\frac{n}{N}=\frac{m}{M}\), we can still have the \(O(1 / t)\) convergence rate. The assumption can be made without losing generality, e.g., by adding zero components if necessary (which is essentially equivalent to varying the probabilities of the variable selection).

Theorem 4.3.9 (Sublinear ergodic convergence III) Let \(\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}\) be the sequence generated from Algorithm 1 with the parameters satisfying
\[
\begin{equation*}
\rho=\frac{n \rho_{x}}{N}=\frac{m \rho_{y}}{M}>0 \tag{4.40}
\end{equation*}
\]

Assume \(\frac{n}{N}=\frac{m}{M}=\theta\), and \(\hat{P}, \hat{Q}\) satisfy one of the following conditions
\[
\begin{align*}
& \hat{P} \succeq(2-\theta)\left(\frac{1-\theta}{\theta^{2}}+1\right) \rho_{x} A^{\top} A+L_{f} I, \quad \hat{Q} \succeq \frac{(2-\theta)}{\theta^{2}} \rho_{y} B^{\top} B+L_{g} I  \tag{4.41a}\\
& \hat{P}_{i} \succeq(2-\theta)\left(\frac{1-\theta}{\theta^{2}}+1\right) n \rho_{x} A_{i}^{\top} A_{i}+L_{f} I, \forall i, \quad \hat{Q}_{j} \succeq \frac{(2-\theta)}{\theta^{2}} m \rho_{y} B_{j}^{\top} B_{j}+L_{g} I, \forall j \tag{4.41~b}
\end{align*}
\]

Let
\[
\begin{equation*}
\hat{x}^{t}=\frac{x^{t+1}+\theta \sum_{k=1}^{t} x^{k}}{1+\theta t}, \quad \hat{y}^{t}=\frac{y^{t+1}+\theta \sum_{k=1}^{t} y^{k}}{1+\theta t} \tag{4.42}
\end{equation*}
\]

Then, under Assumptions 4.3.1, 4.3.2 and 4.3.3, we have
\[
\begin{align*}
& \max \{\mathbb{E} \mid\left.\Phi\left(\hat{x}^{t}, \hat{y}^{t}\right)-\Phi\left(x^{*}, y^{*}\right) \mid, \mathbb{E}\left\|A \hat{x}^{t}+B \hat{y}^{t}-b\right\|\right\}  \tag{4.43}\\
& \leq \frac{2}{1+\theta t}\left[(1-\theta)\left(\Phi\left(x^{0}, y^{0}\right)-\Phi\left(x^{*}, y^{*}\right)+\rho_{x}\left\|r^{0}\right\|^{2}\right)+\frac{1}{2}\left\|x^{0}-x^{*}\right\|_{\hat{P}-\theta \rho_{x} A^{\top} A}^{2}\right. \\
&\left.+\frac{1}{2}\left\|y^{0}-y^{*}\right\|_{\hat{Q}}^{2}+\frac{\max \left\{\left(0.5+\left\|\lambda^{*}\right\|\right)^{2}, 9\left\|\lambda^{*}\right\|^{2}\right\}}{2 \rho_{x}}\right]
\end{align*}
\]
where \(\left(x^{*}, y^{*}, \lambda^{*}\right)\) is an arbitrary primal-dual solution.

Remark 4.3.10 When \(N=M=1\), the two conditions in 4.41 become the same. However, in general, neither of the two conditions in (4.41) implies the other one. Roughly speaking, for the case of \(n \approx N\) and \(m \approx M\), the one in 4.41a can be weaker, and for the case of \(n \ll N\) and \(m \ll M\), the one in 4.41b is more likely weaker. In
addition, 4.41b provides an explicit way to choose block diagonal \(\hat{P}\) and \(\hat{Q}\) by simply setting \(\hat{P}_{i}\) and \(\hat{Q}_{j}\) 's to the lower bounds there.

\subsection*{4.4 Randomized Primal-Dual Coordinate Approach for Stochastic Programming}

In this section, we extend our method to solve a stochastic optimization problem where the objective function involves an expectation. Specifically, we assume the coupled function to be in the form of \(f(x)=\mathbb{E}_{\xi} f_{\xi}(x)\) where \(\xi\) is a random vector. For simplicity we assume \(g=v=0\), namely, we consider the following problem
\[
\begin{align*}
\min _{x} & \mathbb{E}_{\xi} f_{\xi}(x)+\sum_{i=1}^{N} u_{i}\left(x_{i}\right),  \tag{4.44}\\
\text { s.t. } & \sum_{i=1}^{N} A_{i} x_{i}=b, x_{i} \in \mathcal{X}_{i}, i=1,2, \ldots, N .
\end{align*}
\]

One can easily extend our analysis to the case where \(g \neq 0, v \neq 0\) and \(g\) is also stochastic. An example of (4.44) is the penalized and constrained regression problem 62] that includes (4.2) as a special case.

Due to the expectation form of \(f\), it is natural that the exact gradient of \(f\) is not available or very expensive to compute. Instead, we assume that its stochastic gradient is readily accessible. By some slight abuse of the notation, we denote
\[
w=\left[\begin{array}{c}
x  \tag{4.45}\\
\lambda
\end{array}\right], \quad H(w)=\left[\begin{array}{c}
-A^{\top} \lambda \\
A x-b
\end{array}\right], \quad F(x):=\mathbb{E}_{\xi} f_{\xi}(x)+\sum_{i=1}^{N} u_{i}\left(x_{i}\right) .
\]

A point \(x^{*}\) is a solution to (4.44) if and only if there exists \(\lambda^{*}\) such that
\[
\begin{align*}
& F(x)-F\left(x^{*}\right)+\left(w-w^{*}\right)^{\top} H\left(w^{*}\right) \geq 0, \forall w,  \tag{4.46a}\\
& A x^{*}=b, x^{*} \in \mathcal{X} . \tag{4.46b}
\end{align*}
\]

Modifying Algorithm 1 to (4.44), we present the stochastic primal-dual coordinate update method of multipliers, summarized in Algorithm 2, where \(G^{k}\) is a stochastic approximation of \(\nabla f\left(x^{k}\right)\). The strategy of block coordinate update with stochastic gradient information was first proposed in [25, 126], which considered problems without
linear constraint.
```

Algorithm 2: Randomized Primal-Dual Block Coordinate Update Method for
Stochastic Programming (RPDBUS)
Initialization: choose $x^{0}, \lambda^{0}$ and set parameters $\rho, \alpha_{k}$ 's
for $k=0,1, \ldots$ do
Randomly select $I_{k} \subset[N]$ with $\left|I_{k}\right|=n$ according to (U).
Let $x_{i}^{k+1}=x_{i}^{k}, \forall i \notin I_{k}$, and for $I=I_{k}$, do the update

$$
\begin{equation*}
x_{I}^{k+1}=\underset{x_{I} \in \mathcal{X}_{I}}{\operatorname{argmin}}\left\langle G_{I}^{k}-A_{I}^{\top} \lambda^{k}, x_{I}\right\rangle+u_{I}\left(x_{I}\right)+\frac{\rho}{2}\left\|A_{I}\left(x_{I}-x_{I}^{k}\right)+r^{k}\right\|^{2}+\frac{1}{2}\left\|x_{I}-x_{I}^{k}\right\|_{P^{k}+\frac{I}{\alpha_{k}}}^{2} \tag{4.47}
\end{equation*}
$$

Update the residual $r^{k+1}=r^{k}+A_{I}\left(x_{I}^{k+1}-x_{I}^{k}\right)$.
Update the multiplier by

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\left(1-\frac{(N-n) \alpha_{k+1}}{N \alpha_{k}}\right) \rho r^{k+1} \tag{4.48}
\end{equation*}
$$

We make the following assumption on the stochastic gradient $G^{k}$.
Assumption 4.4.1 Let $\delta^{k}=G^{k}-\nabla f\left(x^{k}\right)$. There exists a constant $\sigma$ such that for all $k$,

$$
\begin{align*}
& \mathbb{E}\left[\delta^{k} \mid x^{k}\right]=\mathbf{0}  \tag{4.49a}\\
& \mathbb{E}\left\|\delta^{k}\right\|^{2} \leq \sigma^{2} \tag{4.49b}
\end{align*}
$$

Following the proof of Lemma 4.3.1 and also noting

$$
\begin{equation*}
\mathbb{E}_{I_{k}}\left[\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top} \delta_{I_{k}}^{k} \mid x^{k}\right]=\mathbb{E}_{I_{k}}\left(x^{k}-x^{k+1}\right)^{\top} \delta^{k} \tag{4.50}
\end{equation*}
$$

we immediately have the following result.
Lemma 4.4.1 (One-step analysis) Let $\left\{\left(x^{k}, r^{k}, \lambda^{k}\right)\right\}$ be the sequence generated from Algorithm (2) where $P^{k}$ is given in 4.15) with $\rho_{x}=\rho$. Then

$$
\begin{aligned}
& \mathbb{E}_{I_{k}}\left[F\left(x^{k+1}\right)-F(x)+\left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\rho\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k+1}\right] \\
& +\mathbb{E}_{I_{k}}\left(x^{k+1}-x\right)^{\top}\left(\hat{P}-\rho A^{\top} A+\frac{I}{\alpha_{k}}\right)\left(x^{k+1}-x^{k}\right) \\
& -\frac{L_{f}}{2} \mathbb{E}_{I_{k}}\left\|x^{k}-x^{k+1}\right\|^{2}+\mathbb{E}_{I_{k}}\left(x^{k+1}-x^{k}\right)^{\top} \delta^{k}
\end{aligned}
$$

$$
\begin{equation*}
\leq\left(1-\frac{n}{N}\right)\left[F\left(x^{k}\right)-F(x)+\left(x^{k}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\rho\left(x^{k}-x\right)^{\top} A^{\top} r^{k}\right] \tag{4.51}
\end{equation*}
$$

The following theorem is a key result, from which we can choose appropriate $\alpha_{k}$ to obtain the $O(1 / \sqrt{t})$ convergence rate.

Theorem 4.4.2 Let $\left\{\left(x^{k}, \lambda^{k}\right)\right\}$ be the sequence generated from Algorithm 2. Let $\theta=\frac{n}{N}$ and denote

$$
\beta_{k}=\frac{\alpha_{k}}{\left(1-\frac{\alpha_{k}(1-\theta)}{\alpha_{k-1}}\right) \rho}, \forall k .
$$

Assume $\alpha_{k}>0$ is nonincreasing, and

$$
\begin{align*}
& A x^{0}=b, \quad \lambda^{0}=0,  \tag{4.52a}\\
& \hat{P} \succeq L_{f} I+\rho A^{\top} A,  \tag{4.52b}\\
& \frac{\alpha_{k-1} \beta_{k}}{2 \alpha_{k}}+\frac{(1-\theta) \beta_{k+1}}{2}-\frac{\alpha_{k} \beta_{k+1}}{2 \alpha_{k+1}}-\frac{(1-\theta) \beta_{k}}{2} \geq 0, \forall k  \tag{4.52c}\\
& \frac{\alpha_{t}}{2 \rho} \geq\left|\frac{\alpha_{t-1} \beta_{t}}{\alpha_{t}}-(1-\theta) \beta_{t}-\frac{\alpha_{t}}{\rho}\right|, \text { for some } t . \tag{4.52d}
\end{align*}
$$

Let

$$
\begin{equation*}
\hat{x}^{t}=\frac{\alpha_{t+1} x^{t+1}+\theta \sum_{k=1}^{t} \alpha_{k} x^{k}}{\alpha_{t+1}+\theta \sum_{k=1}^{t} \alpha_{k}} \tag{4.53}
\end{equation*}
$$

Then, under Assumptions 4.3.1, 4.3.2, 4.3.3 and 4.4.1, we have

$$
\begin{align*}
& \left(\alpha_{t+1}+\theta \sum_{k=1}^{t} \alpha_{k}\right) \mathbb{E}\left[F\left(\hat{x}^{t}\right)-F\left(x^{*}\right)+\gamma\left\|A \hat{x}^{t}-b\right\|\right] \\
\leq & (1-\theta) \alpha_{0}\left[F\left(x^{0}\right)-F\left(x^{*}\right)\right]+\frac{\alpha_{0}}{2}\left\|x^{0}-x^{*}\right\|_{\hat{P}-\rho A^{\top} A}^{2}+\frac{1}{2}\left\|x^{0}-x^{*}\right\|^{2} \\
& +\left|\frac{\alpha_{0} \beta_{1}}{2 \alpha_{1}}-\frac{(1-\theta) \beta_{1}}{2}\right| \gamma^{2}+\sum_{k=0}^{t} \frac{\alpha_{k}^{2}}{2} \mathbb{E}\left\|\delta^{k}\right\|^{2} . \tag{4.54}
\end{align*}
$$

The following proposition gives sublinear convergence rate of Algorithm 2 by specifying the values of its parameters. The choice of $\alpha_{k}$ depends on whether we fix the total number of iterations.

Proposition 4.4.3 Let $\left\{\left(x^{k}, \lambda^{k}\right)\right\}$ be the sequence generated from Algorithm 2 with $P^{k}$ given in 4.15, $\hat{P}$ satisfying 4.52b, and the initial point satisfying $A x^{0}=b$ and $\lambda^{0}=\mathbf{0}$.

Let $C_{0}$ be

$$
\begin{equation*}
C_{0}=(1-\theta) \alpha_{0}\left[F\left(x^{0}\right)-F\left(x^{*}\right)\right]+\frac{1}{2}\left\|x^{0}-x^{*}\right\|_{D_{x}}^{2}+\frac{\alpha_{0}}{2 \rho} \max \left\{\left(0.5+\left\|\lambda^{*}\right\|\right)^{2}, 9\left\|\lambda^{*}\right\|^{2}\right\}, \tag{4.55}
\end{equation*}
$$

where $\left(x^{*}, \lambda^{*}\right)$ is a primal-dual solution, and $D_{x}:=\alpha_{0}\left(\hat{P}-\rho A^{\top} A\right)+I$.

1. If $\alpha_{k}=\frac{\alpha_{0}}{\sqrt{k}}, \forall k \geq 1$ for a certain $\alpha_{0}>0$, then for $t \geq 2$,

$$
\begin{equation*}
\max \left\{\mathbb{E}\left|F\left(\hat{x}^{t}\right)-F\left(x^{*}\right)\right|, \mathbb{E}\left\|A \hat{x}^{t}-b\right\|\right\} \leq \frac{2 C_{0}}{\theta \alpha_{0} \sqrt{t}}+\frac{\alpha_{0}(\log t+2) \sigma^{2}}{\theta \sqrt{t}} . \tag{4.56}
\end{equation*}
$$

2. If the number of maximum number of iteration is fixed a priori, then by choosing $\alpha_{k}=\frac{\alpha_{0}}{\sqrt{t}}, \forall k \geq 1$ with any given $\alpha_{0}>0$, we have

$$
\begin{equation*}
\max \left\{\mathbb{E}\left|F\left(\hat{x}^{t}\right)-F\left(x^{*}\right)\right|, \mathbb{E}\left\|A \hat{x}^{t}-b\right\|\right\} \leq \frac{2 C_{0}}{\theta \alpha_{0} \sqrt{t}}+\frac{2 \alpha_{0} \sigma^{2}}{\theta \sqrt{t}} . \tag{4.57}
\end{equation*}
$$

Proof. When $\alpha_{k}=\frac{\alpha_{0}}{\sqrt{k}}$, we can show that 4.52c) and 4.52d) hold for $t \geq 2$; see Appendix 4.8.4. Hence, the result in 4.56) follows from (4.54), the convexity of $F$, Lemma 4.3.5 with $\gamma=\max \left\{1+\left\|\lambda^{*}\right\|, 2\left\|\lambda^{*}\right\|\right\}$, and the inequalities

$$
\sum_{k=1}^{t} \frac{1}{\sqrt{k}} \geq \sqrt{t}, \quad \sum_{k=1}^{t} \frac{1}{k} \leq \log t+1
$$

When $\alpha_{k}$ is a constant, the terms on the left hand side of 4.52c) and on the right hand side of 4.52 d ) are both zero, so they are satisfied. Hence, the result in 4.57) immediately follows by noting $\sum_{k=1}^{t} \alpha_{k}=\alpha_{0} \sqrt{t}$ and $\sum_{k=0}^{t} \alpha_{k}^{2} \leq 2 \alpha_{0}^{2}$.

The sublinear convergence result of Algorithm 2 can also be shown if $f$ is nondifferentiable convex and Lipschitz continuous. Indeed, if $f$ is Lipschtiz continuous with constant $L_{c}$, i.e.,

$$
\|f(x)-f(y)\| \leq L_{c}\|x-y\|, \forall x, y
$$

then $\|\tilde{\nabla} f(x)\| \leq L_{c}, \forall x$, where $\tilde{\nabla} f(x)$ is a subgradient of $f$ at $x$. Hence,

$$
\begin{aligned}
& \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top} \tilde{\nabla}_{I_{k}} f\left(x^{k}\right) \\
= & \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k}\right)^{\top} \tilde{\nabla}_{I_{k}} f\left(x^{k}\right)+\mathbb{E}_{I_{k}}\left(x_{I_{k}}^{k}-x_{I_{k}}^{k+1}\right)^{\top} \tilde{\nabla}_{I_{k}} f\left(x^{k}\right) \\
= & \frac{n}{N}\left(x-x^{k}\right)^{\top} \tilde{\nabla} f\left(x^{k}\right)+\mathbb{E}_{I_{k}}\left(x^{k}-x^{k+1}\right)^{\top} \tilde{\nabla} f\left(x^{k+1}\right) \\
& +\mathbb{E}_{I_{k}}\left(x^{k}-x^{k+1}\right)^{\top}\left(\tilde{\nabla} f\left(x^{k}\right)-\tilde{\nabla} f\left(x^{k+1}\right)\right) \\
\leq & \frac{n}{N}\left(f(x)-f\left(x^{k}\right)\right)+\mathbb{E}_{I_{k}}\left[f\left(x^{k}\right)-f\left(x^{k+1}\right)\right] \\
& +\mathbb{E}_{I_{k}}\left(x^{k}-x^{k+1}\right)^{\top}\left(\tilde{\nabla} f\left(x^{k}\right)-\tilde{\nabla} f\left(x^{k+1}\right)\right) \\
= & \frac{n-N}{N}\left(f(x)-f\left(x^{k}\right)\right)+\mathbb{E}_{I_{k}}\left[f(x)-f\left(x^{k+1}\right)\right] \\
& +\mathbb{E}_{I_{k}}\left(x^{k}-x^{k+1}\right)^{\top}\left(\tilde{\nabla} f\left(x^{k}\right)-\tilde{\nabla} f\left(x^{k+1}\right)\right) .
\end{aligned}
$$

Now following the proof of Lemma 4.3.1, we can have a result similar to 4.51, and then through the same arguments as those in the proof of Theorem 4.4.2, we can establish sublinear convergence rate of $O(1 / \sqrt{t})$.

### 4.5 Numerical Experiments

In this section, we test the proposed randomized primal-dual method on solving the nonnegativity constrained quadratic programming (NCQP):

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x) \equiv \frac{1}{2} x^{\top} Q x+c^{\top} x, \text { s.t. } A x=b, x_{i} \geq 0, i=1, \ldots, n \tag{4.58}
\end{equation*}
$$

where $A \in \mathbb{R}^{m \times n}$, and $Q \in \mathbb{R}^{n \times n}$ is a symmetric positive semidefinite (PSD) matrix. There is no $y$-variable, and it falls into the case in Theorem 4.3.6. We perform two experiments on a Macbook Pro with 4 cores. The first experiment demonstrates the parallelization performance of the proposed method, and the second one compares it to other methods.

Parallelization. This test is to illustrate the power unleashed in our new method, which is flexible in terms of parallel and distributive computing. We set $m=200, n=$ 2000 and generate $Q=H H^{\top}$, where the components of $H \in \mathbb{R}^{n \times n}$ follow the standard Gaussian distribution. The matrix $A$ and vectors $b, c$ are also randomly generated. We treat every component of $x$ as one block, and at every iteration we select and update $p$ blocks, where $p$ is the number of used cores. Figure 4.1 shows the running time by using 1,2 , and 4 cores, where the optimal value $F\left(x^{*}\right)$ is obtained by calling Matlab


Figure 4.1: Nearly linear speed-up performance of the proposed primal-dual method for solving (4.58) on a 4 -core machine. Left: distance of objective to optimal value $\left|F\left(x^{k}\right)-F\left(x^{*}\right)\right| ;$ Right: violation of feasibility $\left\|A x^{k}-b\right\|$.
function quadprog with tolerance $10^{-16}$. From the figure, we see that our proposed method achieves nearly linear speed-up.

Comparison to other methods. In this experiment, we compare the proposed method to the linearized ALM and the cyclic linearized ADMM methods. We set $m=1000, n=5000$ and generate $Q=H H^{\top}$, where the components of $H \in \mathbb{R}^{n \times(n-50)}$ follow standard Gaussian distribution. Note that $Q$ is singular, and thus 4.58 is not strongly convex. We partition the variable into 100 blocks, each with 50 components. At each iteration of our method, we randomly select one block variable to update. Figure 4.2 shows the performance by the three compared methods, where one epoch is equivalent to updating 100 blocks once. From the figure, we see that our proposed method is comparable to the cyclic linearized ADMM and significantly better than the linearized ALM. Although the cyclic ADMM performs well on this example, in general it can diverge if the problem has more than two blocks; see [16].

### 4.6 Connections to Existing Methods

In this section, we discuss how Algorithms 1 and 2 are related to several existing methods in the literature, and we also compare their convergence results. It turns out that the proposed algorithms specialize to several known methods or their variants in the literature under various specific conditions. Therefore, our convergence analysis recovers some existing results as special cases, as well as provides new convergence results for certain existing algorithms such as the Jacobian proximal parallel ADMM and the


Figure 4.2: Comparison of the proposed method (RPDBU) to the linearized augmented Lagrangian method (L-ALM) and the cyclic linearized alternating direction method of multipliers (L-ADMM) on solving (4.58). Left: distance of objective to optimal value $\left|F\left(x^{k}\right)-F\left(x^{*}\right)\right|$; Right: violation of feasibility $\left\|A x^{k}-b\right\|$.
primal-dual scheme in 4.9.

### 4.6.1 Randomized proximal coordinate descent

The randomized proximal coordinate descent (RPCD) was proposed in 90, where smooth convex optimization problems are considered. It was then extended in [100, 78, to deal with nonsmooth problems that can be formulated as

$$
\begin{equation*}
\min _{x} f\left(x_{1}, \cdots, x_{N}\right)+\sum_{i=1}^{N} u_{i}\left(x_{i}\right) \tag{4.59}
\end{equation*}
$$

where $x=\left(x_{1} ; \ldots ; x_{N}\right)$. Toward solving (4.59), at each iteration $k$, the RPCD method first randomly selects one block $i_{k}$ and then performs the update:

$$
x_{i}^{k+1}= \begin{cases}\operatorname{argmin}_{x_{i}}\left\langle\nabla_{i} f\left(x^{k}\right), x_{i}\right\rangle+\frac{L_{i}}{2}\left\|x_{i}-x_{i}^{k}\right\|_{2}^{2}+u_{i}\left(x_{i}\right), & \text { if } i=i_{k},  \tag{4.60}\\ x_{i}^{k}, & \text { if } i \neq i_{k},\end{cases}
$$

where $L_{i}$ is the Lipschitz continuity constant of the partial gradient $\nabla_{i} f(x)$. With more than one blocks selected every time, 4.60 has been further extended into parallel coordinate descent in [101.

When there is no linear constraint and no $y$-variable in (4.1), then Algorithm 1 reduces to the scheme in (4.60) if $I_{k}=\left\{i_{k}\right\}$, i.e., only one block is chosen, and $P^{k}=$
$L_{i_{k}} I, \lambda^{k}=0, \forall k$, and to the parallel coordinate descent in [101] if $I_{k}=\left\{i_{k}^{1}, \cdots, i_{k}^{n}\right\}$ and $P^{k}=\operatorname{blkdiag}\left(L_{i_{k}^{1}} I, \cdots, L_{i_{k}^{n}} I\right), \lambda^{k}=0, \forall k$. Although the convergence rate results in [100, 78, 101] are non-ergodic, we can easily strengthen our result to a non-ergodic one by noticing that 4.25 implies nonincreasing monotonicity of the objective if Algorithm 1 is applied to (4.59).

### 4.6.2 Stochastic block proximal gradient

For solving the problem (4.59) with a stochastic $f$, [25] proposes a stochastic block proximal gradient (SBPG) method, which iteratively performs the update in 4.60) with $\nabla_{i} f\left(x^{k}\right)$ replaced by a stochastic approximation. If $f$ is Lipschitz differentiable, then an ergodic $O(1 / \sqrt{t})$ convergence rate was shown. Setting $I_{k}=\left\{i_{k}\right\}, \forall k$, we reduce Algorithm 2 to the SBPG method, and thus our convergence results in Proposition4.4.3 recover that in 25].

### 4.6.3 Multi-block ADMM

Without coupled functions or proximal terms, Algorithm 1 can be regarded as a randomized variant of the multi-block ADMM scheme in 4.6). While multi-block ADMM can diverge if the problem has three or more blocks, our result in Theorem 4.3.6 shows that $O(1 / t)$ convergence rate is guaranteed if at each iteration, one randomly selected block is updated, followed by an update to the multiplier. Note that in the case of no coupled function and $n=1$, 4.33) indicates that we can choose $P^{k}=0$, i.e. without proximal term. Hence, randomization is a key to convergence.

When there are only two blocks, ADMM has been shown (e.g., 74]) to have an ergodic $O(1 / t)$ convergence rate. If there are no coupled functions, 4.36) and 4.41a) both indicate that we can choose $\hat{P}=\rho_{x} A^{\top} A, \hat{Q}=\rho_{y} B^{\top} B$ if $\theta=1$, i.e., all $x$ and $y$ blocks are selected. Thus according to (4.15), we can set $P^{k}=0, Q^{k}=0, \forall k$, in which case Algorithm 1 reduces to the classic 2-block ADMM. Hence, our results in Theorems 4.3.7 and 4.3.9 both recover the ergodic $O(1 / t)$ convergence rate of ADMM for two-block convex optimization problems.

### 4.6.4 Proximal Jacobian parallel ADMM

In [27], the proximal Jacobian parallel ADMM (Prox-JADMM) was proposed to solve the linearly constrained multi-block separable convex optimization model

$$
\begin{equation*}
\min _{x} \sum_{i=1}^{N} u_{i}\left(x_{i}\right), \text { s.t. } \sum_{i=1}^{N} A_{i} x_{i}=b . \tag{4.61}
\end{equation*}
$$

At each iteration, the Prox-JADMM method performs the updates for $i=1, \ldots, n$ in parallel:

$$
\begin{equation*}
x_{i}^{k+1}=\underset{x_{i}}{\operatorname{argmin}} u_{i}\left(x_{i}\right)-\left\langle\lambda^{k}, A_{i} x_{i}\right\rangle+\frac{\rho}{2}\left\|A_{i} x_{i}+\sum_{j \neq i} A_{j} x_{j}^{k}-b\right\|_{2}^{2}+\frac{1}{2}\left\|x_{i}-x_{i}^{k}\right\|_{P_{i}}^{2}, \tag{4.62}
\end{equation*}
$$

and then updates the multiplier by

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\gamma \rho\left(\sum_{i=1}^{N} A_{i} x_{i}^{k+1}-b\right) \tag{4.63}
\end{equation*}
$$

where $P_{i} \succ 0, \forall i$ and $\gamma>0$ is a damping parameter. By choosing approapriate parameters, [27] established convergence rate of order $1 / t$ based on norm square of the difference of two consecutive iterates.

If there is no $y$-variable or the coupled function $f$ in 4.1), setting $I_{k}=[N], P^{k}=$ $\operatorname{blkdiag}\left(\rho_{x} A_{1}^{\top} A_{1}+P_{1}, \cdots, \rho_{x} A_{N}^{\top} A_{N}+P_{N}\right)-\rho_{x} A^{\top} A \succeq 0, \forall k$, where $P_{i}$ 's are the same as those in (4.62), then Algorithm 1 reduces to the Prox-JADMM with $\gamma=1$, and Theorem 4.3.6 provides a new convergence result in terms of the objective value and the feasibility measure.

### 4.6.5 Randomized primal-dual scheme in 4.9

In this subsection, we show that the scheme in 4.9 is a special case of Algorithm 1 . Let $g$ be the convex conjugate of $g^{*}:=h+\iota_{Z}$, namely, $g(y)=\sup _{z}\langle y, z\rangle-h(z)-\iota_{Z}(z)$. Then 4.8 is equivalent to the optimization problem:

$$
\min _{x \in X} \sum_{i=1}^{N} u_{i}\left(x_{i}\right)+g(-A x)
$$

which can be further written as

$$
\begin{equation*}
\min _{x \in X, y} \sum_{i=1}^{N} u_{i}\left(x_{i}\right)+g(y), \text { s.t. } A x+y=0 \tag{4.64}
\end{equation*}
$$

Proposition 4.6.1 The scheme in 4.9) is equivalent to the following updates:

$$
\begin{align*}
& x_{i}^{k+1}= \begin{cases}\underset{x_{i} \in X_{i}}{\operatorname{argmin}}\left\langle-z^{k}, A_{i} x_{i}\right\rangle+u_{i}\left(x_{i}\right) \\
+\frac{q}{2 \eta}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)+r^{k}\right\|^{2}+\frac{1}{2}\left\|x_{i}-x_{i}^{k}\right\|_{\tau I-\frac{q}{\eta} A_{i}^{\top} A_{i},}, & i=i_{k}, \\
x_{i}^{k}, & i \neq i_{k},\end{cases}  \tag{4.65a}\\
& y^{k+1}=\underset{y}{\operatorname{argmin}} g(y)-\left\langle y, z^{k}\right\rangle+\frac{1}{2 \eta}\left\|y+A x^{k+1}\right\|^{2},  \tag{4.65b}\\
& z^{k+1}=z^{k}-\frac{1}{\eta}\left(A x^{k+1}+y^{k+1}\right), \tag{4.65c}
\end{align*}
$$

where $r^{k}=A x^{k}+y^{k}$. Therefore, it is a special case of Algorithm 1 applied to 4.64) with the setting of $I_{k}=\left\{i_{k}\right\}, \rho_{x}=\frac{q}{\eta}, \rho_{y}=\rho=\frac{1}{\eta}$ and $P^{k}=\tau I-\frac{q}{\eta} A_{i_{k}}^{\top} A_{i_{k}}, Q^{k}=0, \forall k$.

While the sublinear convergence rate result in [24] requires the boundedness of $X$ and $Z$, the result in Theorem4.3.7 indicates that the boundedness assumption can be removed if we add one proximal term to the $y$-update in 4.65 b ).

### 4.7 Concluding Remarks

We have proposed a randomized primal-dual coordinate update algorithm, called RPDBU, for solving linearly constrained convex optimization with multi-block decision variables and coupled terms in the objective. By using a randomization scheme and the proximal gradient mappings, we show a sublinear convergence rate of the RPDBU method. In particular, without any assumptions other than convexity on the objective function and without imposing any restrictions on the constraint matrices, an $O(1 / t)$ convergence rate is established. We have also extended RPDBU to solve the problem where the objective is stochastic. If a stochastic (sub-)gradient estimator is available, then we show that by adaptively choosing the parameter $\alpha_{k}$ in the added proximal term, an $O(1 / \sqrt{t})$ convergence rate can be established. Furthermore, if there is no coupled function $f$, then we can remove the proximal term, and the algorithm reduces to a randomized multi-
block ADMM. Hence, the convergence of the original randomized multi-block ADMM follows as a consequence of our analysis. Remark also that by taking the sampling set $I_{k}$ as the whole set and $P^{k}$ as some special matrices, our algorithm specializes to the proximal Jacobian ADMM. Finally, we pose as an open problem to decide whether or not a deterministic counterpart of the RPDBU exists, retaining similar convergence properties for solving problem 4.1. For instance, it would be interesting to know if the algorithm would still be convergent if a deterministic cyclic update rule is applied while a proper proximal term is incorporated.

### 4.8 Proofs of Lemmas

We give proofs of several lemmas that are used to show our main results.

### 4.8.1 Proof of Lemma 4.3.1

We prove (4.25), and 4.26) can be shown by the same arguments. By the optimality of $x_{I_{k}}^{k+1}$ from (4.10) or equivalently 4.16), we have for any $x_{I_{k}} \in X_{I_{k}}$,

$$
\begin{equation*}
\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top}\left(\nabla_{I_{k}} f\left(x^{k}\right)-A_{I_{k}}^{\top} \lambda^{k}+\rho_{x} A_{I_{k}}^{\top} r^{k}+\tilde{\nabla} u_{I_{k}}\left(x_{I_{k}}^{k+1}\right)+\hat{P}_{I_{k}}\left(x_{I_{k}}^{k+1}-x_{I_{k}}^{k}\right)\right) \geq 0 \tag{4.66}
\end{equation*}
$$

where $\tilde{\nabla} u_{I_{k}}\left(x_{I_{k}}^{k+1}\right)$ is a subgradient of $u_{I_{k}}$ at $x_{I_{k}}^{k+1}$, and we have used the formula of $r^{k+\frac{1}{2}}$ given in (4.11). We compute the expectation of each term in (4.66) in the following. First, we have

$$
\begin{align*}
& \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top} \nabla_{I_{k}} f\left(x^{k}\right) \\
= & \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k}\right)^{\top} \nabla_{I_{k}} f\left(x^{k}\right)+\mathbb{E}_{I_{k}}\left(x_{I_{k}}^{k}-x_{I_{k}}^{k+1}\right)^{\top} \nabla_{I_{k}} f\left(x^{k}\right) \\
= & \frac{n}{N}\left(x-x^{k}\right)^{\top} \nabla f\left(x^{k}\right)+\mathbb{E}_{I_{k}}\left(x^{k}-x^{k+1}\right)^{\top} \nabla f\left(x^{k}\right)  \tag{4.67}\\
\leq & \frac{n}{N}\left(f(x)-f\left(x^{k}\right)\right)+\mathbb{E}_{I_{k}}\left[f\left(x^{k}\right)-f\left(x^{k+1}\right)+\frac{L_{f}}{2}\left\|x^{k}-x^{k+1}\right\|^{2}\right] \\
= & \frac{n-N}{N}\left(f(x)-f\left(x^{k}\right)\right)+\mathbb{E}_{I_{k}}\left[f(x)-f\left(x^{k+1}\right)+\frac{L_{f}}{2}\left\|x^{k}-x^{k+1}\right\|^{2}\right], \tag{4.68}
\end{align*}
$$

where the last inequality is from the convexity of $f$ and the Lipschitz continuity of $\nabla_{I_{k}} f(x)$. Secondly,

$$
\begin{align*}
& \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top}\left(-A_{I_{k}}^{\top} \lambda^{k}\right) \\
= & \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k}\right)^{\top}\left(-A_{I_{k}}^{\top} \lambda^{k}\right)+\mathbb{E}_{I_{k}}\left(x_{I_{k}}^{k}-x_{I_{k}}^{k+1}\right)^{\top}\left(-A_{I_{k}}^{\top} \lambda^{k}\right) \\
= & \frac{n}{N}\left(x-x^{k}\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\mathbb{E}_{I_{k}}\left(x^{k}-x^{k+1}\right)^{\top}\left(-A^{\top} \lambda^{k}\right) \\
= & \frac{n-N}{N}\left(x-x^{k}\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\mathbb{E}_{I_{k}}\left(x-x^{k+1}\right)^{\top}\left(-A^{\top} \lambda^{k}\right) . \tag{4.69}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\rho_{x} \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top} A_{I_{k}}^{\top} r^{k}=\frac{n-N}{N} \rho_{x}\left(x-x^{k}\right)^{\top} A^{\top} r^{k}+\rho_{x} \mathbb{E}_{I_{k}}\left(x-x^{k+1}\right)^{\top} A^{\top} r^{k} . \tag{4.70}
\end{equation*}
$$

For the fourth term of (4.66), we have

$$
\begin{align*}
& \mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top} \tilde{\nabla} u_{I_{k}}\left(x_{I_{k}}^{k+1}\right) \\
\leq & \mathbb{E}_{I_{k}}\left[u_{I_{k}}\left(x_{I_{k}}\right)-u_{I_{k}}\left(x_{I_{k}}^{k+1}\right)\right] \\
= & \frac{n}{N} u(x)-\mathbb{E}_{I_{k}}\left[u\left(x^{k+1}\right)-u\left(x^{k}\right)+u_{I_{k}}\left(x_{I_{k}}^{k}\right)\right] \\
= & \frac{n}{N}\left[u(x)-u\left(x^{k}\right)\right]+\mathbb{E}_{I_{k}}\left[u\left(x^{k}\right)-u\left(x^{k+1}\right)\right] \\
= & \frac{n-N}{N}\left[u(x)-u\left(x^{k}\right)\right]+\mathbb{E}_{I_{k}}\left[u(x)-u\left(x^{k+1}\right)\right], \tag{4.71}
\end{align*}
$$

where the inequality is from the convexity of $u_{I_{k}}$. Finally, we have

$$
\begin{equation*}
\mathbb{E}_{I_{k}}\left(x_{I_{k}}-x_{I_{k}}^{k+1}\right)^{\top} \hat{P}_{I_{k}}\left(x_{I_{k}}^{k+1}-x_{I_{k}}^{k}\right)=\mathbb{E}_{I_{k}}\left(x-x^{k+1}\right)^{\top} \hat{P}\left(x^{k+1}-x^{k}\right) . \tag{4.72}
\end{equation*}
$$

Plugging (4.68) through 4.72 into 4.66 and recalling $F(x)=f(x)+u(x)$, by rearranging terms we have

$$
\begin{align*}
& \mathbb{E}_{I_{k}}\left[F\left(x^{k+1}\right)-F(x)+\left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k}\right] \\
& +\mathbb{E}_{I_{k}}\left(x^{k+1}-x\right)^{\top} \hat{P}\left(x^{k+1}-x^{k}\right)-\frac{L_{f}}{2} \mathbb{E}_{I_{k}}\left\|x^{k}-x^{k+1}\right\|^{2} \\
\leq & \frac{N-n}{N}\left[F\left(x^{k}\right)-F(x)+\left(x^{k}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\rho_{x}\left(x^{k}-x\right)^{\top} A^{\top} r^{k}\right] . \tag{4.73}
\end{align*}
$$

Note

$$
\left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k}
$$

$$
\begin{array}{ll}
= & \left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)+\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k+1} \\
& -\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} A\left(x^{k+1}-x^{k}\right)-\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right) \\
\stackrel{(4.14]}{=} & \left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k+1}\right)+\left(\rho_{x}-\rho\right)\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k+1} \\
& -\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} A\left(x^{k+1}-x^{k}\right)-\rho_{x}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right) .
\end{array}
$$

Hence, we can rewrite (4.73) equivalently into 4.25). Through the same arguments, one can show (4.26), thus completing the proof.

### 4.8.2 Proof of Lemma 4.3.3

Letting $x=x^{*}, y=y^{*}$ in (4.31), we have for any $\lambda$ that

$$
\begin{align*}
& \mathbb{E}\left[h\left(x^{*}, y^{*}, \lambda\right)\right] \\
\geq & \mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)+\left(\hat{x}-x^{*}\right)^{\top}\left(-A^{\top} \hat{\lambda}\right)\right. \\
& \left.+\left(\hat{y}-y^{*}\right)^{\top}\left(-B^{\top} \hat{\lambda}\right)+(\hat{\lambda}-\lambda)^{\top}(A \hat{x}+B \hat{y}-b)\right] \\
= & \mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)+\left\langle\hat{\lambda}, A x^{*}+B y^{*}-b\right\rangle-\langle\lambda, A \hat{x}+B \hat{y}-b\rangle\right] \\
= & \mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)-\langle\lambda, A \hat{x}+B \hat{y}-b\rangle\right], \tag{4.74}
\end{align*}
$$

where the last equality follows from the feasibility of $\left(x^{*}, y^{*}\right)$. For any $\gamma>0$, restricting $\lambda$ in $\mathcal{B}_{\gamma}$, we have

$$
\mathbb{E}\left[h\left(x^{*}, y^{*}, \lambda\right)\right] \leq \sup _{\lambda \in B_{\gamma}} h\left(x^{*}, y^{*}, \lambda\right) .
$$

Hence, letting $\lambda=-\frac{\gamma(A \hat{x}+B \hat{y}-b)}{\|A \hat{x}+B \hat{y}-b\|} \in \mathcal{B}_{\gamma}$ in (4.74) gives the desired result.

### 4.8.3 Proof of Lemma 4.3.5

In view of (4.32), we have

$$
\mathbb{E}\left[\left(\gamma-\left\|\lambda^{*}\right\|\right)\|A \hat{x}+B \hat{y}-b\|\right] \leq \mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)+\gamma\|A \hat{x}+B \hat{y}-b\|\right] \leq \epsilon,
$$

which implies

$$
\begin{equation*}
\mathbb{E}\|A \hat{x}+B \hat{y}-b\| \leq \frac{\epsilon}{\gamma-\left\|\lambda^{*}\right\|}, \text { and } \mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)\right] \leq \epsilon \tag{4.75}
\end{equation*}
$$

Denote $a^{-}=\max (0,-a)$ for a real number $a$. Then from 4.32) and 4.75), it follows that

$$
\mathbb{E}\left(\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)\right)^{-} \leq\left\|\lambda^{*}\right\| \cdot \mathbb{E}\|A \hat{x}+B \hat{y}-b\| \leq \frac{\left\|\lambda^{*}\right\| \epsilon}{\gamma-\left\|\lambda^{*}\right\|}
$$

Noting $|a|=a+2 a^{-}$for any real number $a$, we have

$$
\begin{align*}
& \mathbb{E}\left|\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)\right| \\
= & \mathbb{E}\left[\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)\right]+2 \mathbb{E}\left(\Phi(\hat{x}, \hat{y})-\Phi\left(x^{*}, y^{*}\right)\right)^{-} \\
\leq & \left(\frac{2\left\|\lambda^{*}\right\|}{\gamma-\left\|\lambda^{*}\right\|}+1\right) \epsilon . \tag{4.76}
\end{align*}
$$

### 4.8.4 Proof of Inequalities 4.52c and 4.52d with $\alpha_{k}=\frac{\alpha_{0}}{\sqrt{k}}$

We have $\beta_{k}=\frac{\alpha_{0}}{\rho(\sqrt{k}-(1-\theta) \sqrt{k-1})}$, and

$$
\begin{aligned}
& \frac{\alpha_{k-1}}{\alpha_{k}} \beta_{k}+(1-\theta) \beta_{k+1}-\frac{\alpha_{k}}{\alpha_{k+1}} \beta_{k+1}-(1-\theta) \beta_{k} \\
= & \frac{\alpha_{0}}{\rho}\left[\left(\frac{\sqrt{k}}{\sqrt{k-1}}-(1-\theta)\right) \frac{1}{(\sqrt{k}-(1-\theta) \sqrt{k-1})}\right. \\
& \left.-\left(\frac{\sqrt{k+1}}{\sqrt{k}}-(1-\theta)\right) \frac{1}{(\sqrt{k+1}-(1-\theta) \sqrt{k})}\right] \\
= & \frac{\alpha_{0}}{\rho}[\psi(k)-\psi(k+1)] .
\end{aligned}
$$

By elementary calculus, we have

$$
\begin{aligned}
\psi^{\prime}(k)= & \frac{\frac{\sqrt{k-1}}{\sqrt{k}}-\frac{\sqrt{k}}{\sqrt{k-1}}}{2(k-1)} \frac{1}{(\sqrt{k}-(1-\theta) \sqrt{k-1})} \\
& +\left(\frac{\sqrt{k}}{\sqrt{k-1}}-(1-\theta)\right) \frac{-1}{2(\sqrt{k}-(1-\theta) \sqrt{k-1})^{2}}\left(\frac{1}{\sqrt{k}}-\frac{1-\theta}{\sqrt{k-1}}\right) \\
= & \frac{1}{2(k-1)(\sqrt{k}-(1-\theta) \sqrt{k-1})}\left[\frac{\sqrt{k-1}}{\sqrt{k}}-\frac{\sqrt{k}}{\sqrt{k-1}}\right. \\
& \left.-\sqrt{k-1}\left(\frac{1}{\sqrt{k}}-\frac{1-\theta}{\sqrt{k-1}}\right)\right] \\
= & \frac{1}{2(k-1)(\sqrt{k}-(1-\theta) \sqrt{k-1})}\left((1-\theta)-\frac{\sqrt{k}}{\sqrt{k-1}}\right)<0 .
\end{aligned}
$$

Hence, $\psi(k)$ is decreasing with respect to $k$, and thus (4.52c) holds.
When $\alpha_{k}=\frac{\alpha_{0}}{\sqrt{k}}$,4.52d becomes

$$
\frac{\alpha_{0}}{2 \rho \sqrt{t}} \geq\left|\left(\frac{\sqrt{t}}{\sqrt{t-1}}-(1-\theta)\right) \frac{\alpha_{0}}{\rho(\sqrt{t}-(1-\theta) \sqrt{t-1})}-\frac{\alpha_{0}}{\rho \sqrt{t}}\right|
$$

which is equivalent to

$$
\frac{1}{2} \geq \frac{\sqrt{t}}{\sqrt{t-1}}-1 \Longleftrightarrow t \geq \frac{9}{5}
$$

This completes the proof.

### 4.9 Proofs of Theorems

In this section, we give the technical details for showing all theorems. For simplicity of notation, throughout the proofs of this section, we define $\tilde{P}$ and $\tilde{Q}$ as follows:

$$
\begin{equation*}
\tilde{P}=\hat{P}-\rho_{x} A^{\top} A, \quad \tilde{Q}=\hat{Q}-\rho_{y} B^{\top} B . \tag{4.77}
\end{equation*}
$$

### 4.9.1 Proof of Theorem 4.3.6

Taking expectation over both sides of 4.25 and summing it over $k=0$ through $t$, we have

$$
\begin{align*}
& \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(x^{t+1}-x\right)^{\top}\left(-A^{\top} \lambda^{t+1}\right)\right]+(1-\theta) \rho_{x} \mathbb{E}\left(x^{t+1}-x\right)^{\top} A^{\top} r^{t+1} \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k+1}\right)\right] \\
& -\sum_{k=0}^{t} \rho_{x} \mathbb{E}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right) \\
& +\sum_{k=0}^{t} \mathbb{E}\left(x^{k+1}-x\right)^{\top} \tilde{P}\left(x^{k+1}-x^{k}\right)-\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \tag{4.78}
\end{align*}
$$

where we have used $\frac{n}{N}=\theta$, the condition in 4.40 and the definition of $\tilde{P}$ in 4.77). Similarly, taking expectation over both sides of (4.26), summing it over $k=0$ through $t$, we have

$$
\begin{align*}
& \mathbb{E}\left[G\left(y^{t+1}\right)-G(y)+\left(y^{t+1}-y\right)^{\top}\left(-B^{\top} \lambda^{t+1}\right)\right]+(1-\theta) \rho_{y} \mathbb{E}\left(y^{t+1}-y\right)^{\top} B^{\top} r^{t+1} \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[G\left(y^{k+1}\right)-G(y)+\left(y^{k+1}-y\right)^{\top}\left(-B^{\top} \lambda^{k+1}\right)\right] \\
& +\sum_{k=0}^{t} \mathbb{E}\left(y^{k+1}-y\right)^{\top} \tilde{Q}\left(y^{k+1}-y^{k}\right)-\frac{L_{g}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|y^{k}-y^{k+1}\right\|^{2} \\
\leq & (1-\theta)\left[G\left(y^{0}\right)-G(y)+\left(y^{0}-y\right)^{\top}\left(-B^{\top} \lambda^{0}\right)+\rho_{y}\left(y^{0}-y\right)^{\top} B^{\top} r^{0}\right]  \tag{4.79}\\
& +(1-\theta) \sum_{k=0}^{t} \mathbb{E} \rho_{y}\left(y^{k}-y\right)^{\top} B^{\top} A\left(x^{k+1}-x^{k}\right)
\end{align*}
$$

Recall $\lambda^{k+1}=\lambda^{k}-\rho r^{k+1}$, thus

$$
\begin{equation*}
\left(\lambda^{k+1}-\lambda\right)^{\top} r^{k+1}=-\frac{1}{\rho}\left(\lambda^{k+1}-\lambda\right)^{\top}\left(\lambda^{k+1}-\lambda^{k}\right) \tag{4.80}
\end{equation*}
$$

where $\lambda$ is an arbitrary vector and possibly random. Denote $\tilde{\lambda}^{t+1}=\lambda^{t}-\rho_{x} r^{t+1}$. Then
similar to 4.80, we have

$$
\begin{equation*}
\left(\tilde{\lambda}^{t+1}-\lambda\right)^{\top} r^{t+1}=-\frac{1}{\rho_{x}}\left(\tilde{\lambda}^{t+1}-\lambda\right)^{\top}\left(\tilde{\lambda}^{t+1}-\lambda^{t}\right) . \tag{4.81}
\end{equation*}
$$

Summing (4.78) and 4.79) together and using (4.80) and 4.81, we have:

$$
\begin{align*}
& \mathbb{E}\left[\Phi\left(x^{t+1}, y^{t+1}\right)-\Phi(x, y)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)+\frac{1}{\rho_{x}}\left(\tilde{\lambda}^{t+1}-\lambda\right)^{\top}\left(\tilde{\lambda}^{t+1}-\lambda^{t}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[\Phi\left(x^{k+1}, y^{k+1}\right)-\Phi(x, y)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right. \\
& \left.+\frac{1}{\rho}\left(\lambda^{k+1}-\lambda\right)^{\top}\left(\lambda^{k+1}-\lambda^{k}\right)\right] \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& +(1-\theta)\left[G\left(y^{0}\right)-G(y)+\left(y^{0}-y\right)^{\top}\left(-B^{\top} \lambda^{0}\right)+\rho_{y}\left(y^{0}-y\right)^{\top} B^{\top} r^{0}\right] \\
& +\sum_{k=0}^{t} \rho_{x} \mathbb{E}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right) \\
& +(1-\theta) \sum_{k=0}^{t} \rho_{y} \mathbb{E}\left(y^{k}-y\right)^{\top} B^{\top} A\left(x^{k+1}-x^{k}\right) \\
& -\sum_{k=0}^{t} \mathbb{E}\left(x^{k+1}-x\right)^{\top} \tilde{P}\left(x^{k+1}-x^{k}\right)+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} \\
& -\sum_{k=0}^{t} \mathbb{E}\left(y^{k+1}-y\right)^{\top} \tilde{Q}\left(y^{k+1}-y^{k}\right)+\frac{L_{g}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|y^{k}-y^{k+1}\right\|^{2}, \tag{4.82}
\end{align*}
$$

where we have used $\Phi(x, y)=F(x)+G(y)$ and the definition of $H$ given in 4.18).
When $B=0$ and $y^{k} \equiv y^{0}$, 4.82) reduces to

$$
\begin{aligned}
& \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)+\frac{1}{\rho_{x}}\left(\tilde{\lambda}^{t+1}-\lambda\right)^{\top}\left(\tilde{\lambda}^{t+1}-\lambda^{t}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)+\frac{1}{\rho}\left(\lambda^{k+1}-\lambda\right)^{\top}\left(\lambda^{k+1}-\lambda^{k}\right)\right] \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& -\sum_{k=0}^{t} \mathbb{E}\left(x^{k+1}-x\right)^{\top} \tilde{P}\left(x^{k+1}-x^{k}\right)+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} .
\end{aligned}
$$

Using 4.21) and noting $\theta=\frac{\rho}{\rho_{x}}$, from the above inequality after cancelling terms we
have

$$
\begin{align*}
& \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
& +\frac{1}{2 \rho_{x}} \mathbb{E}\left[\left\|\tilde{\lambda}^{t+1}-\lambda\right\|^{2}-\left\|\lambda^{0}-\lambda\right\|^{2}+\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2}+\sum_{k=0}^{t-1}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}\right] \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& -\frac{1}{2} \mathbb{E}\left[\left\|x^{t+1}-x\right\|_{\tilde{P}}^{2}-\left\|x^{0}-x\right\|_{\tilde{P}}^{2}+\sum_{k=0}^{t}\left\|x^{k+1}-x^{k}\right\|_{\tilde{P}}^{2}\right]+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} . \tag{4.83}
\end{align*}
$$

For any feasible $x$, we note $\tilde{\lambda}^{t+1}-\lambda^{t}=\rho_{x} A\left(x^{t+1}-x\right)$ and thus

$$
\begin{equation*}
\frac{1}{\rho_{x}}\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2}=\rho_{x}\left\|x^{t+1}-x\right\|_{A^{\top} A}^{2} . \tag{4.84}
\end{equation*}
$$

In addition, since $x^{k+1}$ and $x^{k}$ differ only on the index set $I_{k}$, we have by recalling $\tilde{P}=\hat{P}-\rho_{x} A^{\top} A$ that

$$
\begin{equation*}
\left\|x^{k+1}-x^{k}\right\|_{\tilde{P}}^{2}-L_{f}\left\|x^{k+1}-x^{k}\right\|^{2}=\left\|x_{I_{k}}^{k+1}-x_{I_{k}}^{k}\right\|_{\hat{P}_{I_{k}}}^{2}-\left\|x_{I_{k}}^{k+1}-x_{I_{k}}^{k}\right\|_{\rho_{x} A_{I_{k}}^{\top} A_{I_{k}}}^{2}-L_{f}\left\|x_{I_{k}}^{k+1}-x_{I_{k}}^{k}\right\|^{2} . \tag{4.85}
\end{equation*}
$$

Plugging (4.84) and (4.85) into (4.83), and using (4.33) leads to

$$
\begin{aligned}
& \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& +\frac{1}{2 \rho_{x}} \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2}+\frac{1}{2}\left\|x^{0}-x\right\|_{\tilde{P}}^{2} .
\end{aligned}
$$

The desired result follows from $\lambda^{0}=0$, and Lemmas 4.3.3 and 4.3.5 with $\gamma=\max \{0.5+$ $\left.\left\|\lambda^{*}\right\|, 3\left\|\lambda^{*}\right\|\right\}$.

### 4.9.2 Proof of Theorem 4.3.7

It follows from (4.26) with $\rho_{y}=\rho$ and $m=M$ that (recall the definition of $\tilde{Q}$ in 4.77) for any $y \in Y$,
$G\left(y^{k+1}\right)-G(y)-\frac{L_{g}}{2}\left\|y^{k}-y^{k+1}\right\|^{2}+\left(y^{k+1}-y\right)^{\top}\left(-B^{\top} \lambda^{k+1}\right)+\left(y^{k+1}-y\right)^{\top} \tilde{Q}\left(y^{k+1}-y^{k}\right) \leq 0$.
Similar to (4.86), and recall the definition of $\tilde{y}^{t+1}$, we have for any $y \in Y$,
$G\left(\tilde{y}^{t+1}\right)-G(y)-\frac{L_{g}}{2}\left\|\tilde{y}^{t+1}-y^{t}\right\|^{2}+\left(\tilde{y}^{t+1}-y\right)^{\top}\left(-B^{\top} \tilde{\lambda}^{t+1}\right)+\theta\left(\tilde{y}^{t+1}-y\right)^{\top} \tilde{Q}\left(y^{t+1}-y^{t}\right) \leq 0$,
where

$$
\tilde{\lambda}^{t+1}=\lambda^{t}-\rho_{x}\left(A x^{t+1}+B \tilde{y}^{t+1}-b\right) .
$$

Adding 4.86 and 4.87) to 4.78) and using the formula of $\lambda^{k}$ gives

$$
\begin{align*}
& \quad \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(x^{t+1}-x\right)^{\top}\left(-A^{\top} \tilde{\lambda}^{t+1}\right)\right] \\
& +\mathbb{E}\left(\tilde{\lambda}^{t+1}-\lambda\right)^{\top}\left(A x^{t+1}+B \tilde{y}^{t+1}-b+\frac{1}{\rho_{x}}\left(\tilde{\lambda}^{t+1}-\lambda^{t}\right)\right) \\
& + \\
& +\mathbb{E}\left[G\left(\tilde{y}^{t+1}\right)-G(y)+\left(\tilde{y}^{t+1}-y\right)^{\top}\left(-B^{\top} \tilde{\lambda}^{t+1}\right)+\theta\left(\tilde{y}^{t+1}-y\right)^{\top} \tilde{Q}\left(\tilde{y}^{t+1}-y^{k}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k+1}\right)\right]-\frac{L_{g}}{2} \mathbb{E}\left\|\tilde{y}^{t+1}-y^{t}\right\|^{2} \\
& \\
& -\sum_{k=0}^{t-1} \rho_{x} \mathbb{E}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right)-\rho_{x} \mathbb{E}\left(x^{t+1}-x\right)^{\top} A^{\top} B\left(\tilde{y}^{t+1}-y^{t}\right) \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[G\left(y^{k+1}\right)-G(y)-\frac{L_{g}}{2}\left\|y^{k}-y^{k+1}\right\|^{2}\right. \\
& \left.+\left(y^{k+1}-y\right)^{\top}\left(-B^{\top} \lambda^{k+1}\right)+\left(y^{k+1}-y\right)^{\top} \tilde{Q}\left(y^{k+1}-y^{k}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left(\lambda^{k+1}-\lambda\right)^{\top}\left(r^{k+1}+\frac{1}{\rho}\left(\lambda^{k+1}-\lambda^{k}\right)\right)  \tag{4.89}\\
& \leq \\
& (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& \\
& \quad-\sum_{k=0}^{t} \mathbb{E}\left(x^{k+1}-x\right)^{\top} \tilde{P}\left(x^{k+1}-x^{k}\right)+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} .
\end{align*}
$$

By the notation in 4.18) and using 4.29, 4.89, can be written into

$$
\begin{aligned}
& \mathbb{E}\left[\Phi\left(x^{t+1}, \tilde{y}^{t+1}\right)-\Phi(x, y)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[\Phi\left(x^{k+1}, y^{k+1}\right)-\Phi(x, y)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left(y^{k+1}-y\right)^{\top} \tilde{Q}\left(y^{k+1}-y^{k}\right)+\theta \mathbb{E}\left(\tilde{y}^{t+1}-y\right)^{\top} \tilde{Q}\left(\tilde{y}^{t+1}-y^{t}\right) \\
& -\sum_{k=0}^{t-1} \rho_{x} \mathbb{E}\left(\frac{1}{\rho}\left(\lambda^{k}-\lambda^{k+1}\right)^{\top} B\left(y^{k+1}-y^{k}\right)-\left(y^{k+1}-y\right)^{\top} B^{\top} B\left(y^{k+1}-y^{k}\right)\right) \\
& -\rho_{x} \mathbb{E}\left(\frac{1}{\rho_{x}}\left(\lambda^{t}-\tilde{\lambda}^{t+1}\right)^{\top} B\left(\tilde{y}^{t+1}-y^{t}\right)-\left(\tilde{y}^{t+1}-y\right)^{\top} B^{\top} B\left(\tilde{y}^{t+1}-y^{t}\right)\right) \\
& +\frac{\theta}{\rho} \mathbb{E}\left(\tilde{\lambda}^{t+1}-\lambda\right)^{\top}\left(\tilde{\lambda}^{t+1}-\lambda^{t}\right)+\frac{\theta}{\rho} \sum_{k=0}^{t-1} \mathbb{E}\left(\lambda^{k+1}-\lambda\right)^{\top}\left(\lambda^{k+1}-\lambda^{k}\right) \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& -\sum_{k=0}^{t} \mathbb{E}\left(x^{k+1}-x\right)^{\top} \tilde{P}\left(x^{k+1}-x^{k}\right)+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} \\
& +\frac{\theta L_{g}}{2} \sum_{k=0}^{t-1} \mathbb{E}\left\|y^{k}-y^{k+1}\right\|^{2}+\frac{L_{g}}{2} \mathbb{E}\left\|\tilde{y}^{t+1}-y^{t}\right\|^{2} .
\end{aligned}
$$

Now use (4.21) to derive from the above inequality that

$$
\begin{aligned}
& \mathbb{E}\left[\Phi\left(x^{t+1}, \tilde{y}^{t+1}\right)-\Phi(x, y)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[\Phi\left(x^{k+1}, y^{k+1}\right)-\Phi(x, y)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
& +\frac{\theta}{2}\left(\mathbb{E}\left\|\tilde{y}^{t+1}-y\right\|_{\tilde{Q}}^{2}-\left\|y^{0}-y\right\|_{\tilde{Q}}^{2}\right)+\frac{\theta}{2} \sum_{k=0}^{t-1} \mathbb{E}\left\|y^{k+1}-y^{k}\right\|_{\tilde{Q}}^{2}+\frac{\theta}{2} \mathbb{E}\left\|\tilde{y}^{t+1}-y^{t}\right\|_{\tilde{Q}}^{2} \\
& +\frac{\rho_{x}}{2}\left(\mathbb{E}\left\|\tilde{y}^{t+1}-y\right\|_{B^{\top} B}^{2}-\left\|y^{0}-y\right\|_{B^{\top} B}^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\rho_{x}}{2} \sum_{k=0}^{t-1} \mathbb{E}\left\|y^{k+1}-y^{k}\right\|_{B^{\top} B}^{2}+\frac{\rho_{x}}{2} \mathbb{E}\left\|\tilde{y}^{t+1}-y^{t}\right\|_{B^{\top} B}^{2} \\
& -\sum_{k=0}^{t-1} \mathbb{E} \frac{\rho_{x}}{\rho}\left(\lambda^{k}-\lambda^{k+1}\right)^{\top} B\left(y^{k+1}-y^{k}\right)-\mathbb{E}\left(\lambda^{t}-\tilde{\lambda}^{t+1}\right)^{\top} B\left(\tilde{y}^{t+1}-y^{t}\right) \\
& +\frac{\theta}{2 \rho}\left(\mathbb{E}\left\|\tilde{\lambda}^{t+1}-\lambda\right\|^{2}-\left\|\lambda^{0}-\lambda\right\|^{2}\right)+\frac{\theta}{2 \rho} \sum_{k=0}^{t-1} \mathbb{E}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}+\frac{\theta}{2 \rho} \mathbb{E}\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2} \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& -\frac{1}{2}\left[\mathbb{E}\left\|x^{t+1}-x\right\|_{\tilde{P}}^{2}-\left\|x^{0}-x\right\|_{\tilde{P}}^{2}+\sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|_{\tilde{P}}^{2}\right]+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} \\
& +\frac{\theta L_{g}}{2} \sum_{k=0}^{t-1} \mathbb{E}\left\|y^{k}-y^{k+1}\right\|^{2}+\frac{L_{g}}{2} \mathbb{E}\left\|\tilde{y}^{t+1}-y^{t}\right\|^{2} . \tag{4.90}
\end{align*}
$$

Note that for $k \leq t-1$,

$$
-\frac{\rho_{x}}{\rho}\left(\lambda^{k}-\lambda^{k+1}\right)^{\top} B\left(y^{k+1}-y^{k}\right)+\frac{\theta}{2 \rho}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2} \geq-\frac{\rho}{2 \theta^{3}}\left\|y^{k+1}-y^{k}\right\|_{B^{\top} B}^{2}
$$

and

$$
-\left(\lambda^{t}-\tilde{\lambda}^{t+1}\right)^{\top} B\left(\tilde{y}^{t+1}-y^{t}\right)+\frac{\theta}{2 \rho}\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2} \geq-\frac{\rho}{2 \theta}\left\|\tilde{y}^{t+1}-y^{t}\right\|_{B^{\top} B}^{2}
$$

Because $\tilde{P}, \tilde{Q}$ and $\rho$ satisfy (4.36), we have from (4.90) that

$$
\begin{aligned}
& \mathbb{E}\left[\Phi\left(x^{t+1}, \tilde{y}^{t+1}\right)-\Phi(x, y)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[\Phi\left(x^{k+1}, y^{k+1}\right)-\Phi(x, y)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& +\frac{1}{2}\left\|x^{0}-x\right\|_{\tilde{P}}^{2}+\frac{\theta}{2}\left\|y^{0}-y\right\|_{\tilde{Q}}^{2}+\frac{\rho}{2 \theta}\left\|y^{0}-y\right\|_{B^{\top} B}^{2}+\frac{\theta}{2 \rho} \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2} .
\end{aligned}
$$

Similar to Theorem 4.3.9, from the convexity of $\Phi$ and 4.23, we have

$$
\begin{align*}
& (1+\theta t) \mathbb{E}\left[\Phi\left(\hat{x}^{t}, \hat{y}^{t}\right)-\Phi(x, y)+\left(\hat{w}^{t+1}-w\right)^{\top} H(w)\right] \\
\leq & (1-\theta)\left[F\left(x^{0}\right)-F(x)+\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right] \\
& +\frac{1}{2}\left\|x^{0}-x\right\|_{\tilde{P}}^{2}+\frac{\theta}{2}\left\|y^{0}-y\right\|_{\tilde{Q}}^{2}+\frac{\rho}{2 \theta}\left\|y^{0}-y\right\|_{B^{\top} B}^{2}+\frac{\theta}{2 \rho} \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2} . \tag{4.91}
\end{align*}
$$

Noting $\lambda^{0}=0$ and $\left(x^{0}-x\right)^{\top} A^{\top} r^{0} \leq \frac{1}{2}\left[\left\|x^{0}-x\right\|_{A^{\top} A}+\left\|r^{0}\right\|^{2}\right]$, and using Lemmas 4.3.3 and 4.3.5 with $\gamma=\max \left\{0.5+\left\|\lambda^{*}\right\|, 3\left\|\lambda^{*}\right\|\right\}$, we obtain the result 4.39).

### 4.9.3 Proof of Theorem 4.3 .9

Using (4.29) and (4.30), applying (4.21) to the cross terms, and also noting the definition of $\tilde{P}$ and $\tilde{Q}$ in 4.77, we have

$$
\begin{align*}
& -\frac{\theta}{\rho} \mathbb{E}\left[\sum_{k=0}^{t-1}\left(\lambda^{k+1}-\lambda\right)^{\top}\left(\lambda^{k+1}-\lambda^{k}\right)+\left(\tilde{\lambda}^{t+1}-\lambda\right)^{\top}\left(\tilde{\lambda}^{t+1}-\lambda^{t}\right)\right] \\
& +\sum_{k=0}^{t} \rho_{x} \mathbb{E}\left(x^{k+1}-x\right)^{\top} A^{\top} B\left(y^{k+1}-y^{k}\right) \\
& +(1-\theta) \sum_{k=0}^{t} \rho_{y} \mathbb{E}\left(y^{k}-y\right)^{\top} B^{\top} A\left(x^{k+1}-x^{k}\right) \\
& -\sum_{k=0}^{t} \mathbb{E}\left(x^{k+1}-x\right)^{\top} \tilde{P}\left(x^{k+1}-x^{k}\right)+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} \\
& -\sum_{k=0}^{t} \mathbb{E}\left(y^{k+1}-y\right)^{\top} \tilde{Q}\left(y^{k+1}-y^{k}\right)+\frac{L_{g}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|y^{k}-y^{k+1}\right\|^{2} \\
= & -\frac{\theta}{2 \rho} \mathbb{E}\left[\left\|\tilde{\lambda}^{t+1}-\lambda\right\|^{2}-\left\|\lambda^{0}-\lambda\right\|^{2}+\sum_{k=0}^{t-1}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}+\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2}\right] \\
& +\frac{\rho_{x}}{\rho} \sum_{k=0}^{t} \mathbb{E}\left(\lambda^{k}-\lambda^{k+1}\right)^{\top} B\left(y^{k+1}-y^{k}\right) \\
& +\frac{(1-\theta) \rho_{y}}{\rho} \sum_{k=0}^{t} \mathbb{E}\left(\lambda^{k-1}-\lambda^{k}\right)^{\top} A\left(x^{k+1}-x^{k}\right) \\
& -\frac{\theta \rho_{y}}{2} \mathbb{E}\left(\left\|x^{0}-x\right\|_{A^{\top} A}^{2}-\left\|x^{t+1}-x\right\|_{A^{\top} A}^{2}\right)+\frac{(2-\theta) \rho_{y}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k+1}-x^{k}\right\|_{A^{\top} A}^{2} \\
& -\frac{1}{2} \mathbb{E}\left(\left\|x^{t+1}-x\right\|_{\hat{P}}^{2}-\left\|x^{0}-x\right\|_{\hat{P}}^{2}+\sum_{k=0}^{t}\left\|x^{k+1}-x^{k}\right\|_{\hat{P}}^{2}\right)+\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2} \\
& -\frac{1}{2} \mathbb{E}\left(\left\|y^{t+1}-y\right\|_{\hat{Q}}^{2}-\left\|y^{0}-y\right\|_{\hat{Q}}^{2}+\sum_{k=0}^{t}\left\|y^{k+1}-y^{k}\right\|_{\hat{Q}}^{2}\right)+\frac{L_{g}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|y^{k}-y^{k+1}\right\|^{2}, \tag{4.92}
\end{align*}
$$

where we have used the conditions in 4.40).

By Young's inequality, we have that for $0 \leq k \leq t$,

$$
\begin{align*}
& \frac{\rho_{x}}{\rho}\left(\lambda^{k}-\lambda^{k+1}\right)^{\top} B\left(y^{k+1}-y^{k}\right)-\frac{\theta}{2 \rho} \frac{1}{2-\theta}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2} \\
\leq & \frac{\rho}{\theta} \frac{2-\theta}{2} \frac{\rho_{x}^{2}}{\rho^{2}}\left\|B\left(y^{k+1}-y^{k}\right)\right\|^{2} \stackrel{4.40}{-} \frac{(2-\theta) \rho_{y}}{2 \theta^{2}}\left\|y^{k+1}-y^{k}\right\|_{B^{\top} B}^{2}, \tag{4.93}
\end{align*}
$$

and for $1 \leq k \leq t$,

$$
\begin{align*}
& \frac{(1-\theta) \rho_{y}}{\rho}\left(\lambda^{k-1}-\lambda^{k}\right)^{\top} A\left(x^{k+1}-x^{k}\right)-\frac{\theta}{2 \rho} \frac{1-\theta}{2-\theta}\left\|\lambda^{k-1}-\lambda^{k}\right\|^{2} \\
\leq & (1-\theta) \frac{\rho}{\theta} \frac{(2-\theta) \rho_{y}^{2}}{2 \rho^{2}}\left\|A\left(x^{k+1}-x^{k}\right)\right\|^{2} \stackrel{(4.40)}{-} \frac{(1-\theta)(2-\theta)}{2 \theta^{2}} \rho_{x}\left\|x^{k+1}-x^{k}\right\|_{A^{\top} A}^{2} . \tag{4.94}
\end{align*}
$$

Plugging (4.93) and (4.94) and also noting $\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2} \geq\left\|\lambda^{t+1}-\lambda^{t}\right\|^{2}$, we can upper bound the right hand side of 4.92) by

$$
\begin{align*}
& \quad-\frac{\theta}{2 \rho} \mathbb{E}\left[\left\|\tilde{\lambda}^{t+1}-\lambda\right\|^{2}-\left\|\lambda^{0}-\lambda\right\|^{2}\right]-\frac{\theta \rho_{y}}{2} \mathbb{E}\left(\left\|x^{0}-x\right\|_{A^{\top} A}^{2}-\left\|x^{t+1}-x\right\|_{A^{\top} A}^{2}\right) \\
& + \\
& +\left(\frac{(1-\theta)(2-\theta)}{2 \theta^{2}} \rho_{x}+\frac{(2-\theta) \rho_{y}}{2}\right) \sum_{k=0}^{t} \mathbb{E}\left\|x^{k+1}-x^{k}\right\|_{A^{\top} A}^{2} \\
& +\frac{(2-\theta) \rho_{y}}{2 \theta^{2}} \sum_{k=0}^{t} \mathbb{E}\left\|y^{k+1}-y^{k}\right\|_{B^{\top} B}^{2} \\
& \\
& -\frac{1}{2} \mathbb{E}\left(\left\|x^{t+1}-x\right\|_{\hat{P}}^{2}-\left\|x^{0}-x\right\|_{\hat{P}}^{2}+\sum_{k=0}^{t}\left\|x^{k+1}-x^{k}\right\|_{\hat{P}}^{2}\right) \\
& \\
& +\frac{L_{f}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2}  \tag{4.95}\\
& \\
& -\frac{1}{2} \mathbb{E}\left(\left\|y^{t+1}-y\right\|_{\hat{Q}}^{2}-\left\|y^{0}-y\right\|_{\hat{Q}}^{2}+\sum_{k=0}^{t}\left\|y^{k+1}-y^{k}\right\|_{\hat{Q}}^{2}\right) \\
& \\
& +\frac{L_{g}}{2} \sum_{k=0}^{t} \mathbb{E}\left\|y^{k}-y^{k+1}\right\|^{2} \\
& \frac{4.41 a)}{\leq} \\
& \frac{1}{2}\left(\left\|x^{0}-x\right\|_{\hat{P}-\theta \rho_{x} A^{\top} A}^{2}+\left\|y^{0}-y\right\|_{\hat{Q}}^{2}\right)+\frac{\theta}{2 \rho} \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2} .
\end{align*}
$$

In addition, note that

$$
\begin{aligned}
& \theta\left\|x^{t+1}-x\right\|_{A^{\top} A}^{2}=\frac{n}{N}\left\|\sum_{i=1}^{N} A_{i}\left(x_{i}^{t+1}-x_{i}\right)\right\|^{2} \leq n \sum_{i=1}^{N}\left\|x_{i}^{t+1}-x_{i}\right\|_{A_{i}^{\top} A_{i}}^{2} \\
& \left\|x^{k}-x^{k+1}\right\|_{A^{\top} A}^{2}=\left\|\sum_{i \in I_{k}} A_{i}\left(x_{i}^{k}-x_{i}^{k+1}\right)\right\|^{2} \leq n \sum_{i=1}^{N}\left\|x_{i}^{k}-x_{i}^{k+1}\right\|_{A_{i}^{\top} A_{i}}^{2} \\
& \left\|y^{k}-y^{k+1}\right\|_{B^{\top} B}^{2}=\left\|\sum_{j \in J_{k}} B_{j}\left(y_{j}^{k}-y_{j}^{k+1}\right)\right\|^{2} \leq m \sum_{j=1}^{M}\left\|y_{j}^{k}-y_{j}^{k+1}\right\|_{B_{j}^{\top} B_{j}} .
\end{aligned}
$$

Hence, if $\hat{P}$ and $\hat{Q}$ satisfy 4.41b, then 4.95) also holds.
Combining 4.82, 4.92) and 4.95) yields

$$
\begin{align*}
& \mathbb{E}\left[\Phi\left(x^{t+1}, y^{t+1}\right)-\Phi(x, y)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[\Phi\left(x^{k+1}, y^{k+1}\right)-\Phi(x, y)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
\leq & (1-\theta)\left[\Phi\left(x^{0}, y^{0}\right)-\Phi(x, y)\right] \\
& +(1-\theta)\left[\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right. \\
& \left.+\left(y^{0}-y\right)^{\top}\left(-B^{\top} \lambda^{0}\right)+\rho_{y}\left(y^{0}-y\right)^{\top} B^{\top} r^{0}\right] \\
& +\frac{1}{2}\left(\left\|x^{0}-x\right\|_{\hat{P}-\theta \rho_{x} A^{\top} A}^{2}+\left\|y^{0}-y\right\|_{\hat{Q}}^{2}\right)+\frac{\theta}{2 \rho} \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2} . \tag{4.96}
\end{align*}
$$

Applying the convexity of $\Phi$ and the properties (4.23) of $H$, we have

$$
\begin{array}{ll} 
& (1+\theta t) \mathbb{E}\left[\Phi\left(\hat{x}^{t}, \hat{y}^{t}\right)-\Phi(x, y)+\left(\hat{w}^{t+1}-w\right)^{\top} H(w)\right] \\
\stackrel{4.20)}{=} & (1+\theta t) \mathbb{E}\left[\Phi\left(\hat{x}^{t}, \hat{y}^{t}\right)-\Phi(x, y)+\left(\hat{w}^{t+1}-w\right)^{\top} H\left(\hat{w}^{t+1}\right)\right] \\
\stackrel{4.23}{\leq} & \mathbb{E}\left[\Phi\left(x^{t+1}, y^{t+1}\right)-\Phi(x, y)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \sum_{k=0}^{t-1} \mathbb{E}\left[\Phi\left(x^{k+1}, y^{k+1}\right)-\Phi(x, y)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] . \tag{4.97}
\end{array}
$$

Now combining (4.97) and 4.96, we have

$$
\begin{aligned}
& (1+\theta t) \mathbb{E}\left[\Phi\left(\hat{x}^{t}, \hat{y}^{t}\right)-\Phi(x, y)+\left(\hat{w}^{t+1}-w\right)^{\top} H(w)\right] \\
\leq & (1-\theta)\left[\Phi\left(x^{0}, y^{0}\right)-\Phi(x, y)\right]
\end{aligned}
$$

$$
\begin{align*}
& +(1-\theta)\left[\left(x^{0}-x\right)^{\top}\left(-A^{\top} \lambda^{0}\right)+\rho_{x}\left(x^{0}-x\right)^{\top} A^{\top} r^{0}\right. \\
& \left.+\left(y^{0}-y\right)^{\top}\left(-B^{\top} \lambda^{0}\right)+\rho_{y}\left(y^{0}-y\right)^{\top} B^{\top} r^{0}\right] \\
& +\frac{1}{2}\left(\left\|x^{0}-x\right\|_{\hat{P}-\theta \rho_{x} A^{\top} A}^{2}+\left\|y^{0}-y\right\|_{\hat{Q}}^{2}\right)+\frac{\theta}{2 \rho} \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2} . \tag{4.98}
\end{align*}
$$

By Lemmas 4.3.3 and 4.3.5 with $\gamma=\max \left\{0.5+\left\|\lambda^{*}\right\|, 3\left\|\lambda^{*}\right\|\right\}$, we have the desired result.

### 4.9.4 Proof of Theorem 4.4.2

From the nonincreasing monotonicity of $\alpha_{k}$, one can easily show the following result.
Lemma 4.9.1 Assume $\lambda^{-1}=\lambda^{0}$. It holds that

$$
\begin{align*}
& \sum_{k=0}^{t} \frac{(1-\theta) \beta_{k}}{2}\left[\left\|\lambda^{k}-\lambda\right\|^{2}-\left\|\lambda^{k-1}-\lambda\right\|^{2}+\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2}\right] \\
& -\sum_{k=0}^{t-1} \frac{\alpha_{k} \beta_{k+1}}{2 \alpha_{k+1}}\left[\left\|\lambda^{k+1}-\lambda\right\|^{2}-\left\|\lambda^{k}-\lambda\right\|^{2}+\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}\right] \\
\leq & -\sum_{k=0}^{t-1} \frac{\beta_{k+1}}{2}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}+\sum_{k=1}^{t} \frac{(1-\theta) \beta_{k}}{2}\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2} \\
& -\sum_{k=0}^{t-1} \frac{\alpha_{k} \beta_{k+1}}{2 \alpha_{k+1}}\left\|\lambda^{k+1}-\lambda\right\|^{2}-\sum_{k=1}^{t} \frac{(1-\theta) \beta_{k}}{2}\left\|\lambda^{k-1}-\lambda\right\|^{2} \\
& +\frac{\alpha_{0} \beta_{1}}{2 \alpha_{1}}\left\|\lambda^{0}-\lambda\right\|^{2}+\sum_{k=1}^{t-1} \frac{\alpha_{k} \beta_{k+1}}{2 \alpha_{k+1}}\left\|\lambda^{k}-\lambda\right\|^{2}+\sum_{k=1}^{t} \frac{(1-\theta) \beta_{k}}{2}\left\|\lambda^{k}-\lambda\right\|^{2} \\
= & -\sum_{k=0}^{t-1} \frac{\theta \beta_{k+1}}{2}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}+\left(\frac{\alpha_{0} \beta_{1}}{2 \alpha_{1}}-\frac{(1-\theta) \beta_{1}}{2}\right)\left\|\lambda^{0}-\lambda\right\|^{2} \\
& -\left(\frac{\alpha_{t-1} \beta_{t}}{2 \alpha_{t}}-\frac{(1-\theta) \beta_{t}}{2}\right)\left\|\lambda^{t}-\lambda\right\|^{2} \\
& -\sum_{k=1}^{t-1}\left(\frac{\alpha_{k-1} \beta_{k}}{2 \alpha_{k}}+\frac{(1-\theta) \beta_{k+1}}{2}-\frac{\alpha_{k} \beta_{k+1}}{2 \alpha_{k+1}}-\frac{(1-\theta) \beta_{k}}{2}\right)\left\|\lambda^{k}-\lambda\right\|^{2} . \tag{4.99}
\end{align*}
$$

By the update formula of $\lambda$ in (4.48), we have from (4.51) that

$$
\mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(x^{k+1}-x\right)^{\top}\left(-A^{\top} \lambda^{k+1}\right)+\left(\lambda^{k+1}-\lambda\right)^{\top} r^{k+1}\right]
$$

$$
\begin{align*}
& +\mathbb{E}\left[\frac{\left(\lambda^{k+1}-\lambda\right)^{\top}\left(\lambda^{k+1}-\lambda^{k}\right)}{\left(1-\frac{(1-\theta) \alpha_{k+1}}{\alpha_{k}}\right) \rho}+\frac{(1-\theta) \alpha_{k+1}}{\alpha_{k}} \rho\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k+1}\right] \\
& +\mathbb{E}\left(x^{k+1}-x\right)^{\top}\left(\tilde{P}+\frac{I}{\alpha_{k}}\right)\left(x^{k+1}-x^{k}\right)-\frac{L_{f}}{2} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2}+\mathbb{E}\left(x^{k+1}-x^{k}\right)^{\top} \delta^{k} \\
\leq & (1-\theta) \mathbb{E}\left[F\left(x^{k}\right)-F(x)+\left(x^{k}-x\right)^{\top}\left(-A^{\top} \lambda^{k}\right)\right. \\
& \left.+\left(\lambda^{k}-\lambda\right)^{\top} r^{k}+\frac{\left(\lambda^{k}-\lambda\right)^{\top}\left(\lambda^{k}-\lambda^{k-1}\right)}{\left(1-\frac{(1-\theta) \alpha_{k}}{\alpha_{k-1}}\right) \rho}\right] \\
& +(1-\theta) \rho \mathbb{E}\left(x^{k}-x\right)^{\top} A^{\top} r^{k}, \tag{4.100}
\end{align*}
$$

where similar to (4.77), we have defined $\tilde{P}=\hat{P}-\rho A^{\top} A$.
Multiplying $\alpha_{k}$ to both sides of (4.100) and using (4.45) and (4.21), we have

$$
\begin{align*}
& \quad \alpha_{k} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
& +\frac{\alpha_{k} \beta_{k+1}}{2 \alpha_{k+1}} \mathbb{E}\left[\left\|\lambda^{k+1}-\lambda\right\|^{2}-\left\|\lambda^{k}-\lambda\right\|^{2}+\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}\right] \\
& +\mathbb{E}\left[(1-\theta) \alpha_{k+1} \rho\left(x^{k+1}-x\right)^{\top} A^{\top} r^{k+1}\right] \\
& \\
& +\frac{\alpha_{k}}{2} \mathbb{E}\left[\left\|x^{k+1}-x\right\|_{\tilde{P}}^{2}-\left\|x^{k}-x\right\|_{\tilde{P}}^{2}+\left\|x^{k+1}-x^{k}\right\|_{\tilde{P}}^{2}\right] \\
& \\
& +\frac{1}{2} \mathbb{E}\left[\left\|x^{k+1}-x\right\|^{2}-\left\|x^{k}-x\right\|^{2}+\left\|x^{k+1}-x^{k}\right\|^{2}\right] \\
& \\
& -\frac{\alpha_{k} L_{f}}{2} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2}+\alpha_{k} \mathbb{E}\left(x^{k+1}-x^{k}\right)^{\top} \delta^{k}  \tag{4.101}\\
& \leq \\
& (1-\theta) \alpha_{k} \mathbb{E}\left[F\left(x^{k}\right)-F(x)+\left(w^{k}-w\right)^{\top} H\left(w^{k}\right)\right] \\
& \\
& +\frac{(1-\theta) \beta_{k}}{2} \mathbb{E}\left[\left\|\lambda^{k}-\lambda\right\|^{2}-\left\|\lambda^{k-1}-\lambda\right\|^{2}+\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2}\right] \\
& \\
& +\alpha_{k}(1-\theta) \rho \mathbb{E}\left(x^{k}-x\right)^{\top} A^{\top} r^{k} .
\end{align*}
$$

Denote $\tilde{\lambda}^{t+1}=\lambda^{t}-\rho r^{t+1}$. Then for $k=t$, it is easy to see that 4.101) becomes

$$
\begin{aligned}
& \alpha_{t} \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\frac{\alpha_{t}}{2 \rho} \mathbb{E}\left[\left\|\tilde{\lambda}^{t+1}-\lambda\right\|^{2}-\left\|\lambda^{t}-\lambda\right\|^{2}+\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2}\right] \\
& +\frac{\alpha_{t}}{2} \mathbb{E}\left[\left\|x^{t+1}-x\right\|_{\tilde{P}}^{2}-\left\|x^{t}-x\right\|_{\tilde{P}}^{2}+\left\|x^{t+1}-x^{t}\right\|_{\tilde{P}}^{2}\right] \\
& +\frac{1}{2} \mathbb{E}\left[\left\|x^{t+1}-x\right\|^{2}-\left\|x^{t}-x\right\|^{2}+\left\|x^{t+1}-x^{t}\right\|^{2}\right] \\
& -\frac{\alpha_{t} L_{f}}{2} \mathbb{E}\left\|x^{t}-x^{t+1}\right\|^{2}+\alpha_{t} \mathbb{E}\left(x^{t+1}-x^{t}\right)^{\top} \delta^{t}
\end{aligned}
$$

$$
\begin{align*}
\leq & (1-\theta) \alpha_{t} \mathbb{E}\left[F\left(x^{t}\right)-F(x)+\left(w^{t}-w\right)^{\top} H\left(w^{t}\right)\right] \\
& +\frac{(1-\theta) \beta_{t}}{2} \mathbb{E}\left[\left\|\lambda^{t}-\lambda\right\|^{2}-\left\|\lambda^{t-1}-\lambda\right\|^{2}+\left\|\lambda^{t}-\lambda^{t-1}\right\|^{2}\right] \\
& +\alpha_{t}(1-\theta) \mathbb{E} \rho\left(x^{t}-x\right)^{\top} A^{\top} r^{t} . \tag{4.102}
\end{align*}
$$

By the nonincreasing monotonicity of $\alpha_{k}$, summing from $k=0$ through $t-1$ and (4.102) and plugging 4.99) gives

$$
\begin{align*}
& \alpha_{t} \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
& +\theta \alpha_{k+1} \sum_{k=0}^{t-1} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
& +\frac{\alpha_{t}}{2 \rho} \mathbb{E}\left[\left\|\tilde{\lambda^{t+1}}-\lambda\right\|^{2}-\left\|\lambda^{t}-\lambda\right\|^{2}+\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2}\right] \\
& +\frac{\alpha_{t+1}}{2} \mathbb{E}\left\|x^{t+1}-x\right\|_{\tilde{P}}^{2}+\sum_{k=0}^{t} \frac{\alpha_{k}}{2} \mathbb{E}\left\|x^{k+1}-x^{k}\right\|_{\tilde{P}}^{2} \\
& \quad+\frac{1}{2} \mathbb{E}\left[\left\|x^{t+1}-x\right\|^{2}-\left\|x^{0}-x\right\|^{2}+\sum_{k=0}^{t}\left\|x^{k+1}-x^{k}\right\|^{2}\right] \\
& \\
& -\sum_{k=0}^{t} \frac{\alpha_{k} L_{f}}{2} \mathbb{E}\left\|x^{k}-x^{k+1}\right\|^{2}+\sum_{k=0}^{t} \alpha_{k} \mathbb{E}\left(x^{k+1}-x^{k}\right)^{\top} \delta^{k} \\
& \leq \\
& (1-\theta) \alpha_{0} \mathbb{E}\left[F\left(x^{0}\right)-F(x)+\left(w^{0}-w\right)^{\top} H\left(w^{0}\right)\right] \\
& \\
& +\alpha_{0}(1-\theta) \rho\left(x^{0}-x\right)^{\top} A^{\top} r^{0}+\frac{\alpha_{0}}{2}\left\|x^{0}-x\right\|_{\tilde{P}}^{2}  \tag{4.103}\\
& \\
& \quad-\sum_{k=0}^{t-1} \frac{\theta \beta_{k+1}}{2} \mathbb{E}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}+\left(\frac{\alpha_{0} \beta_{1}}{2 \alpha_{1}}-\frac{(1-\theta) \beta_{1}}{2}\right) \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2} \\
& \\
& -\left(\frac{\alpha_{t-1} \beta_{t}}{2 \alpha_{t}}-\frac{(1-\theta) \beta_{t}}{2}\right) \mathbb{E}\left\|\lambda^{t}-\lambda\right\|^{2} \\
& \\
& \quad-\sum_{k=1}^{t-1}\left(\frac{\alpha_{k-1} \beta_{k}}{2 \alpha_{k}}+\frac{(1-\theta) \beta_{k+1}}{2}-\frac{\alpha_{k} \beta_{k+1}}{2 \alpha_{k+1}}-\frac{(1-\theta) \beta_{k}}{2}\right) \mathbb{E}\left\|\lambda^{k}-\lambda\right\|^{2} .
\end{align*}
$$

From (4.52d), we have

$$
\frac{\alpha_{t}}{2 \rho}\left[\left\|\tilde{\lambda}^{t+1}-\lambda\right\|^{2}-\left\|\lambda^{t}-\lambda\right\|^{2}+\left\|\tilde{\lambda}^{t+1}-\lambda^{t}\right\|^{2}\right] \geq-\left(\frac{\alpha_{t-1} \beta_{t}}{2 \alpha_{t}}-\frac{(1-\theta) \beta_{t}}{2}\right)\left\|\lambda^{t}-\lambda\right\|^{2}
$$

In addition, from Young's inequality, it holds that

$$
\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|^{2}+\alpha_{k} \mathbb{E}\left(x^{k+1}-x^{k}\right)^{\top} \delta^{k} \geq \frac{\alpha_{k}^{2}}{2}\|\delta\|^{2}
$$

Hence, dropping negative terms on the right hand side of 4.103), from the convexity of $\Phi$ and (4.23), we have

$$
\begin{align*}
&\left(\alpha_{t+1}+\theta \sum_{k=1}^{t} \alpha_{k}\right) \mathbb{E}\left[F\left(\hat{x}^{t}\right)-F(x)+\left(\hat{w}^{t}-w\right)^{\top} H\left(\hat{w}^{t}\right)\right] \\
& \alpha_{t} \mathbb{E}\left[F\left(x^{t+1}\right)-F(x)+\left(\tilde{w}^{t+1}-w\right)^{\top} H\left(\tilde{w}^{t+1}\right)\right] \\
&+\theta \alpha_{k+1} \sum_{k=0}^{t-1} \mathbb{E}\left[F\left(x^{k+1}\right)-F(x)+\left(w^{k+1}-w\right)^{\top} H\left(w^{k+1}\right)\right] \\
& \leq(1-\theta) \alpha_{0}\left[F\left(x^{0}\right)-F(x)+\left(w^{0}-w\right)^{\top} H\left(w^{0}\right)\right] \\
&+(1-\theta) \alpha_{0} \rho\left(x^{0}-x\right)^{\top} A^{\top} r^{0}+\frac{\alpha_{0}}{2}\left\|x^{0}-x\right\|_{\tilde{P}}^{2}+\frac{1}{2}\left\|x^{0}-x\right\|^{2} \\
&+\left(\frac{\alpha_{0} \beta_{1}}{2 \alpha_{1}}-\frac{(1-\theta) \beta_{1}}{2}\right) \mathbb{E}\left\|\lambda^{0}-\lambda\right\|^{2}+\sum_{k=0}^{t} \frac{\alpha_{k}^{2}}{2} \mathbb{E}\left\|\delta^{k}\right\|^{2} . \tag{4.104}
\end{align*}
$$

Using Lemma 4.3.3 and the properties of $H$, we derive the desired result.

### 4.9.5 Proof of Proposition 4.6.1

Let $(I+\partial \phi)^{-1}(x):=\operatorname{argmin}_{z} \phi(z)+\frac{1}{2}\|z-x\|_{2}^{2}$ denote the proximal mapping of $\phi$ at $x$. Then the update in (4.9b) can be written to

$$
z^{k+1}=\left(I+\partial\left(\frac{g^{*}}{\eta}\right)\right)^{-1}\left(z^{k}-\frac{1}{\eta} A x^{k+1}\right)
$$

Define $y^{k+1}$ as that in 4.65b. Then

$$
\begin{aligned}
\frac{1}{\eta} y^{k+1} & =\frac{1}{\eta}\left\{\underset{y}{\operatorname{argmin}} g(y)-\left\langle y, z^{k}\right\rangle+\frac{1}{2 \eta}\left\|y+A x^{k+1}\right\|^{2}\right\} \\
& =\frac{1}{\eta}\left\{\underset{y}{\operatorname{argmin}} g(y)+\frac{\eta}{2}\left\|\frac{1}{\eta} y-\left(z^{k}-\frac{1}{\eta} A x^{k+1}\right)\right\|^{2}\right\} \\
& =\underset{y}{\operatorname{argmin} g(\eta y)+\frac{\eta}{2}\left\|y-\left(z^{k}-\frac{1}{\eta} A x^{k+1}\right)\right\|^{2}} \\
& =\left(I+\partial\left(\frac{1}{\eta} g(\eta \cdot)\right)\right)^{-1}\left(z^{k}-\frac{1}{\eta} A x^{k+1}\right) .
\end{aligned}
$$

Hence, using the fact that the conjugate of $\frac{1}{\eta} g^{*}$ is $\frac{1}{\eta} g(\eta \cdot)$ and the Moreau's identity $(I+\partial \phi)^{-1}+\left(I+\partial \phi^{*}\right)^{-1}=I$ for any convex function $\phi$, we have

$$
\begin{aligned}
& z^{k}-\frac{1}{\eta} A x^{k+1} \\
= & \left(I+\partial\left(\frac{g^{*}}{\eta}\right)\right)^{-1}\left(z^{k}-\frac{1}{\eta} A x^{k+1}\right)+\left(I+\partial\left(\frac{1}{\eta} g(\eta \cdot)\right)\right)^{-1}\left(z^{k}-\frac{1}{\eta} A x^{k+1}\right) .
\end{aligned}
$$

Therefore, 4.65 c holds, and thus from (4.9c) it follows

$$
\bar{z}^{k+1}=z^{k+1}-\frac{q}{\eta}\left(A x^{k+1}+y^{k+1}\right)
$$

Substituting the formula of $\bar{z}^{k}$ into 4.9a, we have for $i=i_{k}$,

$$
\begin{aligned}
x_{i}^{k+1} & =\underset{x_{i} \in X_{i}}{\operatorname{argmin}}\left\langle-\bar{z}^{k}, A_{i} x_{i}\right\rangle+u_{i}\left(x_{i}\right)+\frac{\tau}{2}\left\|x_{i}-x_{i}^{k}\right\|^{2} \\
& =\underset{x_{i} \in X_{i}}{\operatorname{argmin}}\left\langle-z^{k}, A_{i} x_{i}\right\rangle+\frac{q}{\eta}\left\langle A x^{k}+y^{k}, A_{i} x_{i}\right\rangle+u_{i}\left(x_{i}\right)+\frac{\tau}{2}\left\|x_{i}-x_{i}^{k}\right\|^{2} \\
& =\underset{x_{i} \in X_{i}}{\operatorname{argmin}}\left\langle-z^{k}, A_{i} x_{i}\right\rangle+u_{i}\left(x_{i}\right)+\frac{q}{2 \eta}\left\|A_{i} x_{i}+A_{\neq i} x_{\neq i}^{k}+y^{k}\right\|^{2}+\frac{1}{2}\left\|x_{i}-x_{i}^{k}\right\|_{\tau I-\frac{q}{\eta} A_{i}^{\top} A_{i}},
\end{aligned}
$$

which is exactly 4.65a. Hence, we complete the proof.

## Chapter 5

## Zeroth-Order Algorithms for Black-Box Optimization

### 5.1 Introduction

In this chapter, we consider a black-box optimization in the form of

$$
\begin{array}{lll}
(P) & \min & f(x)+h(x)  \tag{5.1}\\
& \text { s.t. } & x \in \mathcal{X},
\end{array}
$$

where $\mathcal{X}$ is a closed convex set, $h(x)$ is a regularization function, which is typically nonsmooth. The key feature of this model however, is that the exact formulation of $f(x)$ is unknowable. Instead, only some noisy estimation of $f(x)$ is possible. This rules out any high-order solution methods, leaving only zeroth-order methods as a solution choice. In this context, we consider two settings. In the first setting, $f(x)$ is an expectation of $F(x, \xi)$ with unknown distribution $\xi$. Unlike the usual stochastic programming model, where the classical Sample Averaging Approximation (SAA) is applicable (cf. [83]), we assume here that for each given $x$ only one sample point can be collected for $F(x, \xi)$. This is the case, for instance, when sampling is information sensitive. This is particularly relevant for design problems, in which one cannot copy exactly the same design and test the responses without worrying that the responses are influenced by the previous sampling events. As an example, designing questions for standard tests such as SAT or ACT is information sensitive, for there can be no two exams that contain exactly the same questions. In fact, this setting resembles the bandit online learning model,
where one can obtain one feedback at a given point. In a second setting, the objective is not necessarily stochastic. In fact, it may not be stochastic at all. However, the objective function maybe expensive to evaluate. Examples of such optimization model include the design problems where the design variables are initial and/or boundary conditions of a differential equation, and the objective value depends on the solution of the differentiable equation. Given the initial/boundary conditions, the evaluation of the objective function reduces to solving a differential equation. Therefore, one can only evaluate the quality of the design variables approximately. However, the solution can be made arbitrarily precise if one is willing to invest more time and effort.

In the above described black-box optimization models, no higher order information is possible. We are left with some approximative zeroth-order subroutines. This chapter sets out to explore the convergence rate of zeroth-order algorithms, assuming the objective to have convexity or convexity-like (e.g. star-convexity and weak pseudoconvexity) property. The analysis is then extended to the setting where some regularization function is included in the objective. This leads to exploring zeroth-order proximal-gradient type solution procedures. Our emphasis is placed on analyzing the overall sample complexity, which essentially means the total amount of 'efforts', in order to reach an $\epsilon$-optimal solution.

This chapter is organized as follows. In Section 5.2, we study an unconstrained stochastic optimization model where the objective can be allowed a single-sample at a point. The convergence study also extends to the star-convex functions. In Section 5.3 , we study a class of nonconvex optimization model by introducing the so-called weak pseudo-convexity. For this model, we develop a zeroth-order normalized gradient descent method. In Section 5.4, we study unconstrained optimization where the objective function can only be estimated. Moreover, the efforts required to estimate the function value depends on the precision. Under the convexity assumption, sample complexity bounds (to reach an $\epsilon$-optimal solution) are derived for the zeroth-order methods based on the coordinate-gradient method and the ellipsoid method respectively. In Section 5.5 we extend our investigations to the constrained optimization with a regularization function. Sample complexities are derived for all the afore-mentioned methods. Finally, we present the numerical experiments by comparing with the Bayesian optimization on two practical problems.

### 5.2 Stochastic Programming: One Sample at a Point

In this section, we consider model (5.1) where the regularization term $h$ does not exist, and the function $f$ is of the following form

$$
\begin{equation*}
f(x)=\mathrm{E}[F(x, \xi)], \tag{5.2}
\end{equation*}
$$

where the expectation is taken over the random vector $\xi$. For a query of the function value, a sample $F(x, \xi)$ is revealed. Furthermore, we assume that only one single sample is possible for every query $x$. In other words, for queries of the function value at $x_{1}$ and $x_{2}$, it returns two samples $F\left(x_{1}, \xi^{1}\right)$ and $F\left(x_{2}, \xi^{2}\right)$ with different realizations of the random vectors $\xi^{1}$ and $\xi^{2}$. For this stochastic optimization framework, we first present some assumptions of $F(x, \xi)$ as well as some definitions.

Assumption 5.2.1 Suppose the function $f(x)$ is given in the form 5.2), then we assume that $F(x, \xi)$ satisfies

$$
\begin{align*}
\mathrm{E}[F(x, \xi)] & =f(x),  \tag{5.3}\\
\mathrm{E}[\nabla F(x, \xi)] & =\nabla f(x), \tag{5.4}
\end{align*}
$$

and

$$
\begin{gather*}
\mathrm{E}\left[\|F(x, \xi)-f(x)\|^{2}\right] \leq \theta_{0}^{2},  \tag{5.5}\\
\mathrm{E}\left[\|\nabla F(x, \xi)-\nabla f(x)\|^{2}\right] \leq \theta_{1}^{2} . \tag{5.6}
\end{gather*}
$$

Definition 7 We denote $C_{L_{i}}^{i}(\mathcal{D})$ be the class of functions which are $i$-th order Lipschitz continuous in the domain $\mathcal{D}$ with the corresponding Lipschitz constant $L_{i}$, namely

$$
C_{L_{i}}^{i}(\mathcal{D})=\left\{f \mid\left\|\nabla^{(i)} f(x)-\nabla^{(i)} f(y)\right\| \leq L_{i}\|x-y\|, \forall x, y \in \mathcal{D}\right\} .
$$

There are two cases that are of special interest: $i=0$ and $i=1$. We simply denote $L_{1}$ by L. In other words, $C_{L}^{1}(\mathcal{D})$ is the class of functions of Lipschitz continuous gradients, i.e. for $f \in C_{L}^{1}(\mathcal{D})$,

$$
\begin{equation*}
\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|, \quad \forall x, y \in \mathcal{D} . \tag{5.7}
\end{equation*}
$$

Now, we introduce a smoothing scheme and its properties which lead to the stochastic zeroth-order oracle $(\mathcal{S Z O})$.

Definition 8 Let $U_{b}$ be the uniform distribution over the unit Euclidean ball and $B$ be the unit ball. Given $\mu>0$, the smoothing function $f^{\mu}$ is defined as

$$
\begin{equation*}
f^{\mu}(w)=\mathrm{E}_{\left\{v \sim U_{b}\right\}}[f(w+\mu v)]=\frac{1}{\alpha(n)} \int_{B} f(w+\mu v) d v \tag{5.8}
\end{equation*}
$$

where $\alpha(n)$ is the volume of the unit ball in $\mathbb{R}^{n}$.
Some properties of the smoothing function are shown in the lemma below, the proof of the lemma can be found in [38].

Lemma 5.2.1 Suppose that $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$. Let $U_{S_{p}}$ be the uniform distribution over the unit Euclidean sphere, and $S_{p}$ be the unit sphere in $\mathbb{R}^{n}$. Then we have:
(a) The smoothing function $f^{\mu}$ is continuously differentiable, and its gradient is Lipschitz continuous with constant $L_{\mu} \leq L$ and

$$
\begin{equation*}
\nabla f^{\mu}(w)=\mathrm{E}_{\left\{v \sim U_{S_{p}}\right\}}\left[\frac{n}{\mu} f(w+\mu v) v\right]=\frac{1}{\beta(n)} \int_{v \in S_{p}} \frac{n}{\mu}[f(w+\mu v)-f(w)] v d v \tag{5.9}
\end{equation*}
$$

where $\beta(n)$ is the measure of the unit sphere in $\mathbb{R}^{n}$.
(b) For any $w \in \mathbb{R}^{n}$, we have

$$
\begin{align*}
& \left|f^{\mu}(w)-f(w)\right| \leq \frac{L \mu^{2}}{2}  \tag{5.10}\\
& \left\|\nabla f^{\mu}(w)-\nabla f(w)\right\| \leq \frac{\mu n L}{2}  \tag{5.11}\\
& \mathrm{E}_{v}\left[\left\|\frac{n}{\mu}[f(w+\mu v)-f(w)] v\right\|^{2}\right] \leq 2 n\|\nabla f(w)\|^{2}+\frac{\mu^{2}}{2} L^{2} n^{2} \tag{5.12}
\end{align*}
$$

(c) If $f$ is convex then $f^{\mu}$ is convex.

Based on (5.9) we introduce a single-sampling zeroth-order stochastic gradient $(\mathcal{S S Z O})$ of $f$ at $x$ :

$$
\begin{equation*}
G_{\mu}\left(x, \xi^{1,2}, v\right):=\frac{n}{\mu}\left[F\left(x+\mu v, \xi^{1}\right)-F\left(x, \xi^{2}\right)\right] v \tag{5.13}
\end{equation*}
$$

where $v$ is the random vector uniformly distributed over the unit sphere in $\mathbb{R}^{n}$. Note that $\xi^{1}$ and $\xi^{2}$ are i.i.d. samples.

The following lemma shows the unbiasedness and boundedness of the $\mathcal{S S Z O}$.

Lemma 5.2.2 Suppose that $G_{\mu}\left(x, \xi^{1,2}, v\right)$ is defined as in 5.13), and $f$ satisfies Assumption 5.2.1. Then

$$
\begin{equation*}
\mathrm{E}_{v, \xi}\left[G_{\mu}\left(x, \xi^{1,2}, v\right)\right]=\nabla f^{\mu}(x) \tag{5.14}
\end{equation*}
$$

If we further assume $f \in C_{L_{0}}^{0}(\mathcal{X})$ and $F(x, \xi) \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ for all $\xi$, then the following holds

$$
\begin{equation*}
\mathrm{E}_{v, \xi}\left[\left\|G_{\mu}\left(x, \xi^{1,2}, v\right)\right\|^{2}\right] \leq 4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2} \tag{5.15}
\end{equation*}
$$

where $N=L_{0}^{2}+\theta_{1}^{2}$.

Proof. The first equation is easy to verify. We prove the second inequality. Applying (5.12 and 5.63 to $F(x, \xi)$, we have

$$
\begin{align*}
& \mathrm{E}_{v, \xi^{1,2}}\left[\left\|G_{\mu}\left(x, \xi^{1,2}, v\right)\right\|^{2}\right] \\
= & \mathrm{E}_{\xi^{1,2}}\left[\mathrm{E}_{v}\left[\left\|G_{\mu}\left(x, \xi^{1,2}, v\right)\right\|^{2}\right]\right] \\
= & \mathrm{E}_{\xi^{1,2}}\left[\mathrm{E}_{v}\left[\left\|\frac{n}{\mu}\left[F\left(x+\mu v, \xi^{1}\right)-F\left(x, \xi^{2}\right)\right] v\right\|^{2}\right]\right] \\
\leq & \mathrm{E}_{\xi^{1,2}}\left[\mathrm{E}_{v}\left[2\left\|\frac{n}{\mu}\left[F\left(x+\mu v, \xi^{1}\right)-F\left(x, \xi^{1}\right)\right] v\right\|^{2}\right]\right. \\
& +\mathrm{E}_{v}\left[2\left[\frac{n}{\mu}\left[F\left(x, \xi^{1}\right)-F\left(x, \xi^{2}\right)\right] v \|^{2}\right]\right] \\
\leq & 4 n\left[\mathrm{E}_{\xi^{1}}\left[\|\nabla F(x, \xi)\|^{2}\right]\right]+\mu^{2} L^{2} n^{2}+2 \frac{n^{2}}{\mu^{2}} \mathrm{E}_{\xi^{1,2}}\left[\left|F\left(x, \xi^{1}\right)-F\left(x, \xi^{2}\right)\right|^{2}\right] \\
\leq & 4 n\left\{\mathrm{E}_{\xi}\left[\|\nabla f(x)\|^{2}\right]+\mathrm{E}_{\xi}\left[\|\nabla F(x, \xi)-\nabla f(x)\|^{2}\right]\right\}+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2} \\
\leq & 4 n\left(\|\nabla f(x)\|^{2}+\theta_{1}^{2}\right)+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2} \\
\leq & 4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2} . \tag{5.16}
\end{align*}
$$

### 5.2.1 Convex Optimization

In this subsection, we apply a single-sampling approach to stochastic optimization problem. The solution framework is depicted as follows, where $\operatorname{Proj}_{\mathcal{X}}(x):=\underset{y \in \mathcal{X}}{\operatorname{argmin}}\|y-x\|$.

## Stochastic Single-Sampling Zeroth-Order Gradient Descent

Parameters: $\eta, \mu>0$ and a convex set $\mathcal{X} \subset \mathbb{R}^{n}$.
Initialization: $x_{1}=0$.
for $t=1, \cdots, T$,
Pick $v^{k} \sim U_{S_{p}}$;
At $x^{k}+\delta v^{k}$ and $x^{k}$, receive $F\left(x^{k}+\mu v^{k}, \xi_{k}^{1}\right), F\left(x^{k}, \xi_{k}^{2}\right)$ respectively;
Assemble $\mathcal{S S Z O}$ as $G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)=\frac{n}{\mu}\left[F\left(x^{k}+\delta v^{k}, \xi_{k}^{1}\right)-F\left(x^{k}, \xi_{k}^{2}\right)\right] v^{k}$;
Update $x_{t+1}=\operatorname{Proj}_{\mathcal{X}}\left(x^{k}-\eta G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right)$.
end for
The following theorem shows an expected $O\left(T^{-1 / 3}\right)$ rate of convergence for the stochastic single-sampling zeroth-order gradient descent algorithm. The expectation is taken over the $\sigma$-field generated by the random variables $\left\{\xi_{k}^{1,2}, v^{k}\right\}_{k=1}^{T}$.

Theorem 5.2.3 Suppose $f(x)$ is convex and $f \in C_{L_{0}}^{0}\left(\mathbb{R}^{n}\right)$ satisfies Assumption 5.2.1, $F(x, \xi) \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ for all $\xi$. Let $\left\{x^{k}\right\}$ be the sequence produced by the stochastic singlesampling zeroth-order gradient descent algorithm. Furthermore, we define an averaging sequence as

$$
\begin{equation*}
\bar{x}_{T}=\frac{1}{T} \sum_{k=1}^{T} x^{k} . \tag{5.17}
\end{equation*}
$$

Then, the following inequality holds

$$
\begin{equation*}
\mathrm{E}\left[f\left(\bar{x}_{T}\right)-f\left(x^{*}\right)\right] \leq \frac{\left\|x^{1}-x^{*}\right\|^{2}}{2 \eta T}+\frac{\eta}{2}\left(4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2}\right)+L \mu^{2} . \tag{5.18}
\end{equation*}
$$

In particular, if we set $\eta=T^{-2 / 3}$, and $\mu=T^{-1 / 6}$, then an $O\left(T^{-1 / 3}\right)$ rate of convergence follows.

Proof. Let $z_{k}:=\left\|x^{k}-x^{*}\right\|$. Then

$$
\begin{aligned}
z_{k+1}^{2} & =\left\|x^{k+1}-x^{*}\right\|^{2} \\
& =\left\|\operatorname{Proj} \mathcal{X}\left(x^{k}-\eta G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right)-x^{*}\right\|^{2} \\
& \leq\left\|x^{k}-\eta G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)-x^{*}\right\|^{2} \\
& =z_{k}^{2}+\eta^{2}\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}-2 \eta G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)^{\top}\left(x^{k}-x^{*}\right) .
\end{aligned}
$$

Equivalently, we have

$$
\begin{equation*}
G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)^{\top}\left(x^{k}-x^{*}\right) \leq \frac{1}{2 \eta}\left(z_{k}^{2}-z_{k+1}^{2}\right)+\frac{\eta}{2}\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2} \tag{5.19}
\end{equation*}
$$

Notice that $\mathrm{E}_{\xi_{k}^{1,2}, v^{k}}\left[G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right) \mid x^{k}\right]=\nabla f^{\mu}\left(x^{k}\right)$ which is shown in (5.14), we have

$$
\nabla f^{\mu}\left(x^{k}\right)^{\top}\left(x^{k}-x^{*}\right) \leq \frac{1}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]\right)+\frac{\eta}{2}\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}
$$

Summing up the above inequalities and using the convexity of $f^{\mu}$, we have

$$
\begin{equation*}
\mathrm{E}\left[\sum_{k=1}^{T}\left(f^{\mu}\left(x^{k}\right)-f^{\mu}\left(x^{*}\right)\right)\right] \leq \frac{1}{2 \eta}\left\|z_{1}\right\|_{2}^{2}+\frac{\eta}{2} \sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right] . \tag{5.20}
\end{equation*}
$$

By (5.10, we have

$$
\begin{equation*}
f\left(x^{k}\right)-f\left(x^{*}\right) \leq f^{\mu}\left(x^{k}\right)-f^{\mu}\left(x^{*}\right)+L \mu^{2} \tag{5.21}
\end{equation*}
$$

Combining (5.21) and 5.20 leads to

$$
\begin{equation*}
\mathrm{E}\left[\sum_{k=1}^{T}\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right)\right] \leq \frac{1}{2 \eta}\left\|z_{1}\right\|_{2}^{2}+\frac{\eta}{2} \sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right]+L \mu^{2} T \tag{5.22}
\end{equation*}
$$

Based on (5.15), we can further bound $\sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right]$ as

$$
\sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right] \leq\left(4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2}\right) T
$$

Due to the convexity of $f(x)$, we have

$$
\begin{align*}
& \mathrm{E}\left[f\left(\bar{x}_{T}\right)-f\left(x^{*}\right)\right] \\
\leq & \mathrm{E}\left[\frac{1}{T} \sum_{k=1}^{T}\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right)\right] \\
\leq & \frac{\left\|z_{1}\right\|^{2}}{2 \eta T}+\frac{\eta}{2}\left(4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2}\right)+L \mu^{2} \tag{5.23}
\end{align*}
$$

If we set $\eta=T^{-2 / 3}$, and $\mu=T^{-1 / 6}$, then an $O\left(T^{-1 / 3}\right)$ rate of convergence follows.

### 5.2.2 Optimization with Star-Convexity

Definition 9 (Star-convex functions). A function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is star-convex if there is $x^{*} \in \underset{x \in \mathcal{X}}{\operatorname{argmin}} f(x)$ such that for all $\alpha \in[0,1]$ and $x \in \mathcal{X}$,

$$
\begin{equation*}
f\left((1-\alpha) x^{*}+\alpha x\right) \leq(1-\alpha) f\left(x^{*}\right)+\alpha f(x) . \tag{5.24}
\end{equation*}
$$

The following lemma characterizes the differentiable star-convex functions.
Lemma 5.2.4 For a differentiable function $f$, the star convexity condition (5.24) is equivalent to the following condition

$$
\begin{equation*}
f(x)-f\left(x^{*}\right) \leq \nabla f(x)^{\top}\left(x-x^{*}\right), \tag{5.25}
\end{equation*}
$$

where $x^{*}=\underset{x \in \mathcal{X}}{\operatorname{argmin}} f(x)$.
Proof. Suppose (5.24) holds, then we have

$$
\begin{equation*}
f(x)-f\left(x^{*}\right) \leq \frac{f(x)-f\left((1-\alpha) x^{*}+\alpha x\right)}{1-\alpha}, \tag{5.26}
\end{equation*}
$$

for all $\alpha \in[0,1]$. Note that

$$
\lim _{\alpha \rightarrow 1^{-}} \frac{f(x)-f\left((1-\alpha) x^{*}+\alpha x\right)}{1-\alpha}=\nabla f(x)^{\top}\left(x-x^{*}\right),
$$

which implies 5.25. Conversely, suppose that 5.25) holds. Let us denote

$$
d(\alpha):=f\left((1-\alpha) x^{*}+\alpha x\right)-f\left(x^{*}\right) .
$$

Clearly, (5.24) is equivalent to

$$
\begin{equation*}
d(\alpha) \leq \alpha d(1), \text { for all } 0 \leq \alpha \leq 1 . \tag{5.27}
\end{equation*}
$$

It remains to show that if $f$ is differentiable then (5.25) implies (5.27). In fact, 5.25)
leads to

$$
f\left((1-\alpha) x^{*}+\alpha x\right)-f\left(x^{*}\right) \leq \alpha \nabla f\left((1-\alpha) x^{*}+\alpha x\right)^{\top}\left(x-x^{*}\right),
$$

or,

$$
d(\alpha) \leq \alpha d^{\prime}(\alpha)
$$

Hence,

$$
\left(\frac{d(\alpha)}{\alpha}\right)^{\prime}=\frac{\alpha d^{\prime}(\alpha)-d(\alpha)}{\alpha^{2}} \geq 0
$$

for all $0<\alpha \leq 1$, implying that $\frac{d(\alpha)}{\alpha}$ is a nondecreasing function for $\alpha \in(0,1]$. Therefore,

$$
\frac{d(\alpha)}{\alpha} \leq \frac{d(1)}{1}
$$

which proves 5.27) for $\alpha \in(0,1]$. Since $d(0)=f\left(x^{*}\right)=0$, 5.27) in fact holds for all $\alpha \in[0,1]$.

Theorem 5.2.5 Suppose $f(x)$ is star-convex and $f(x) \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ satisfies Assumption 5.2.1. $F(x, \xi) \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ for all $\xi$. Let $\left\{x^{k}\right\}$ be the sequence produced by the stochastic single-sampling zeroth-order gradient descent algorithm. Furthermore, after $T$ iteration, we define a random output $\hat{x}_{T}$ as follows

$$
\begin{equation*}
\operatorname{Prob}\left(\hat{x}_{T}=x^{k}\right)=\frac{1}{T}, \text { for } k=1,2, \ldots, T \tag{5.28}
\end{equation*}
$$

Then, the following inequality holds

$$
\begin{equation*}
\mathrm{E}\left[f\left(\hat{x}_{T}\right)-f\left(x^{*}\right)\right] \leq \frac{\left\|x^{1}-x^{*}\right\|^{2}}{2 \eta T}+\frac{\eta}{2}\left(4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2}\right)+\mu n L R, \tag{5.29}
\end{equation*}
$$

where $\mathcal{X}$ is assumed to be bounded with $\sup _{x \in \mathcal{X}}\|x\| \leq R$. In particular, if we set $\eta=T^{-3 / 4}$, and $\mu=T^{-1 / 4}$, then we have an $O\left(T^{-1 / 4}\right)$ rate of convergence for $\mathrm{E}\left[f\left(\hat{x}_{T}\right)-f\left(x^{*}\right)\right]$.

Proof. Let $z_{k}:=\left\|x^{k}-x^{*}\right\|$. Similar to the proof of Theorem 5.3.7, we have

$$
\begin{equation*}
G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)^{\top}\left(x^{k}-x^{*}\right) \leq \frac{1}{2 \eta}\left(z_{k}^{2}-z_{k+1}^{2}\right)+\frac{\eta}{2}\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2} \tag{5.30}
\end{equation*}
$$

Notice that $\mathrm{E}_{\xi_{k}^{1,2}, v^{k}}\left[G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right) \mid x^{k}\right]=\nabla f^{\mu}\left(x^{k}\right)$ which is shown in (5.14), we have

$$
\nabla f^{\mu}\left(x^{k}\right)^{\top}\left(x^{k}-x^{*}\right) \leq \frac{1}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]\right)+\frac{\eta}{2}\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v_{k}\right)\right\|^{2}
$$

Based on (5.11), it follows

$$
\nabla f\left(x^{k}\right)^{\top}\left(x^{k}-x^{*}\right) \leq \frac{1}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]\right)+\frac{\eta}{2}\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}+\frac{\mu n L}{2}\left\|x^{k}-x^{*}\right\| .
$$

Summing up the above inequalities and recall the weak star convexity of $f$, we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{k=1}^{T}\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right)\right] \\
\leq & \frac{1}{2 \eta}\left\|z_{1}\right\|_{2}^{2}+\frac{\eta}{2} \sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right]+\frac{\mu n L}{2} \sum_{k=1}^{T} \mathrm{E}\left[\left\|x^{k}-x^{*}\right\|\right] . \tag{5.31}
\end{align*}
$$

By the boundedness of $\mathcal{X}$, we have $\left\|x^{k}-x^{*}\right\| \leq 2 R$. Thus,

$$
\begin{equation*}
\mathrm{E}\left[\sum_{k=1}^{T}\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right)\right] \leq \frac{1}{2 \eta}\left\|z_{1}\right\|_{2}^{2}+\frac{\eta}{2} \sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right]+\mu n L R T . \tag{5.32}
\end{equation*}
$$

Based on (5.15), we can bound $\sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right]$ as

$$
\sum_{k=1}^{T} \mathrm{E}\left[\left\|G_{\mu}\left(x^{k}, \xi_{k}^{1,2}, v^{k}\right)\right\|^{2}\right] \leq\left(4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2}\right) T
$$

Base on the definition of $\hat{x}_{T}$, we have

$$
\begin{align*}
& \mathrm{E}\left[f\left(\hat{x}_{T}\right)-f\left(x^{*}\right)\right] \\
= & \mathrm{E}\left[\frac{1}{T} \sum_{k=1}^{T}\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right)\right] \\
\leq & \frac{\left\|z_{1}\right\|^{2}}{2 \eta T}+\frac{\eta}{2}\left(4 n N+\mu^{2} L^{2} n^{2}+4 \frac{n^{2}}{\mu^{2}} \theta_{0}^{2}\right)+\mu n L R . \tag{5.33}
\end{align*}
$$

Setting $\eta=T^{-3 / 4}$, and $\mu=T^{-1 / 4}$, an $O\left(T^{-1 / 4}\right)$ convergence rate in expectation follows.

### 5.3 Optimization with Weakly Pseudo-Convex Objective

In this section, we introduce a notion of weak pseudo-convexity (WPC) which further generalizes the star-convexity. Despite the similarity to the so-called strictly locally quasi-convexity (SLQC) in [50], the WPC is in fact a weaker assumption. Our algorithm is also based on the normalized gradient descent method. In particular, the key of our zeroth-order algorithm is to build a novel estimation of the normalized gradient.

### 5.3.1 Problem Setup

We consider the following form of the problem (5.1)

$$
\begin{equation*}
\min _{x \in \mathcal{X}} f(x) \tag{5.34}
\end{equation*}
$$

where $\mathcal{X} \subset \mathbb{R}^{n}$ is a bounded convex set i.e., there exists $R>0$ such that $\|x\| \leq R$ for all $x \in \mathcal{X}$, and $f \in C_{L}^{1}(\mathcal{X})$. In addition, in this section, we present the following definitions regarding the function $f$.

Definition 10 (Bounded Gradient) A function $f(\cdot)$ is said to have bounded gradient if there exists a finite positive value $M$ such that for all $x \in \mathcal{X}$, it holds that $\|\nabla f(x)\| \leq$ $M$.

Note that if $f(\cdot)$ has bounded gradient, then it is also Lipschitz continuous with Lipschitz constant $M$ on the set $\mathcal{X}$.

Definition 11 (Weak Pseudo-Convexity) A function $f(\cdot)$ is weakly pseudo convex (WPC) if there exists $K>0$ such that

$$
f(x)-f\left(x^{*}\right) \leq K \frac{\nabla f(x)^{\top}\left(x-x^{*}\right)}{\|\nabla f(x)\|}
$$

holds for all $x \in \mathcal{X}$, with the convention that $\frac{\nabla f(x)}{\|\nabla f(x)\|}=0$ if $\nabla f(x)=0$, where $x^{*}$ is one optimal solution, i.e., $x^{*} \in \arg \min _{x \in \mathcal{X}} f(x)$.

Here we discuss some implications of the weak pseudo-convexity. If a differentiable function $f(\cdot)$ is Lipschitz continuous and pseudo-convex, then we have (see similar derivation in 87])

$$
f(x)-f(y) \leq M \frac{\nabla f(x)^{\top}(x-y)}{\|\nabla f(x)\|}
$$

for all $y, x$ with $f(x) \geq f(y)$, where $M$ is Lipschitz constant. Therefore, we can simply let $K=M$, and the function is also weakly pseudo-convex. Moreover, as another example, the star-convex function proposed by [91] is weakly pseudo-convex.

Proposition 5.3.1 If $f(\cdot)$ is star-convex and smooth with bounded gradient in $\mathcal{X}$, then $f(\cdot)$ is weakly pseudo-convex.

In light of Lemma 5.2.4, the proposition is obvious. We next introduce a property that is essentially the same as the SLQC property introduced in 50 .

Definition 12 (Acute Angle) Gradient of $f(\cdot)$ is said to satisfy the acute angle condition if there exists a positive value $Z$ such that

$$
\begin{aligned}
\cos \left(\nabla f(x), x-x^{*}\right) & =\frac{\nabla f(x)^{\top}\left(x-x^{*}\right)}{\|\nabla f(x)\| \cdot\left\|x-x^{*}\right\|} \\
& \geq Z>0,
\end{aligned}
$$

holds for all $x \in \mathcal{X}$, with the convention that $\frac{\nabla f(x)}{\|\nabla f(x)\|}=0$ if $\nabla f(x)=0$, where $x^{*}$ is one optimal solution, i.e., $x^{*} \in \arg \min _{x \in \mathcal{X}} f(x)$.

The following proposition shows that the acute angle condition together with the Lipschitz continuity implies the weak pseudo-convexity.

Proposition 5.3.2 If $f(\cdot)$ has bounded gradient and satisfies the acute angle condition, then $f(\cdot)$ is weakly pseudo-convex.

The proof of Proposition 5.3.2 is straightforward, hence we omit it here. The class of weakly pseudo-convex functions certainly go beyond the acute angle condition. For example, below is another class of functions satisfying the WPC.

Proposition 5.3.3 If $f(\cdot)$ has bounded gradient and satisfy the $\alpha$-homogeneity with respect to its minimum, i.e., there exists $\alpha>0$ satisfying

$$
f\left(t\left(x-x^{*}\right)+x^{*}\right)-f\left(x^{*}\right)=t^{\alpha}\left(f(x)-f\left(x^{*}\right)\right),
$$

for all $x \in \mathcal{X}$ and $t \geq 0$ where $x^{*}=\arg \min _{x \in \mathcal{X}} f(x)$, then $f(\cdot)$ is weak pseudo-convex.
Proof. By taking the derivative of the equation (5.3.3) with respective to $t$ and letting $t=1$, we have

$$
\nabla f(x)^{\top}\left(x-x^{*}\right)=\alpha\left(f(x)-f\left(x^{*}\right)\right)
$$

Therefore, we have

$$
\begin{aligned}
f(x)-f\left(x^{*}\right) & =\frac{1}{\alpha} \nabla f(x)^{\top}\left(x-x^{*}\right) \\
& \leq \frac{M}{\alpha} \frac{\nabla f(x)^{\top}\left(x-x^{*}\right)}{\|\nabla f(x)\|}
\end{aligned}
$$

which satisfies the weak pseudo-convexity condition with $K=\frac{M}{\alpha}$.
Proposition 5.3.3 suggests that all non-negative homogeneous polynomial satisfies WPC with respect to 0 . Take $f(x)=\left(x_{1}^{2}+x_{2}^{2}\right)^{2}+10\left(x_{1}^{2}-x_{2}^{2}\right)^{2}$ as an example. It is easy to verify that $f(\cdot)$ satisfies the condition in Proposition 5.3.3, and thus is weakly pseudo-convex. In Figure 5.1, the curvature of $f(x)$ and a sub-level set of this function are plotted. The function is not quasi-convex since the sub-level set is non-convex. However, this function satisfies the acute-angle condition in 12 .


Figure 5.1: Plot of a WPC function that is not quasi-convex.

Note that if $f_{i}(x)$ is $\alpha_{i}$-homogeneous with respect to the shared minimum $x^{*}$ for all $1 \leq i \leq I$ with $\alpha_{i} \geq \alpha>0$, and the gradient of $f_{i}$ is uniformly bounded over a set $\mathcal{X}$, then $\sum_{i=1}^{I} f_{i}(x)$ is WPC. As a result, we can construct functions that are WPC but do not satisfy the acute-angle condition. Consider a two-dimensional function $f(x)=$ $x_{1}^{2}+\left|x_{2}\right|^{3 / 2}$, and suppose that $\mathcal{X}$ is the unit disc centered at the origin. Clearly, $f(x)$ is differentiable and Lipchitz continuous in $\mathcal{X}$. Also, it is the sum of a 2-homogeneous function and a $3 / 2$-homogeneous function with a shared minimum $(0,0)$. Thus $f(x)$ is

WPC. We compute that

$$
\begin{aligned}
\cos \left(\nabla f(x), x-x^{*}\right) & =\frac{\nabla f(x)^{\top}\left(x-x^{*}\right)}{\|\nabla f(x)\| \cdot\left\|x-x^{*}\right\|} \\
& =\frac{2 x_{1}^{2}+\frac{3}{2}\left|x_{2}\right|^{3 / 2}}{\sqrt{\left(4 x_{1}^{2}+\frac{9}{4}\left|x_{2}\right|\right)\left(x_{1}^{2}+x_{2}^{2}\right)}}
\end{aligned}
$$

Consider a parameterized path $\left(x_{1}, x_{2}\right)=\left(t^{1 / 2}, t^{2 / 3}\right)$ with $t>0$. On this path, we have

$$
\begin{aligned}
\cos \left(\nabla f(x), x-x^{*}\right) & =\frac{2 x_{1}^{2}+\frac{3}{2}\left|x_{2}\right|^{3 / 2}}{\sqrt{\left(4 x_{1}^{2}+\frac{9}{4}\left|x_{2}\right|\right)\left(x_{1}^{2}+x_{2}^{2}\right)}} \\
& =\frac{7 t}{2 \sqrt{\left(4 t+\frac{9}{4} t^{2 / 3}\right)\left(t+t^{4 / 3}\right)}} \\
& =\frac{7 t^{1 / 6}}{2 \sqrt{\left(4 t^{1 / 3}+\frac{9}{4}\right)\left(1+t^{1 / 3}\right)}}
\end{aligned}
$$

Therefore, along the path, as $t$ approaches to 0 , we have $\cos \left(\nabla f(x), x-x^{*}\right) \rightarrow 0$. This example shows that a WPC function may fail to satisfy the acute angle condition.

Definition 13 (Error Bound) There exists $D>0$ and $0<\gamma \leq 1$ such that

$$
\left\|x-x^{*}\right\| \leq D\|\nabla f(x)\|^{\gamma},
$$

for all $x \in \mathcal{X}$, where $x^{*}$ is the optimal solution to $f(x)$, i.e., $x^{*}=\arg \min _{x \in \mathcal{X}} f(x)$.
Since $\mathcal{X}$ is a compact set, the error bound condition is essentially the requirement for a unique optimal solution and no local minimum. We further introduce some notations that will be used in subsequent analysis.
$S(n)$ : $\quad$ the unit sphere in $\mathbb{R}^{n}$;
$m(A)$ : the measure of set $A \subset \mathbb{R}^{n}$;
$\beta_{n}: \quad$ the area of the unit sphere $S(n)$;
$d S_{n}$ : the differential unit on the unit sphere $S(n)$;
$\mathbf{1}_{A}(x)$ : the indicator function of set $A$;
$\operatorname{sign}(\cdot)$ : the sign function.

### 5.3.2 The Zeroth-Order Normalized Gradient Descent

In this part, we assume that only the function value information $f(x)$ is available for a given query point $x$. In zeroth-order setting, the main technique we used so far is to construct a zeroth-order approximation of the gradient of a smoothed function. That smoothed function is often created by integrating the original loss function with a chosen probability distribution. By querying some random samples of the function value according to a probability distribution, the player is able to create an unbiased zeroth-order approximation of the gradient of the smoothed function. This is, however, not applicable in our normalized gradient descent algorithm since what we need is the direction of the gradient. Therefore, we shall first develop a new type of zeroth-order oracle that can approximate the gradient direction without averaging multiple samples of gradients when the norm of the gradient is not too small.

Before we present the main results, several lemmas are in order. The first lemma considers some geometric properties of the unit sphere.

Lemma 5.3.4 For any non-zero vector $d \in \mathbb{R}^{n}$ and $\delta<1$, let $S_{\delta}^{x}$ be defined as

$$
S_{\delta}^{x}:=\left\{v \in S(n) \mid \text { s.t. }\left|d^{\top} v\right|<\delta^{2}\right\} .
$$

If $\|d\| \geq \delta$, then there exists a constant $C_{n}>0$, such that

$$
m\left(S_{\delta}^{x}\right)<C_{n} \delta
$$

Proof. We have

$$
m\left(S_{\delta}^{x}\right)=\int_{v \in S(n) \cap S_{\delta}^{x}} d S_{n} .
$$

By the symmetry of $S(n)$, we may assume w.l.o.g. that $d=(0, \ldots, 0,\|d\|)^{\top}$. Let $a=\frac{\delta^{2}}{\|d\|}$.

Since $a<1$, we have

$$
\begin{aligned}
& =\int_{v \in S(n)}^{m\left(S_{\delta}^{x}\right)} \mathbf{1}_{\left\{-\frac{\delta^{2}}{\|d\|} \leq v_{n} \leq \frac{\delta^{2}}{\|d\|}\right\}}(v) d S_{n} \\
& =2 \int_{1-a^{2} \leq v_{1}^{2}+\cdots+v_{n-1}^{2} \leq 1} \frac{1}{\sqrt{1-v_{1}^{2}-\cdots-v_{n-1}^{2}}} d v_{1} \cdots d v_{n-1} \\
& =2 \int_{\sqrt{1-a^{2}} \leq r \leq 1} \frac{r^{n-2}}{\sqrt{1-r^{2}}} d r \cdot d S_{n-1} \\
& =2 \beta_{n-1} \int_{\sqrt{1-a^{2} \leq r \leq 1}} \frac{r^{n-2}}{\sqrt{1-r^{2}}} d r \\
& \leq 2 \beta_{n-1} \int_{\sqrt{1-a^{2} \leq r \leq 1}}^{\sqrt{1-r^{2}}} d r \\
& =2 \beta_{n-1}\left(\frac{\pi}{2}-\arcsin \left(\sqrt{1-a^{2}}\right)\right) \\
& =2 \beta_{n-1}(\arcsin a)<2 \beta_{n-1} \frac{\pi}{2} a=\pi \beta_{n-1} \frac{\delta^{2}}{\|d\|} \leq \pi \beta_{n-1} \delta .
\end{aligned}
$$

By setting $C_{n}=\pi \beta_{n-1}$, the desired result follows.
The next lemma leads to an unbiased first-order estimator of the direction of a vector.

Lemma 5.3.5 Suppose $d \in \mathbb{R}^{n}$, and $d \neq 0$. Then,

$$
\int_{v \in S(n)} \operatorname{sign}\left(d^{\top} v\right) v d S_{n}=P_{n} \frac{d}{\|d\|},
$$

where $P_{n}$ is a constant.
Proof. By the symmetry of $S(n)$, again we may assume $d=(0, \ldots, 0,\|d\|)^{\top}$, and

$$
\int_{v \in S(n)} \operatorname{sign}\left(d^{\top} v\right) v d S_{n}=2 \int_{v \in S(n)} \mathbf{1}_{v_{n} \geq 0}(v) v d S_{n} .
$$

Notice that if $v \in S(n)$, then $u=\left(-v_{1},-v_{2}, \ldots,-v_{n-1}, v_{n}\right)^{\top}$ is also in $S(n)$. As a result,
the above integral will be on the direction of $\frac{d}{\|d\|}=(0,0, \ldots, 0,1)^{\top}$, and its length is given by

$$
\begin{aligned}
& 2 \int_{v \in S(n)} \mathbf{1}_{v_{n} \geq 0}(v) v_{n} d S_{n} \\
= & 2 \int_{0 \leq v_{1}^{2}+\cdots+v_{n-1}^{2} \leq 1} \sqrt{1-v_{1}^{2}-\cdots-v_{n-1}^{2}} d S_{n} \\
= & 2 \int_{0 \leq v_{1}^{2}+\cdots+v_{n-1}^{2} \leq 1} \frac{\sqrt{1-v_{1}^{2}-\cdots-v_{n-1}^{2}}}{\sqrt{1-v_{1}^{2}-\cdots-v_{n-1}^{2}}} d v_{1} \ldots d v_{n-1} \\
= & 2 \int_{0 \leq r \leq 1} r^{n-2} d r d S_{n-1} \\
= & \frac{2 \beta_{n-1}}{n-1}:=P_{n} .
\end{aligned}
$$

Using the previous lemmas, we have the following result which constructs a zerothorder estimator for the normalized gradient.

Theorem 5.3.6 Suppose $f(x) \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ and $\|\nabla f(x)\| \geq \delta$ at $x$. Let $\epsilon=\frac{\delta^{2}}{L}$. Then we have

$$
\left\|\mathrm{E}_{S(n)}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v]-Q_{n} \frac{\nabla f(x)}{\|\nabla f(x)\|}\right\| \leq 2 D_{n} \delta
$$

where $v$ is a random vector uniformly distributed over $S(n)$, and $Q_{n}=\frac{P_{n}}{\beta_{n}}$ and $D_{n}=\frac{C_{n}}{\beta_{n}}$.

Proof. Since $f$ has Lipschitz gradient, we have

$$
\begin{aligned}
& \left|f(x+\epsilon v)-f(x)-\epsilon \nabla f(x)^{\top} v\right| \leq \frac{\epsilon L}{2}\|v\|^{2} \Longleftrightarrow \\
& \nabla f(x)^{\top} v-\frac{\epsilon}{2} L \leq \frac{f(x+\epsilon v)-f(x)}{\epsilon} \leq \nabla f(x)^{\top} v+\frac{\epsilon}{2} L .
\end{aligned}
$$

Since $\left|\nabla f(x)^{\top} v\right| \geq \delta^{2}$ for $v \in S(n) \backslash S_{\delta}^{x}$, if we let $\epsilon=\frac{\delta^{2}}{L}$, we have

$$
\nabla f(x)^{\top} v-\frac{\delta^{2}}{2} \leq \frac{f(x+\epsilon v)-f(x)}{\epsilon} \leq \nabla f(x)^{\top} v+\frac{\delta^{2}}{2}
$$

Thus,

$$
\begin{aligned}
& \operatorname{sign}\left(\nabla f(x)^{\top} v\right)=\operatorname{sign}\left(\nabla f(x)^{\top} v-\frac{\delta^{2}}{2}\right) \\
\leq & \operatorname{sign}\left(\frac{f(x+\epsilon v)-f(x)}{\epsilon}\right) \leq \operatorname{sign}\left(\nabla f(x)^{\top} v+\frac{\delta^{2}}{2}\right) \\
= & \operatorname{sign}\left(\nabla f(x)^{\top} v\right),
\end{aligned}
$$

implying $\operatorname{sign}\left(\nabla f(x)^{\top} v\right)=\operatorname{sign}\left(\frac{f(x+\epsilon v)-f(x)}{\epsilon}\right)$. Therefore,

$$
\begin{aligned}
& \beta_{n} \mathrm{E}_{S(n)}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v] \\
= & \int_{v \in S(n) \backslash S_{\delta}^{x}}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v] d S(n)+\int_{v \in S_{\delta}^{x}}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v] d S(n) \\
= & \int_{v \in S(n) \backslash S_{\delta}^{x}}\left[\operatorname{sign}\left(\nabla f(x)^{\top} v\right) v\right] d S(n)+\int_{v \in S_{\delta}^{x}}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v] d S(n) \\
& \int_{v \in S(n)}\left[\operatorname{sign}\left(\nabla f(x)^{\top} v\right) v\right] d S(n)-\int_{v \in S_{\delta}^{x}}\left[\operatorname{sign}\left(\nabla f(x)^{\top} v\right) v\right] d S(n) \\
& +\int_{v \in S_{\delta}^{x}}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v] d S(n) \\
= & P_{n} \frac{\nabla f(x)}{\|\nabla f(x)\|}-\int_{v \in S_{\delta}^{x}}\left[\operatorname{sign}\left(\nabla f(x)^{\top} v\right) v\right] d S(n) \\
& +\int_{v \in S_{\delta}^{x}}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v] d S(n),
\end{aligned}
$$

where the last equality is due to Lemma 5.3.5.
Putting the estimations together, we have

$$
\begin{aligned}
& \left\|\mathrm{E}_{S(n)}[\operatorname{sign}(f(x+\epsilon v)-f(x)) v]-\frac{P_{n}}{\beta_{n}} \frac{\nabla f(x)}{\|\nabla f(x)\|}\right\| \\
\leq & \frac{1}{\beta_{n}} \int_{v \in S_{\delta}^{x}}\left\|\operatorname{sign}\left(\nabla f(x)^{\top} v\right) v\right\| d S(n)+\frac{1}{\beta_{n}} \int_{v \in S_{\delta}^{x}}\|\operatorname{sign}(f(x+\epsilon v)-f(x)) v\| d S(n) \\
\leq & \frac{2 m\left(S_{\delta}^{x}\right)}{\beta_{n}} \leq \frac{2 C_{n} \delta}{\beta_{n}} .
\end{aligned}
$$

Note that $Q_{n}=\frac{P_{n}}{\beta_{n}}$ and $D_{n}=\frac{C_{n}}{\beta_{n}}$, the theorem is proved.
Based on Theorem 5.3.6, for a given $\delta>0$ we have a zeroth-order estimator for the normalized gradient given as:

$$
\begin{equation*}
G(x, v)=\frac{\operatorname{sign}(f(x+\epsilon v)-f(x))}{Q_{n}} v, \tag{5.35}
\end{equation*}
$$

where $\epsilon=\delta^{2} / L$ and $v$ is an uniformly distributed random vector over $S(n)$. Theorem 5.3.6 implies that the distance between the estimator and the normalized gradient can be controlled up to a factor of $\delta$. Specifically, the Zeroth-Order Normalized Gradient Descent (ZNGD) algorithm is as follows.

```
Algorithm 3: Zeroth-Order Normalized Gradient Descent (ZONGD)
    Input: feasible set \(\mathcal{X}\), number of iterations \(T, \delta\)
    Initialization: \(x_{1} \in \mathcal{X}, \epsilon=\delta^{2} / L\)
    for \(k=1\) to \(T\) do
        Sample \(v^{k}\) uniformly over \(S(n) \subset \mathbb{R}^{n}\);
        play \(x^{k}\) and \(x^{k}+\epsilon v^{k}\);
        receive feedbacks \(f\left(x^{k}\right)\) and \(f\left(x^{k}+\epsilon v^{k}\right)\);
        set \(G\left(x^{k}, v^{k}\right)=\frac{\operatorname{sign}\left(f\left(x^{k}+\epsilon v^{k}\right)-f\left(x^{k}\right)\right)}{Q_{n}} v^{k}\);
        update \(x^{k+1}=\operatorname{Proj}_{\mathcal{X}}\left(x^{k}-\eta G\left(x^{k}, v^{k}\right)\right)\).
    end for
```

Note that Algorithm 3 actually outputs a random sequence of vectors $\left\{x^{k}\right\}_{1}^{T}$, and the following theorem shows an expected $O\left(T^{-1 / 2}\right)$ rate of convergence for the zerothorder normalized gradient descent algorithm. The expectation is taken over the $\sigma$-field generated by the random variables $\left\{v^{k}\right\}_{k=1}^{T}$.
Theorem 5.3.7 Suppose $f \in C_{L}^{1}(\mathcal{X})$, and satisfies the error bound condition (Definition 13) and is weakly pseudo-convex with bounded gradient. Let $\left\{x^{k}\right\}_{1}^{T}$ be the sequence produced by the zeroth-order normalized gradient descent algorithm. Furthermore, we define an output solution as

$$
\begin{equation*}
\hat{x}_{T}=\underset{x \in\left\{x^{k}\right\}_{1}^{T}}{\operatorname{argmin}} f(x) \tag{5.36}
\end{equation*}
$$

Then, the following inequality holds

$$
\begin{equation*}
\mathrm{E}\left[f\left(\hat{x}_{T}\right)-f\left(x^{*}\right)\right] \leq \frac{K}{2 \eta T}\left(4 R^{2}+\frac{T \eta^{2}}{Q_{n}^{2}}\right)+U \delta^{\gamma} \tag{5.37}
\end{equation*}
$$

In particular, if we set $\eta=\frac{2 Q_{n} R}{T}$ and $\delta=\min \left\{T^{-\frac{1}{2 \gamma}}, T^{-\frac{1}{4}}\right\}$ where $Q_{n}=\frac{P_{n}}{\beta_{n}}$ and $P_{n}$ is a constant, then an $O\left(T^{-1 / 2}\right)$ rate of convergence follows.

Proof. Let $z_{k}:=\left\|x^{k}-x^{*}\right\|$. Then,

$$
\begin{aligned}
z_{k+1}^{2} & =\left\|x^{k+1}-x^{*}\right\|^{2}=\left\|\prod_{\mathcal{X}}\left(x^{k}-\eta G\left(x^{k}, v^{k}\right)\right)-x^{*}\right\|^{2} \\
& \leq\left\|x^{k}-\eta G\left(x^{k}, v^{k}\right)-x^{*}\right\|^{2}=z_{k}^{2}+\eta^{2}\left\|G\left(x^{k}, v^{k}\right)\right\|^{2}-2 \eta G\left(x^{k}, v^{k}\right)^{\top}\left(x^{k}-x^{*}\right) \\
& \leq z_{k}^{2}+\frac{\eta^{2}}{Q_{n}^{2}}-2 \eta G\left(x^{k}, v^{k}\right)^{\top}\left(x^{k}-x^{*}\right)
\end{aligned}
$$

By rearranging the terms, we have:

$$
K G\left(x^{k}, v^{k}\right)^{\top}\left(x^{k}-x^{*}\right) \leq \frac{K}{2 \eta}\left(z_{k}^{2}-z_{k+1}^{2}+\frac{\eta^{2}}{Q_{n}^{2}}\right) .
$$

Now based on $\left\|\nabla f\left(x^{k}\right)\right\|$, we have two different cases:

- $\left\|\nabla f\left(x^{k}\right)\right\| \geq \delta$. In this case, by Theorem 5.3.6. we have

$$
\left\|\mathrm{E}\left[G\left(x^{k}, v^{k}\right) \mid x^{k}\right]-\frac{\nabla f\left(x^{k}\right)}{\left\|\nabla f\left(x^{k}\right)\right\|}\right\| \leq \frac{2 D_{n}}{Q_{n}} \delta .
$$

Therefore,

$$
\begin{align*}
f\left(x^{k}\right)-f\left(x^{*}\right) & \leq K \frac{\nabla f\left(x^{k}\right)^{\top}\left(x^{k}-x^{*}\right)}{\left\|\nabla f\left(x^{k}\right)\right\|} \\
& \leq K \mathrm{E}\left[G\left(x^{k}, v^{k}\right) \mid x^{k}\right]^{\top}\left(x^{k}-x^{*}\right)+\frac{2 D_{n} K}{Q_{n}} \delta\left\|x^{k}-x^{*}\right\| \\
& =\frac{K}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]+\frac{\eta^{2}}{Q_{n}^{2}}\right)+\frac{2 D_{n} K}{Q_{n}} \delta\left\|x^{k}-x^{*}\right\| \\
& \leq \frac{K}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]+\frac{\eta^{2}}{Q_{n}^{2}}\right)+\frac{4 D_{n} K}{Q_{n}} R \delta . \tag{5.38}
\end{align*}
$$

- $\left\|\nabla f\left(x^{k}\right)\right\|<\delta$. In this case, by the error bound property (Definition 13) we have

$$
\left\|x^{k}-x^{*}\right\| \leq D\left\|\nabla f\left(x^{k}\right)\right\|^{\gamma}<D \delta^{\gamma}
$$

Therefore, due to the boundedness of gradient

$$
\begin{equation*}
f\left(x^{k}\right)-f\left(x^{*}\right) \leq M\left\|x^{k}-x^{*}\right\| \leq M D \delta^{\gamma}, \tag{5.39}
\end{equation*}
$$

and

$$
\begin{aligned}
0 & \leq \frac{K}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]+\frac{\eta^{2}}{Q_{n}^{2}}\right)-K \mathrm{E}\left[G\left(x^{k}, v^{k}\right) \mid x^{k}\right]^{\top}\left(x^{k}-x^{*}\right) \\
& \leq \frac{K}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]+\frac{\eta^{2}}{Q_{n}^{2}}\right)+K \frac{\beta_{n}}{Q_{n}} D \delta^{\gamma}
\end{aligned}
$$

Adding (5.39) with 5.40, it follows that

$$
\begin{align*}
& f\left(x^{k}\right)-f\left(x^{*}\right) \\
\leq & \frac{K}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]+\frac{\eta^{2}}{Q_{n}^{2}}\right)+\left(K \frac{\beta_{n}}{Q_{n}} D+M D\right) \delta^{\gamma} . \tag{5.40}
\end{align*}
$$

In view of (5.38) and (5.40), if we let $U=\max \left\{\frac{4 C_{n} K}{P_{n}} R,\left(K \frac{\beta_{n}}{Q_{n}} D+M D\right)\right\}$, then in either case the following inequality holds:

$$
f\left(x^{k}\right)-f\left(x^{*}\right) \leq \frac{K}{2 \eta}\left(\mathrm{E}\left[z_{k}^{2} \mid x^{k}\right]-\mathrm{E}\left[z_{k+1}^{2} \mid x^{k}\right]+\frac{\eta^{2}}{Q_{n}^{2}}\right)+U \delta^{\gamma} .
$$

Summing these inequalities over $k=1, \ldots, T$, we have

$$
\begin{aligned}
& \mathrm{E}\left[f\left(\hat{x}_{T}\right)-f\left(x^{*}\right)\right] \\
\leq & \frac{1}{T} \mathrm{E}\left[\sum_{k=1}^{T}\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right)\right] \\
\leq & \frac{K}{2 \eta T}\left(\mathrm{E}\left[z_{1}^{2}\right]-\mathrm{E}\left[z_{T+1}^{2}\right]+\frac{T \eta^{2}}{Q_{n}^{2}}\right)+U \delta^{\gamma} \\
\leq & \frac{K}{2 \eta T}\left(4 R^{2}+\frac{T \eta^{2}}{Q_{n}^{2}}\right)+U \delta^{\gamma} .
\end{aligned}
$$

By choosing $\eta=\frac{2 Q_{n} R}{\sqrt{T}}$, and $\delta=\min \left\{T^{-\frac{1}{2 \gamma}}, T^{-\frac{1}{4}}\right\}$, we have

$$
\mathrm{E}\left[f\left(\hat{x}_{T}\right)-f\left(x^{*}\right)\right] \leq \frac{2 K R}{Q_{n}} \frac{1}{\sqrt{T}}+\frac{U}{\sqrt{T}} \leq O\left(\frac{1}{\sqrt{T}}\right)
$$

Compared with the result in [50] where a first-order method is considered, we show the similar convergence rate for a zeroth-order method under a more general condition (weakly pseudo-convex). Moreover, the zeroth-order estimator for the normalized gradient could be of interest on its own.

### 5.4 Optimization with a Controllably Noisy Objective

In this section, we consider model (5.1) without $h$ and $\mathcal{X}=\mathbb{R}^{n}$ as following

$$
\begin{align*}
\min & f(x)  \tag{5.41}\\
\text { s.t. } & x \in \mathbb{R}^{n} .
\end{align*}
$$

Moreover, the evaluation of the objective function $f$ is assumed can be made to any degree of precision at the cost of paying an increased effort. To be precise, we have the following assumption.

Assumption 5.4.1 For all $\rho>0$, by an effort of eff $(\rho)$, the feedback $\hat{f}_{\rho}(x)$ (which could be either stochastic or deterministic) can be made to be no more than $\rho$ away from the true value $f(x)$, i.e.

$$
\left|\hat{f}_{\rho}(x)-f(x)\right|<\rho .
$$

For simplicity we assume that eff is independent of $x$. For problem (5.41), we study how to achieve the best overall precision by optimizing total efforts. We choose to work with a finite difference approach, and consider the following deterministic zeroth-order oracle.

Definition 14 Let $e_{i}, i=1, \ldots, n$, be the standard orthonormal basis of $\mathbb{R}^{n}$. Then for $\forall \mu>0, \rho>0$, we define

$$
\begin{equation*}
g_{i}(x, \mu, \rho)=\frac{\hat{f}_{\rho}\left(x+\mu e_{i}\right)-\hat{f}_{\rho}(x)}{\mu}, \tag{5.42}
\end{equation*}
$$

and $g(x, \mu, \rho)=\sum_{i=1}^{n} g_{i}(x, \mu, \rho) e_{i}$.
In this section, we assume that the objective function $f(x)$ is strongly convex defined as follows:

Definition 15 A smooth function $f$ is said to be $\sigma$-strongly convex if

$$
\frac{\sigma}{2}\|x-y\|^{2} \leq f(y)-f(x)-\nabla f(x)^{\mathrm{T}}(y-x), \quad \forall x, y \in \mathbb{R}^{n} .
$$

Note that we do not impose any constraint on $\hat{f}_{\rho}(x)$. The following lemma shows that if $\rho$ is small enough, the difference between $g(x, \mu, \rho)$ and $\nabla f(x)$ can be bounded.

Lemma 5.4.1 For $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ and $x \in \mathbb{R}^{n}$, we have:

$$
\begin{aligned}
\|g(x, \mu, \rho)-\nabla f(x)\| & \leq \frac{\sqrt{2 n} \mu L}{2}+\frac{2 \sqrt{2 n} \rho}{\mu} \\
\|g(x, \mu, \rho)\|^{2} & \leq 2\|\nabla f(x)\|^{2}+\frac{n \mu^{2} L^{2}}{2}+\frac{8 n \rho^{2}}{\mu^{2}} .
\end{aligned}
$$

Proof. Since $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$, from descent lemma we have

$$
\begin{aligned}
-\frac{L}{2} \mu^{2}+\frac{\partial f}{\partial x_{i}}\left(x^{k}\right) \mu & \leq \quad f\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}\right) & \leq \frac{L}{2} \mu^{2}+\frac{\partial f}{\partial x_{i}}\left(x^{k}\right) \mu, \\
-\frac{L}{2} \mu & \leq \frac{1}{\mu}\left(f\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}\right)\right)-\frac{\partial f}{\partial x_{i}}\left(x^{k}\right) & \leq \frac{L}{2} \mu .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \|g(x, \mu, \rho)-\nabla f(x)\|^{2} \\
= & \sum_{i=1}^{n}\left(\frac{1}{\mu}\left(\hat{f}_{\rho}\left(x^{k}+\mu e_{i}\right)-\hat{f}_{\rho}\left(x^{k}\right)\right)-\frac{\partial f}{\partial x_{i}}\left(x^{k}\right)\right)^{2} \\
\leq & \sum_{i=1}^{n} 2\left\{\left(\frac{1}{\mu}\left(f\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}\right)\right)-\frac{\partial f}{\partial x_{i}}\left(x^{k}\right)\right)^{2}\right. \\
& \left.+\frac{1}{\mu^{2}}\left(\hat{f}_{\rho}\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}+\mu e_{i}\right)+f\left(x^{k}\right)-\hat{f}_{\rho}\left(x^{k}\right)\right)^{2}\right\} \\
\leq & \frac{n}{2} \mu^{2} L^{2}+\frac{8 n \rho^{2}}{\mu^{2}},
\end{aligned}
$$

which prove the first inequality. For the second inequality, we have

$$
\begin{aligned}
& \|g(x, \mu, \rho)\|^{2} \\
= & \sum_{i=1}^{n}\left(\frac{1}{\mu}\left(\hat{f}_{\rho}\left(x^{k}+\mu e_{i}\right)-\hat{f}_{\rho}\left(x^{k}\right)\right)\right)^{2} \\
= & \sum_{i=1}^{n} \frac{1}{\mu^{2}}\left(\left(f\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}\right)\right)\right. \\
& \left.+\left(-\hat{f}_{\rho}\left(x^{k}+\mu e_{i}\right)+f\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}\right)+\hat{f}_{\rho}\left(x^{k}\right)\right)\right)^{2} \\
= & \sum_{i=1}^{n} \frac{1}{\mu^{2}}\left(2\left(f\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}\right)\right)^{2}\right. \\
& \left.+2\left(-\hat{f}_{\rho}\left(x^{k}+\mu e_{i}\right)+f\left(x^{k}+\mu e_{i}\right)-f\left(x^{k}\right)+\hat{f}_{\rho}\left(x^{k}\right)\right)^{2}\right) \\
\leq & \sum_{i=1}^{n}\left(2 \frac{\mu^{2} L^{2}}{4}+2 \frac{\partial f}{\partial x_{i}}\left(x^{k}\right)^{2}+\frac{8 \rho^{2}}{\mu^{2}}\right) \\
= & \frac{n \mu^{2} L^{2}}{2}+2\|\nabla f(x)\|^{2}+\frac{8 n \rho^{2}}{\mu^{2}} .
\end{aligned}
$$

### 5.4.1 The Zeroth-Order Gradient Descent Method

In this section, we present a zeroth order algorithm that achieves the linear convergence rate. The algorithm is as follows.

```
Zeroth-order Gradient Descent with Dynamically Increasing Precision (ZGDDIP)
Parameters: \(\gamma>0, \beta \in(0,1), \epsilon>0, \alpha>0, L>0\).
Initialization: \(y^{0}=0, \rho=1 / 2\).
for \(t=0,1, \cdots, T\),
    \(x^{0}=y^{t} ;\)
    \(\mu=\frac{2 \sqrt{\rho}}{\sqrt{L}} ;\)
    for \(k=0,1, \cdots, K_{t}\),
        \(g\left(x^{k}, \mu, \rho\right)=\frac{\sum_{i=1}^{n}\left(\hat{f}_{\rho}\left(x^{k}+\mu e_{i}\right)-\hat{f}_{\rho}\left(x^{k}\right)\right) e_{i}}{\mu} ;\)
        \(x^{k+1}=x^{k}-\alpha g\left(x^{k}, \mu, \rho\right)\).
    end for
    Set \(\bar{k}_{t}=\arg \min _{k} \hat{f}_{\rho}\left(x^{k}\right)\);
    \(y^{t+1}=x^{\bar{k}}\);
    \(\rho=\beta \rho\).
end while
```

Note that in the ZGDDIP algorithm, there are two layers of iterations; the outer loop which generates the $\left\{y^{t}\right\}$ sequence, and the inner loop which uses gradient descent with the increasing approximation precision $\rho$ for $g\left(x^{k}, \mu, \rho\right)$. Moreover, in practice, as the original function $f$ is not known, the selection of $y^{t+1}$ only depends on the noisy estimation $\hat{f}_{\rho}$.

For the ease of later reference, we introduce two parameters :

$$
C_{1}=\frac{1}{32 n L} \text { and } C_{2}=\frac{2}{\sqrt{L}},
$$

where $L$ is the Lipschitz constant for gradient $\nabla f$.
The following proposition establishes the sufficient decrease for the inner iterations.

Proposition 5.4.2 Suppose $f$ is $\sigma$-strongly convex (Definition 15) and $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$. Set $\alpha=\frac{32}{133}$ in $Z G D D I P$. For all $\rho$, if $\left\|\nabla f\left(x^{k}\right)\right\| \geq \sqrt{\frac{\rho}{C_{1}}}$ for all steps $k=1, \ldots, K_{t}$, then

$$
f\left(x^{k+1}\right)-f\left(x^{*}\right) \leq\left(1-\frac{32 \sigma}{133 L}\right)\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right) .
$$

Proof. If $\left\|\nabla f\left(x^{k}\right)\right\| \geq \sqrt{\frac{\rho}{C_{1}}}$, we have $\rho \leq C_{1}\left\|\nabla f\left(x^{k}\right)\right\|^{2}$
and $\mu=C_{2} \sqrt{\rho} \leq C_{2} \sqrt{C_{1}}\left\|\nabla f\left(x^{k}\right)\right\|$.
By Definition 15, we have:

$$
\begin{aligned}
& f\left(x^{k+1}\right)-f\left(x^{k}\right) \\
\leq & \frac{L \alpha^{2}}{2}\left\|g\left(x^{k}, \mu, \rho\right)\right\|^{2}-\alpha \nabla f\left(x^{k}\right)^{\mathrm{T}} g\left(x^{k}, \mu, \rho\right) \\
= & \frac{L \alpha^{2}}{2}\left\|g\left(x^{k}, \mu, \rho\right)\right\|^{2}-\alpha \nabla f\left(x^{k}\right)^{\mathrm{T}}\left(g\left(x^{k}, \mu, \rho\right)-\nabla f\left(x^{k}\right)\right)-\alpha\left\|\nabla f\left(x^{k}\right)\right\|^{2} \\
\leq & \frac{L \alpha^{2}}{2}\left(\frac{n \mu^{2} L^{2}}{2}+2\left\|\nabla f\left(x^{k}\right)\right\|^{2}+\frac{8 n \rho^{2}}{\mu^{2}}\right) \\
& +\alpha\left\|\nabla f\left(x^{k}\right)\right\|\left(\frac{\sqrt{2 n} \mu L}{2}+\frac{2 \sqrt{2 n} \rho}{\mu}\right)-\alpha\left\|\nabla f\left(x^{k}\right)\right\|^{2} \\
\leq & \frac{L \alpha^{2}}{2}\left\|\nabla f\left(x^{k}\right)\right\|^{2}\left(\frac{n C_{2}^{2} C_{1} L^{2}}{2}+2+\frac{8 n C_{1}}{C_{2}^{2}}\right) \\
& +\alpha\left\|\nabla f\left(x^{k}\right)\right\|^{2}\left(\frac{\sqrt{2 n C_{1} C_{2} L}}{2}+\frac{2 \sqrt{2 n C_{1}}}{C_{2}}\right)-\alpha\left\|\nabla f\left(x^{k}\right)\right\|^{2} \\
\leq & \frac{L \alpha^{2}}{2}\left\|\nabla f\left(x^{k}\right)\right\|^{2}\left(\frac{n C_{2}^{2} C_{1} L^{2}}{2}+2+\frac{8 n C_{1}}{C_{2}^{2}}\right) \\
\leq & -\alpha\left\|\nabla f\left(x^{k}\right)\right\|^{2}\left(1-\frac{\sqrt{2 n C_{1}} C_{2} L}{2}-\frac{2 \sqrt{2 n C_{1}}}{C_{2}}\right) \\
\leq & \frac{133 L \alpha^{2}}{128}\left\|\nabla f\left(x^{k}\right)\right\|^{2}-\frac{1}{2} \alpha\left\|\nabla f\left(x^{k}\right)\right\|^{2} .
\end{aligned}
$$

Since we have chosen $\alpha=\frac{32}{133 L}$, it follows that

$$
f\left(x^{k+1}\right)-f\left(x^{k}\right) \leq-\frac{16}{133 L}\left\|\nabla f\left(x^{k}\right)\right\|^{2}
$$

By the strong convexity, we have:

$$
f\left(x^{*}\right)-f\left(x^{k}\right) \geq-\frac{1}{2 \sigma}\left\|\nabla f\left(x^{k}\right)\right\|^{2} .
$$

Therefore, we have

$$
\begin{aligned}
f\left(x^{k+1}\right)-f\left(x^{*}\right) & \leq f\left(x^{k}\right)-f\left(x^{*}\right)-\frac{16}{133 L}\left\|\nabla f\left(x^{k}\right)\right\|^{2} \\
& \leq\left(1-\frac{32 \sigma}{133 L}\right)\left(f\left(x^{k}\right)-f\left(x^{*}\right)\right)
\end{aligned}
$$

The next proposition shows that, with a constant $K_{t}$, the precision can be improved by a constant factor $\beta$.

Proposition 5.4.3 Suppose $f$ is $\sigma$-strongly convex (Definition 15) and $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$. In $Z G D D I P$, set $\alpha=\frac{32}{133 L}$, and

$$
K_{0}=\left\lfloor\frac{-\ln \left(4 C_{1} \sigma\left(f(0)-f\left(x^{*}\right)\right)\right)}{\ln \left(1-\frac{32 \sigma}{133 L}\right)}\right\rfloor+1
$$

and

$$
K_{t}=\left\lfloor\frac{\ln \beta-\ln \left(\frac{1}{2 C_{1} \sigma}+2\right)}{\ln \left(1-\frac{32 \sigma}{133 L}\right)}\right\rfloor+1, \forall \rho<1 / 2 .
$$

Then we have

$$
\begin{equation*}
f\left(y^{t}\right)-f\left(x^{*}\right) \leq\left(\frac{1}{2 C_{1} \sigma}+2\right) \rho, \forall t=0, \ldots, T . \tag{5.43}
\end{equation*}
$$

Proof. In the first outer iteration, $t=0$, and

$$
K_{0}>\frac{-\ln \left(4 C_{1} \sigma\left(f(0)-f\left(x^{*}\right)\right)\right)}{\ln \left(1-\frac{32 \sigma}{133 L}\right)} .
$$

Based on Proposition 5.4.2, we either have:

$$
f\left(x^{K_{0}}\right)-f\left(x^{*}\right) \leq\left(1-\frac{32 \sigma}{133 L}\right)^{K_{0}}\left(f(0)-f\left(x^{*}\right)\right) \leq \frac{\rho}{2 C_{1} \sigma},
$$

or $\left\|\nabla f\left(x^{k}\right)\right\| \geq \sqrt{\frac{\rho}{C_{1}}}$ for some $k$. In the latter case, we have

$$
f\left(x^{k}\right)-f\left(x^{*}\right) \leq \frac{1}{2 \sigma}\left\|\nabla f\left(x^{k}\right)\right\|^{2} \leq \frac{\rho}{2 C_{1} \sigma} .
$$

Therefore, we have

$$
\begin{aligned}
\min _{k=0, \ldots, K_{t}} f\left(x^{k}\right)-f\left(x^{*}\right) & \leq \frac{\rho}{2 C_{1} \sigma} \\
\min _{k=0, \ldots, K_{t}} \hat{f}_{\rho}\left(x^{k}\right)-f\left(x^{*}\right) & \leq \frac{\rho}{2 C_{1} \sigma}+\rho, \\
\hat{f}_{\rho}\left(x^{\bar{k}}\right)-f\left(x^{*}\right) & \leq \frac{\rho}{2 C_{1} \sigma}+\rho, \\
f\left(x^{\bar{k}}\right)-f\left(x^{*}\right) & \leq\left(\frac{1}{2 C_{1} \sigma}+2\right) \rho .
\end{aligned}
$$

Suppose (5.43) holds for $0, \ldots, t-1$, i.e.

$$
f\left(y^{s}\right)-f\left(x^{*}\right) \leq\left(\frac{1}{2 C_{1} \sigma}+2\right) \frac{1}{2} \beta^{s-1}
$$

for all $s=0, \ldots, t-1$. By Proposition 5.4.2, we will either have:

$$
\begin{aligned}
f\left(x^{K_{t}}\right)-f\left(x^{*}\right) & \leq\left(1-\frac{32 \sigma}{133 L}\right)^{K_{t}}\left(f\left(y^{t-1}\right)-f\left(x^{*}\right)\right) \\
& \leq \frac{\beta}{1+4 C_{1} \sigma}\left(\frac{1}{2 C_{1} \sigma}+2\right) \frac{1}{2} \beta^{t-1} \\
& \leq \frac{\rho}{2 C_{1} \sigma}
\end{aligned}
$$

or $\left\|\nabla f\left(x^{k}\right)\right\| \geq \sqrt{\frac{\rho}{C_{1}}}$ for some $k$; hence

$$
f\left(y^{t}\right)-f\left(x^{*}\right) \leq\left(\frac{1}{2 C_{1} \sigma}+2\right) \rho .
$$

Therefore, with a constant step $K_{t}$, we are able to reduce the optimality gap from $\left(\frac{1}{2 C_{1} \sigma}+2\right) \rho$ to $\left(\frac{1}{2 C_{1} \sigma}+2\right) \beta \rho$. We summarize the sample complexity and the total effort needed, assuming that the effort function is eff $(\rho)=O\left(\rho^{-\kappa}\right)$ for some $\kappa>0$.

Theorem 5.4.4 Suppose $f$ is $\sigma$-strongly convex (Definition 15) and $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$. Let $\alpha, K_{0}, K_{t}$ be as defined in Proposition 5.4.3. In at most

$$
M=\left\lfloor\frac{\ln \left(4 C_{1} \sigma \epsilon\right)-\ln \left(1+4 C_{1} \sigma\right)}{\ln \beta}\right\rfloor+2
$$

outer iterations, we would have $f\left(x^{\bar{k}}\right)-f\left(x^{*}\right) \leq \epsilon$. Moreover, the total number of function evaluations is of the order $O\left(n(\ln n)^{2} \ln (1 / \epsilon)\right)$ (taking $\sigma, L, \beta$ as constants). In addition, if $\operatorname{eff}(\rho)=O\left(\rho^{-\kappa}\right)$ for some $\kappa>0$, the total efforts we need to spend is TEF $=O\left(n(\ln n)^{2} \operatorname{eff}(\epsilon)\right)$.

Proof. Let $\left(\frac{1}{2 C_{1} \sigma}+2\right) \rho=\epsilon$, we have $\rho=\frac{2 C_{1} \sigma \epsilon}{1+4 C_{1} \sigma}$. Since in each outer iteration, $\rho$ is reduced to $\beta \rho$. The total number of outer iterations required to reduce $\rho$ from $1 / 2$ to $\frac{2 C_{1} \sigma \epsilon}{1+4 C_{1} \sigma}$ is $\frac{\ln \left(4 C_{1} \sigma \epsilon\right)-\ln \left(1+4 C_{1} \sigma\right)}{\ln \beta}$, thus proving the first claim. From Proposition 5.4.3. we know that the total effort required is upper bounded by

$$
\begin{aligned}
& n\left\lfloor\frac{-\ln \left(4 C_{1} \sigma\left(f(0)-f\left(x^{*}\right)\right)\right)}{\ln \left(1-\frac{32 \sigma}{133 L}\right)}\right\rfloor \\
& +n \frac{\ln \left(4 C_{1} \sigma \epsilon\right)-\ln \left(1+4 C_{1} \sigma\right)}{\ln \beta}\left\lfloor\frac{\ln \beta-\ln \left(\frac{1}{2 C_{1} \sigma}+2\right)}{\ln \left(1-\frac{32 \sigma}{133 L}\right)}\right\rfloor+2 n,
\end{aligned}
$$

which is of the order $O(n \ln n \ln (1 / \epsilon))$.
We may specify the total efforts to spend to be

$$
\begin{aligned}
\text { TEF } & \leq n\left\lfloor\frac{-\ln \left(4 C_{1} \sigma\left(f(0)-f\left(x^{*}\right)\right)\right)}{\ln \left(1-\frac{32 \sigma}{132 L}\right)}\right\rfloor \mathrm{eff}(1 / 2)+n \sum_{i=1}^{M-1} \operatorname{eff}\left(0.5 \beta^{i}\right)\left\lfloor\frac{\ln \beta-\ln \left(\frac{1}{21_{1} \sigma}+2\right)}{\ln \left(1-\frac{32 \sigma}{133 L}\right)}\right\rfloor \\
& =n\left\lfloor\frac{-\ln \left(4 C_{1} \sigma\left(f(0)-f\left(x^{*}\right)\right)\right)}{\ln \left(1-\frac{32 \sigma}{132 L}\right)}\right\rfloor \mathrm{eff}(1 / 2)+O\left(n 2^{\kappa}\left[\frac{\ln \beta-\ln \left(\frac{1}{2 C_{1} \sigma}+2\right)}{\ln \left(1-\frac{32 \sigma}{132 L}\right)}\right\rfloor \frac{\beta^{-M \kappa}-\beta^{-\kappa}}{\beta^{-\kappa-1}}\right) .
\end{aligned}
$$

Since $M \leq \frac{\ln \epsilon}{\ln \beta}+\frac{\ln \left(4 C_{1} \sigma\right)-\ln \left(1+4 C_{1} \sigma\right)}{\ln \beta}+3$, we have TEF $=O(n \ln n$ eff $(\epsilon))$.
Remark: If we use the highest precision from the beginning, i.e., we let $\rho=\frac{2 C_{1} \sigma \epsilon}{1+4 C_{1} \sigma}$ in the first outer iteration, it is not hard to verify that the number of iterations required is $\frac{\ln \epsilon-\ln \left(f(0)-f\left(x^{*}\right)\right)}{\ln (133 L-32 \sigma)-\ln (133 L)}$. Therefore, the total sample complexity is of the order $O(n \ln n \ln (1 / \epsilon))$ but the total effort required is $O\left(n \ln n \epsilon^{-\kappa} \ln (1 / \epsilon)\right)$. By dynamically increasing the precision, we can reduce the total effort by a factor of $\ln (1 / \epsilon)$.

### 5.4.2 The Zeroth-Order Ellipsoid Method

In this section, we present another algorithm that incorporate the ellipsoid method. We show that this algorithm also achieves the linear convergence rate. We further show that one can relax the assumption of strongly convexity. We assume in this subsection that
function $f(x)$ is Lipschitz continuous. We start by showing that if $\mu$ is small enough, $g(x, \mu, \rho)$ provides a supporting hyperplane.

Lemma 5.4.5 Suppose $f$ is $\sigma$-strongly convex (Definition 15) and $f \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$. If $\mu \leq \frac{\epsilon \sigma}{2 L \sqrt{2 n}}$, and $\rho=\frac{\mu^{2} L}{4}$, then it holds that

$$
\begin{equation*}
f(x)-f\left(x^{*}\right) \leq \frac{2 L}{\sigma} g(x, \mu, \rho)^{\top}\left(x-x^{*}\right) \tag{5.44}
\end{equation*}
$$

as long as $\left\|x-x^{*}\right\| \geq \epsilon$, where $x^{*}$ is the minimum point of $f$.
Proof. By Lemma 5.4.1, we have

$$
\begin{aligned}
g(x, \mu, \rho)^{\top}\left(x-x^{*}\right) & \geq \nabla f(x)^{\top}\left(x-x^{*}\right)-\left(\frac{\sqrt{2 n} \mu L}{2}+\frac{2 \sqrt{2 n} \rho}{\mu}\right)\left\|x-x^{*}\right\| \\
& \geq \sigma\left\|x-x^{*}\right\|^{2}-\sqrt{2 n} \mu L\left\|x-x^{*}\right\| \\
& =\frac{\sigma}{2}\left\|x-x^{*}\right\|^{2}+\left\|x-x^{*}\right\|\left(\frac{\sigma}{2}\left\|x-x^{*}\right\|-\sqrt{2 n} \mu L\right)
\end{aligned}
$$

Clearly, as long as $\left\|x-x^{*}\right\| \geq \epsilon$, we have $g(x, \mu, \rho)^{\top}\left(x-x^{*}\right) \geq \frac{\sigma}{2}\left\|x-x^{*}\right\|^{2}$, and therefore,

$$
\begin{align*}
f(x)-f\left(x^{*}\right) & \leq \nabla f(x)^{\top}\left(x-x^{*}\right) \\
& \leq L\left\|x-x^{*}\right\|^{2} \\
& \leq \frac{2 L}{\sigma} g(x, \mu, \rho)^{\top}\left(x-x^{*}\right) \tag{5.45}
\end{align*}
$$

Suppose that an initial ball with radius $R$ is found to contain $x^{*}$. At step $k$, we have an iterative point $x^{k}$. We then spend effort to compute a $\rho$-accurate search direction at $x^{k}+\mu e_{i}$. With that direction, we proceed with the ellipsoid method. Formally, we present our zeroth-order ellipsoid algorithm as follows.

```
The zeroth-order ellipsoid algorithm
Parameters: \(\rho, \mu>0\).
Initialization: \(x^{0}=a^{0}=0, A^{0}=R^{2} I\).
for \(k=0,1, \cdots\), do
\(d^{k}=g\left(x^{k}, \mu, \rho\right)=\frac{\sum_{i=1}^{n}\left(\hat{f}_{\rho}\left(x^{k}+\mu e_{i}\right)-\hat{f}_{\rho}\left(x^{k}\right)\right) e_{i}}{\mu} ;\)
\(b^{k}=A^{k} d^{k} / \sqrt{\left(d^{k}\right)^{\mathrm{T}} A^{k} d^{k}}\);
\(A^{k+1}=\frac{n^{2}}{n^{2}-1}\left(A^{k}-\frac{2}{n+1} b^{k}\left(b^{k}\right)^{\mathrm{T}}\right) ;\)
\(x^{k+1}=x^{k}-\frac{1}{n+1} b^{k}\).
end for
```

Denote the ellipsoid at the $k$-th iteration be $E\left(A^{k} ; x^{k}\right):=\left\{x \mid\left(x-x^{k}\right)^{\top} A_{k}^{-1}(x-\right.$ $\left.\left.x^{k}\right) \leq 1\right\}$. Inequality (5.45) stipulates that as long as $\left\|x^{k}-x^{*}\right\| \geq \epsilon$, the half-ellipsoid $E\left(A^{k} ; x^{k}\right) \cap\left\{x \mid\left(d^{k}\right)^{\top}\left(x-x^{k}\right) \leq 0\right\}$ contains the optimal solution $x^{*}$. Below, we shall present a convergence analysis without resorting to the geometric insights of the ellipsoid algorithm; see also [36].

Theorem 5.4.6 Set $0<\epsilon \leq 1, \mu=\frac{\epsilon \sigma}{2 L \sqrt{2 n}}$, and $\rho=\frac{\mu^{2} L}{4}$. Suppose $f$ is $\sigma$-strongly convex (Definition 15) and $f \in C_{L_{0}}^{0}\left(\mathbb{R}^{n}\right) \cap C_{L}^{1}\left(\mathbb{R}^{n}\right)$. Let us run the zeroth-order ellipsoid algorithm for $k$ iterations. Then, either $\min _{0 \leq \ell \leq k}\left\|x^{\ell}-x^{*}\right\|<\epsilon$, or

$$
\min _{0 \leq \ell \leq k} f\left(x^{\ell}\right)-f\left(x^{*}\right) \leq \frac{4 \sqrt{2} L R \max \left(L_{0}, \sigma\right)}{\sigma} \exp \left(-\frac{k}{2 n^{2}}\right) .
$$

Proof. Denote

$$
\delta_{k}:=\frac{\sqrt{g\left(x^{k}, \mu, \rho\right)^{\top} A_{k} g\left(x^{k}, \mu, \rho\right)}}{\|g(x, \mu, \rho)\|},
$$

and $\delta_{k}^{\prime}:=\min _{1 \leq \ell \leq k} \delta_{\ell}$.
If $\left\|x^{k}-x^{*}\right\| \geq \epsilon$, then by Lemma 5.4.5 we have

$$
\begin{align*}
f\left(x^{k}\right)-f\left(x^{*}\right) & \leq \frac{2 L}{\sigma}\left(d^{k}\right)^{\mathrm{T}}\left(x^{k}-x^{*}\right) \\
& \leq \frac{2 L}{\sigma}\left[\left(d^{k}\right)^{\mathrm{T}} x^{k}-\min \left\{\left(d^{k}\right)^{\mathrm{T}} x \mid x \in E\left(A^{k} ; x^{k}\right)\right\}\right] \\
& =\frac{2 L}{\sigma} \sqrt{\left(d^{k}\right)^{\mathrm{T}} A^{k} d^{k}} \\
& =\frac{2 L\left\|d^{k}\right\|}{\sigma} \delta_{k} . \tag{5.46}
\end{align*}
$$

Denote $\tau:=\frac{n^{2}}{n^{2}-1}$ and $\zeta:=\frac{2}{n+1}$. By the Sherman-Morrison formula,

$$
\begin{aligned}
\left(A^{k+1}\right)^{-1} & =\frac{1}{\tau}\left[\left(A^{k}\right)^{-1}+\frac{\zeta}{1-\zeta} \cdot \frac{d^{k}\left(d^{k}\right)^{\mathrm{T}}}{\left(d^{k}\right)^{\mathrm{T}} A^{k} d^{k}}\right] \\
\operatorname{det}\left(A^{k+1}\right) & =\tau^{n}(1-\zeta) \operatorname{det}\left(A^{k}\right)
\end{aligned}
$$

This leads to

$$
\begin{aligned}
\operatorname{det}\left(\left(A^{k+1}\right)^{-1}\right) & =\left(\left[\tau^{n}(1-\zeta)\right]^{k+1} \operatorname{det}\left(A^{0}\right)\right)^{-1}=\left(\left[\tau^{n}(1-\zeta)\right]^{k+1} R^{2 n}\right)^{-1} \\
\operatorname{tr}\left(\left(A^{k+1}\right)^{-1}\right) & =\frac{1}{\tau} \operatorname{tr}\left(\left(A^{k}\right)^{-1}\right)+\frac{\zeta}{\tau(1-\zeta)} \delta_{k}^{-2} \\
& =\frac{1}{\tau^{k+1}} \operatorname{tr}\left(\left(A^{0}\right)^{-1}\right)+\frac{\zeta}{1-\zeta} \sum_{\ell=0}^{k} \frac{1}{\tau^{k-\ell+1}} \cdot \frac{1}{\delta_{\ell}^{2}}
\end{aligned}
$$

Using the inequality

$$
n\left(\operatorname{det}\left(A^{k+1}\right)^{-1}\right)^{\frac{1}{n}} \leq \operatorname{tr}\left(\left(A^{k+1}\right)^{-1}\right)
$$

we have

$$
\frac{n}{R^{2} \tau^{k+1}\left((1-\zeta)^{\frac{1}{n}}\right)^{k+1}} \leq \frac{n}{R^{2} \tau^{k+1}}+\frac{\zeta}{1-\zeta} \sum_{\ell=0}^{k} \frac{1}{\tau^{k-\ell+1}} \cdot \frac{1}{\delta_{\ell}^{2}}
$$

leading to

$$
\frac{\zeta}{1-\zeta} \sum_{\ell=0}^{k} \frac{\tau^{\ell}}{\delta_{\ell}^{2}} \geq \frac{n}{R^{2}}\left[\frac{1}{(1-\zeta)^{\frac{k+1}{n}}}-1\right]
$$

Hence,

$$
\begin{equation*}
\left(\delta_{k}^{\prime}\right)^{2} \leq \frac{\zeta R^{2}}{n(1-\zeta)(\tau-1)} \times \frac{\tau^{k+1}-1}{\left(\frac{1}{(1-\zeta)^{\frac{1}{n}}}\right)^{k+1}-1} \tag{5.47}
\end{equation*}
$$

Because

$$
\tau(1-\zeta)^{\frac{1}{n}}=\left[\left(\frac{n}{n-1}\right)^{n-1}\left(\frac{n}{n+1}\right)^{n+1}\right]^{\frac{1}{n}}
$$

and

$$
\left(\frac{n}{n-1}\right)^{n-1}\left(\frac{n}{n+1}\right)^{n+1}<\exp \left(-\frac{1}{n}\right)
$$

it follows from (5.47) that

$$
\begin{equation*}
\left(\delta_{k}^{\prime}\right)^{2} \leq \frac{\zeta R^{2}}{n(1-\zeta)(\tau-1)} \exp \left(-\frac{k}{n^{2}}\right)=\frac{2(n+1) R^{2}}{n} \exp \left(-\frac{k}{n^{2}}\right) \leq 4 R^{2} \exp \left(-\frac{k}{n^{2}}\right) \tag{5.48}
\end{equation*}
$$

Since $0<\epsilon \leq 1$, by Lemma 5.4.1, we have

$$
\begin{aligned}
\left\|d^{k}\right\| & \leq \sqrt{2\|\nabla f(x)\|^{2}+\frac{n \mu^{2} L^{2}}{2}+\frac{8 n \rho^{2}}{\mu^{2}}} \\
& \leq \sqrt{2}\|\nabla f(x)\|+\frac{\sqrt{n} \mu L}{\sqrt{2}}+\frac{\sqrt{8 n} \rho}{\mu} \\
& \leq \sqrt{2} L_{0}+\frac{\epsilon \sigma}{2} \\
& \leq \sqrt{2} \max \left(L_{0}, \sigma\right) .
\end{aligned}
$$

Therefore, combining (5.46 and 5.48 we have

$$
\min _{0 \leq \ell \leq k} f\left(x^{\ell}\right)-f\left(x^{*}\right) \leq \frac{2 L\left\|d^{k}\right\|}{\sigma} \delta_{k}^{\prime} \leq \frac{4 \sqrt{2} L R \max \left(L_{0}, \sigma\right)}{\sigma} \exp \left(-\frac{k}{2 n^{2}}\right) .
$$

Theorem 5.4.6 implies that in at most $k=2 n^{2} \ln \left(\frac{4 \sqrt{2} R \max \left(L_{0}, \sigma\right)}{\sigma \epsilon^{2}}\right)$ iterations, the zeroth order ellipsoid algorithm will ensure that

$$
\min _{0 \leq \ell \leq k} f\left(x^{\ell}\right)-f\left(x^{*}\right) \leq L \epsilon^{2} .
$$

The total efforts required is $2 n^{3} \ln \left(\frac{4 \sqrt{2} R \max \left(L_{0}, \sigma\right)}{\sigma \epsilon^{2}}\right) \operatorname{eff}\left(\frac{\sigma^{2} \epsilon^{2}}{32 n L}\right)$.
Remark: If $f(x)$ is convex but not strongly convex, by assuming that $f \in C_{L_{0}}^{0}\left(\mathbb{R}^{n}\right) \cap$ $C_{L}^{1}\left(\mathbb{R}^{n}\right)$, then one may perturb the objective function to be

$$
f(x)+\frac{\epsilon}{R^{2}}\|x\|^{2} .
$$

The function is now $\frac{2 \epsilon}{R^{2}}$-strongly convex, and its minimum is $\epsilon$ away from that of the original function. Replacing $\sigma$ by $\epsilon$, the total effort is $2 n^{3} \ln \left(\frac{4 \sqrt{2} R L_{0}}{\epsilon^{3}}\right) \operatorname{eff}\left(\frac{\epsilon^{4}}{32 n L}\right)$.

### 5.5 Regularized Optimization with Controllable Accuracies

In this section, we consider the general model 5.1), or

$$
\begin{equation*}
\min _{x \in \mathcal{X}} \Phi(x):=f(x)+h(x) \tag{5.49}
\end{equation*}
$$

where $\mathcal{X} \in \mathbb{R}^{n}$ is bounded convex set contained in the Euclidean ball with radius $R, f$ is a smooth function but possibly non-convex, and $h$ is a convex function but possibly non-smooth. Furthermore, we introduce some definitions and assumptions regarding the objective function.

For the function $\Phi(x)$, we define the proximal gradient mapping and proximal gradient.

Definition 16 For a given $x$, the proximal gradient mapping $x^{+}$of $\Phi$ is defined as

$$
\begin{equation*}
x^{+}=\underset{y \in \mathcal{X}}{\operatorname{argmin}}\left\{\langle\nabla f(x), y\rangle+h(y)+\frac{1}{2 \gamma}\|y-x\|^{2}\right\} . \tag{5.50}
\end{equation*}
$$

Moreover, denote

$$
\tilde{\nabla} \Phi(x ; \gamma):=\frac{1}{\gamma}\left(x-x^{+}\right) .
$$

Based on the proximal gradient, we can similarly define the proximal gradient dominant condition of the composite function $\Phi(x)$.

Assumption 5.5.1 (Proximal Gradient Dominance) The function $\Phi(x)$ in 5.49) is said to be proximal gradient dominant if there exist an $\alpha$ such that the following holds

$$
\begin{equation*}
\Phi(x)-\Phi^{*} \leq \chi\|\tilde{\nabla} \Phi(x ; \alpha)\|^{2}, \quad \forall x \in \mathcal{X} \tag{5.51}
\end{equation*}
$$

where $\chi$ is a positive constant.

### 5.5.1 Basics of the Proximal Gradient Mapping

In this subsection, we discuss some properties of the proximal gradient mapping. The use of the gradient $\nabla f(x)$ in (5.50) is not necessary, and it can be replaced by any vector
$d \in \mathbb{R}^{n}$. The proximal mapping can be similarly defined as

$$
\begin{equation*}
x^{+}=\underset{y \in \mathcal{X}}{\operatorname{argmin}}\left\{\langle d, y\rangle+h(y)+\frac{1}{2 \gamma}\|y-x\|^{2}\right\} . \tag{5.52}
\end{equation*}
$$

Moreover, the generalized proximal gradient can still be defined as

$$
\begin{equation*}
G(x, d, \gamma):=\frac{1}{\gamma}\left(x-x^{+}\right), \tag{5.53}
\end{equation*}
$$

where $x^{+}$is given by (5.52).
The first lemma shows the monotonicity of the norm of the generalized proximal gradient.

Lemma 5.5.1 Let $G(x, d, \gamma)$ be given in (5.53) for fixed $x$ and $d$. Then, the norm $\|G(x, d, \gamma)\|$ is a non-increasing function of $\gamma$.

Proof. We denote

$$
\begin{equation*}
m(\gamma):=\min _{y \in \mathcal{X}}\left\{M(y, \gamma):=\langle d, y\rangle+h(y)+\frac{1}{2 \gamma}\|y-x\|^{2}\right\} . \tag{5.54}
\end{equation*}
$$

Since $M(y, \gamma)$ is jointly convex with respect to $y$ and $\gamma, m(\gamma)$ is also convex. Moreover, based on the definition of $x^{+}$, we have

$$
\begin{equation*}
\frac{d m(\gamma)}{d \gamma}=-\frac{\left\|x-x^{+}\right\|^{2}}{2 \gamma^{2}} \tag{5.55}
\end{equation*}
$$

Due to the convexity of $m(\gamma)$, the $\frac{d m(\gamma)}{d \gamma}$ is a non-decreasing function. That results in $\|G(x, d, \gamma)\|$ is a non-increasing function of $\gamma$.

Besides its simplicity, the Lemma 5.5.1 has an important implication. It shows that if Assumption 5.5.1 is satisfied with a specific $\alpha$, then it would also hold for any $\gamma$ such that $0<\gamma \leq \alpha$.

The following lemmas present some geometric properties of the proximal gradient, and their proofs can be found in [44]. The first lemma shows the magnitude of $G(x, d, \gamma)$ and its angle between $d$ can be bounded, and the second lemma establishes the nonexpansiveness of the proximal gradient.

Lemma 5.5.2 Let $x^{+}$be given in (5.52). Then, the following inequality holds

$$
\langle d, G(x, d, \gamma)\rangle \geq\|G(x, d, \gamma)\|^{2}+\frac{1}{\gamma}\left(h\left(x^{+}\right)-h(x)\right) .
$$

Lemma 5.5.3 Suppose $G\left(x, d_{1}, \gamma\right)$ and $G\left(x, d_{2}, \gamma\right)$ are the generalized proximal gradient with $d_{1}$ and $d_{2}$ in (5.52) respectively. Then, we have the inequality below

$$
\begin{equation*}
\left\|G\left(x, d_{1}, \gamma\right)-G\left(x, d_{2}, \gamma\right)\right\| \leq\left\|d_{1}-d_{2}\right\| \tag{5.56}
\end{equation*}
$$

### 5.5.2 Deterministic Zeroth-Order Algorithm

In this section, we propose a zeroth-order ISTA algorithm for problem (5.49). Similarly, we assume the controllable noisy function evaluation is available. For all $\rho>0$, with the effort eff $(\rho)$, the noisy estimation is at most $\rho$ away, i.e. $\left|\hat{f}_{\rho}(x)-f(x)\right|<\rho$ for all $x$.

It is clear that for function $f \in C_{L}^{1}(\mathcal{X})$, the bounds in Lemma 5.4.1 still hold. Let $g(x, \mu, \rho)$ be defined as in Definition 14 .

Lemma 5.5.4 Suppose $f \in C_{L}^{1}(\mathcal{X})$, i.e. it satisfies (5.7), then the following inequalities hold

$$
\begin{aligned}
\|g(x, \mu, \rho)-\nabla f(x)\| & \leq \frac{\sqrt{2 n} \mu L}{2}+\frac{2 \sqrt{2 n} \rho}{\mu} \\
\|g(x, \mu, \rho)\|^{2} & \leq 2\|\nabla f(x)\|^{2}+\frac{n \mu^{2} L^{2}}{2}+\frac{8 n \rho^{2}}{\mu^{2}}
\end{aligned}
$$

Based on the oracle defined above, we propose the deterministic zeroth-order ISTA algorithm.

```
Deterministic zeroth-order ISTA
Parameters: \(\gamma, \mu_{k}, \rho_{k}>0\).
Initialization: \(x^{0}=0\).
for \(k=0,1, \cdots\),
    Set \(\mu_{k}=\sqrt{\rho_{k}}\);
    \(g\left(x^{k}, \mu_{k}, \rho_{k}\right)=\frac{\sum_{i=1}^{n}\left(\hat{f}_{\rho_{k}}\left(x^{k}+\mu_{k} e_{i}\right)-\hat{f}_{\rho_{k}}\left(x^{k}\right)\right) e_{i}}{\mu_{k}} ;\)
    \(x^{k+1}=\underset{y \in \mathcal{X}}{\operatorname{argmin}}\left\{\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right), y\right\rangle+h(y)+\frac{1}{2 \gamma}\left\|y-x^{k}\right\|^{2}\right\}\).
end for
```

Notice that the accuracy parameter $\rho_{k}$ and the finite difference parameter $\mu_{k}$ are allowed to change over time. Under the proximal gradient dominant condition, the following theorem shows the relationship between consecutive iterates of the deterministic zerothorder ISTA. Moreover, the generalized proximal gradient is denoted as $g^{k}=\frac{1}{\gamma}\left(x^{k}-\right.$ $x^{k+1}$ ).

Theorem 5.5.5 Suppose $f \in C_{L}^{1}(\mathcal{X})$ and $\Phi(x)$ satisfies Assumption 5.5.1, and $\gamma \leq$ $\min \{1 / L, \alpha\}$. Let $\left\{x^{k}\right\}$ be the sequence produced by the deterministic zeroth-order ISTA algorithm. The following holds

$$
\begin{aligned}
\Phi\left(x^{k+1}\right)-\Phi^{*} \leq & \left(1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}\right)\left(\Phi\left(x^{k}\right)-\Phi^{*}\right) \\
& +\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left(\frac{n \mu_{k}^{2} L^{2}}{2}+\frac{8 n \rho_{k}^{2}}{\mu_{k}^{2}}\right)+2 R\left(\frac{\sqrt{2 n} \mu_{k} L}{2}+\frac{2 \sqrt{2 n} \rho_{k}}{\mu_{k}}\right)
\end{aligned}
$$

where $R$ is the radius of $\mathcal{X}$, i.e. $\|x\| \leq R \forall x \in \mathcal{X}$.

Proof. It follows from Assumption 10 that

$$
\begin{aligned}
f\left(x^{k+1}\right) \leq & f\left(x^{k}\right)+\left\langle\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle+\frac{L}{2}\left\|x^{k+1}-x^{k}\right\|^{2} \\
= & f\left(x^{k}\right)-\left\langle\nabla f\left(x^{k}\right), \gamma g^{k}\right\rangle+\frac{L \gamma^{2}}{2}\left\|g^{k}\right\|^{2} \\
= & f\left(x^{k}\right)-\gamma\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right), g^{k}\right\rangle+\frac{L \gamma^{2}}{2}\left\|g^{k}\right\|^{2}+\gamma\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right), g^{k}\right\rangle \\
\leq & f\left(x^{k}\right)-\gamma\left\|g^{k}\right\|^{2}+h\left(x^{k}\right)-h\left(x^{k+1}\right)+\frac{L \gamma^{2}}{2}\left\|g^{k}\right\|^{2} \\
& +\gamma\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right), g^{k}\right\rangle .
\end{aligned}
$$

The first inequality follows from descent lemma, whereas the second inequality is due
to Lemma 5.5.2. Based on the definition of $\Phi$, we have

$$
\begin{aligned}
\Phi\left(x^{k+1}\right) \leq & \Phi\left(x^{k}\right)-\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left\|g^{k}\right\|^{2}+\gamma\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right), g^{k}\right\rangle \\
\leq & \Phi\left(x^{k}\right)-\left(\gamma-\frac{L \gamma^{2}}{2}\right) \frac{\left\|\tilde{\nabla} \Phi\left(x^{k} ; \gamma\right)\right\|^{2}}{2}+\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left\|\tilde{\nabla} \Phi\left(x^{k} ; \gamma\right)-g^{k}\right\|^{2} \\
& +\gamma\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right), g^{k}\right\rangle \\
\leq & \Phi\left(x^{k}\right)-\left(\gamma-\frac{L \gamma^{2}}{2}\right) \frac{\left\|\tilde{\nabla} \Phi\left(x^{k} ; \gamma\right)\right\|^{2}}{2} \\
& +\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left\|g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right)\right\|^{2}+\gamma\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right), g^{k}\right\rangle
\end{aligned}
$$

Since $\left\|g^{k}\right\|=\frac{1}{\gamma}\left\|x^{k}-x^{k+1}\right\| \leq \frac{2 R}{\gamma}$, invoking the proximal gradient dominant condition (5.51) and $\gamma \leq \min \{1 / L, \alpha\}$, we have

$$
\begin{aligned}
& \Phi\left(x^{k+1}\right)-\Phi^{*} \\
\leq & \Phi\left(x^{k}\right)-\Phi^{*}-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}\left(\Phi\left(x^{k}\right)-\Phi^{*}\right) \\
& +\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left\|g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right)\right\|^{2}+\gamma\left\langle g\left(x^{k}, \mu_{k}, \rho_{k}\right)-\nabla f\left(x^{k}\right), g^{k}\right\rangle \\
\leq & \left(1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}\right)\left(\Phi\left(x^{k}\right)-\Phi^{*}\right) \\
& +\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left(\frac{n \mu_{k}^{2} L^{2}}{2}+\frac{8 n \rho_{k}^{2}}{\mu_{k}^{2}}\right)+2 R\left(\frac{\sqrt{2 n} \mu_{k} L}{2}+\frac{2 \sqrt{2 n} \rho_{k}}{\mu_{k}}\right)
\end{aligned}
$$

The following corollary shows the linear convergence rate with constant $\mu$ and $\rho$.
Corollary 5.5.6 Suppose $f \in C_{L}^{1}(\mathcal{X})$ and $\Phi(x)$ satisfies Assumption 5.5.1, and $\gamma \leq$ $\min \{1 / L, \alpha\}, \mu_{k}=\mu, \rho_{k}=\rho=\mu^{2}$. Let $\left\{x^{k}\right\}$ be the sequence produced by the deterministic zeroth-order ISTA algorithm, then the following holds

$$
\begin{equation*}
\Phi\left(x^{k}\right)-\Phi^{*} \leq p^{k}\left(\Phi\left(x^{0}\right)-\Phi^{*}\right)+\frac{q}{1-p} \tag{5.57}
\end{equation*}
$$

where $p=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}$ and $q=\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left(\frac{n \mu^{2} L^{2}}{2}+\frac{8 n \rho^{2}}{\mu^{2}}\right)+2 R\left(\frac{\sqrt{2 n} \mu L}{2}+\frac{2 \sqrt{2 n} \rho}{\mu}\right)$, where
$R$ satisfies $\|x\| \leq R \forall x \in \mathcal{X}$.
Proof. Let $e_{k}:=\Phi\left(x^{k}\right)-\Phi^{*}, p=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}$ and $q=\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left(\frac{n \mu^{2} L^{2}}{2}+\frac{8 n \rho^{2}}{\mu^{2}}\right)+$ $2 R\left(\frac{\sqrt{2 n} \mu L}{2}+\frac{2 \sqrt{2 n} \rho}{\mu}\right)$. It follows from Theorem 5.5.5 that

$$
e_{k+1} \leq p e_{k}+q .
$$

Hence,

$$
e_{k} \leq p^{k} e_{0}+q \sum_{i=0}^{k-1} p^{i} \leq p^{k} e_{0}+\frac{q}{1-p}
$$

and that proves (5.57).
Remark: With the choice of $\gamma$, we have $p:=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}<1$. In view of (5.57), if $\mu$ is chosen of the order $O(\epsilon)$, the deterministic zeroth-order ISTA can reach $\epsilon$ accuracy of the objective function $\Phi^{*}$ in $O(\ln (1 / \epsilon))$ iterations. However, since $\rho=\mu^{2}=O\left(\epsilon^{2}\right)$ and there are $n$ function value queries at each iteration, the total effort is $O(n \ln (1 / \epsilon)) \operatorname{eff}\left(\epsilon^{2}\right)$.

For a particular effort function eff $(\rho)=D \rho^{-\kappa}$ where $\kappa>0$ and $D>0$, the following corollary shows that the dynamically increased precision $\rho_{k}$ could be beneficial.

Corollary 5.5.7 Suppose $f \in C_{L}^{1}(\mathcal{X})$ and $\Phi(x)$ satisfies Assumption 5.5.1, and $\gamma \leq$ $\min \{1 / L, \alpha\}, \mu_{k}=q^{k}, \rho_{k}=q^{2 k}$ where $1-\frac{\gamma-\frac{L \nu^{2}}{2}}{2 \chi}<q<1$. Let $\left\{x^{k}\right\}$ be the sequence produced by the deterministic zeroth-order ISTA algorithm, then the following holds

$$
\begin{equation*}
\Phi\left(x^{k}\right)-\Phi^{*} \leq p^{k}\left(\Phi\left(x^{0}\right)-\Phi^{*}\right)+\frac{U q^{k}}{q-p} \tag{5.58}
\end{equation*}
$$

where $p=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}$, and $R$ satisfies $\|x\| \leq R \forall x \in \mathcal{X}$, and $U$ is constant depends on $\gamma, L$ and $n$.

Moreover, to achieve the $\epsilon$ accuracy of $\Phi^{*}$, the total effort is of the order $O\left(n \epsilon^{-2 \kappa}\right)$.
Proof. Let $e_{k}:=\Phi\left(x^{k}\right)-\Phi^{*}, p=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}$ and

$$
r_{k}=\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left(\frac{n \mu_{k}^{2} L^{2}}{2}+\frac{8 n \rho_{k}^{2}}{\mu_{k}^{2}}\right)+2 R\left(\frac{\sqrt{2 n} \mu_{k} L}{2}+\frac{2 \sqrt{2 n} \rho_{k}}{\mu_{k}}\right) .
$$

It follows from Theorem 5.5.5 that

$$
e_{k+1} \leq p e_{k}+r_{k}
$$

Since $\rho_{k}=q^{2 k}$ and $\mu_{k}=q^{k}$ where $p<q<1$, there exists a constant $U$ such that

$$
r_{k} \leq U q^{k}, \quad \forall k
$$

From the above bound, it is clear that the following holds

$$
\begin{equation*}
e_{k} \leq p^{k} e_{0}+U q^{k-1} \sum_{i=0}^{k-1}\left(\frac{p}{q}\right)^{i} \leq p^{k} e_{0}+\frac{U q^{k}}{q-p} \tag{5.59}
\end{equation*}
$$

and that proves 5.58).
Since the dominating term in (5.59) is $\frac{U q^{k}}{q-p}$, to achieve $\epsilon$-accuracy of $e_{k}:=\Phi\left(x^{k}\right)-\Phi^{*}$, it requires $N=O(\ln \epsilon / \ln q)$ iterations. With the effort function eff $(\rho)=D \rho^{-\kappa}$ and $\rho_{k}=q^{2 k}$, the total effort is

$$
\begin{aligned}
n \sum_{k=0}^{N} \operatorname{eff}\left(\rho_{k}\right) & =n \sum_{k=0}^{N} D q^{-2 k \kappa} \\
& =n D \frac{q^{-2 \kappa(N+1)}-1}{q^{-2 \kappa}-1}
\end{aligned}
$$

Note that $N$ is of the order $O(\ln \epsilon / \ln q)$, as a result, the total effort is of the order $O\left(n \mathrm{eff}^{2}(\epsilon)\right)$.

Remark: With the choice of $\gamma$, we have $p:=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{2 \chi}<q<1$. In view of 5.58, the deterministic zeroth-order ISTA can reach $\epsilon$ accuracy of the objective function $\Phi^{*}$ in $O(\ln (1 / \epsilon))$ iterations. However, the total effort is of the order $O\left(n \operatorname{eff}^{2}(\epsilon)\right)$. It reduces the effort compared with that $O\left(n \ln (1 / \epsilon)\right.$ eff $\left.{ }^{2}(\epsilon)\right)$ when $\rho_{k}$ 's are set to be constantly $\rho$.

### 5.5.3 Stochastic Zeroth-Order Algorithm

In this section, we consider the stochastic objective function. Specifically, in problem (5.49), the function $f$ is assumed of the following form

$$
\begin{equation*}
f(x)=\mathrm{E}[F(x, \xi)] \tag{5.60}
\end{equation*}
$$

where expectation is taken over the random vector $\xi$. Compared with Assumption 5.2.1. we make slightly different assumptions of $F(x, \xi)$.

Assumption 5.5.2 Suppose the loss function $f(x)$ is given in the form 5.60, then we assume that $F(x, \xi)$ satisfies

$$
\begin{align*}
\mathrm{E}[F(x, \xi)] & =f(x),  \tag{5.61}\\
\mathrm{E}[\nabla F(x, \xi)] & =\nabla f(x), \tag{5.62}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left[\|\nabla F(x, \xi)-\nabla f(x)\|^{2}\right] \leq \theta_{1}^{2} . \tag{5.63}
\end{equation*}
$$

Note that in Assumption 5.5.2, the variance of $F(x, \xi)$ is no longer assumed to be bounded. The smoothing scheme which is the same as (5.8) leads to the stochastic zeroth-order oracle $(\mathcal{S Z O})$.

The proximal gradient dominant condition (5.51) can be extended to the smoothing function.

Lemma 5.5.8 Suppose function $\Phi(x)$ in (5.49) satisfies proximal gradient dominant condition, and $f^{\mu}(x)$ is given by (5.8). Let $\Phi^{\mu}(x):=f^{\mu}(x)+h(x)$, where $f^{\mu}(x)$ is defined as in Definition 8, and $x^{*}$ be the optimal solution to problem (5.49). Then the following inequality holds

$$
\begin{equation*}
\left|\Phi^{\mu}(x)-\Phi^{\mu}\left(x^{*}\right)\right| \leq 2 \chi\left\|\tilde{\nabla} \Phi^{\mu}(x ; \alpha)\right\|^{2}+\left(L+\frac{n^{2} L^{2}}{2}\right) \mu^{2} \tag{5.64}
\end{equation*}
$$

where $\tilde{\nabla} \Phi^{\mu}(x ; \alpha)$ is defined as in (5.53) with $d$ being $\nabla f^{\mu}(x)$.
Proof. Based on inequality (5.10), we have

$$
\begin{align*}
& \left|\Phi^{\mu}(x)-\Phi^{\mu}\left(x^{*}\right)\right| \\
= & \left|\Phi^{\mu}(x)-\Phi(x)-\left(\Phi^{\mu}\left(x^{*}\right)-\Phi\left(x^{*}\right)\right)+\Phi(x)-\Phi\left(x^{*}\right)\right| \\
\leq & \left|\Phi(x)-\Phi\left(x^{*}\right)\right|+\left|\Phi^{\mu}(x)-\Phi(x)\right|+\left|\Phi^{\mu}\left(x^{*}\right)-\Phi\left(x^{*}\right)\right| \\
\leq & \left|\Phi(x)-\Phi\left(x^{*}\right)\right|+L \mu^{2} \\
\leq & \chi\|\tilde{\nabla} \Phi(x ; \alpha)\|^{2}+L \mu^{2} . \tag{5.65}
\end{align*}
$$

Moreover, from the non-expansiveness of the proximal gradient, we have

$$
\left\|\tilde{\nabla} \Phi(x ; \alpha)-\tilde{\nabla} \Phi^{\mu}(x ; \alpha)\right\| \leq\left\|\nabla f^{\mu}(w)-\nabla f(w)\right\| \leq \frac{\mu n L}{2} .
$$

The above inequality together with (5.65) leads to

$$
\begin{aligned}
& \left|\Phi^{\mu}(x)-\Phi^{\mu}\left(x^{*}\right)\right| \\
\leq & \chi\|\tilde{\nabla} \Phi(x ; \alpha)\|^{2}+L \mu^{2} \\
\leq & \chi\left(2\left\|\tilde{\nabla} \Phi^{\mu}(x ; \alpha)\right\|^{2}+2\left\|\tilde{\nabla} \Phi(x ; \alpha)-\tilde{\nabla} \Phi^{\mu}(x ; \alpha)\right\|^{2}\right)+L \mu^{2} \\
\leq & 2 \chi\left\|\tilde{\nabla} \Phi^{\mu}(x ; \alpha)\right\|^{2}+\frac{\mu^{2} n^{2} L^{2}}{2}+L \mu^{2},
\end{aligned}
$$

which proves (5.64).
Based on (5.9) we similarly define the stochastic zeroth-order gradient $(\mathcal{S Z O})$ of $f$ at point $x$ :

$$
\begin{equation*}
G_{\mu}(x, \xi, v)=\frac{n}{\mu}[F(x+\mu v, \xi)-F(x, \xi)] v, \tag{5.66}
\end{equation*}
$$

where $v$ is the random vector uniformly distributed over the unit sphere in $\mathbb{R}^{n}$.
The following lemma shows some properties of the $\mathcal{S Z O}$. Note that function $f$ satisfies Assumption 5.5.2, i.e. (5.61) and (5.62) hold. This fact together with Lemma 5.2.1(a) leads to:

Lemma 5.5.9 Suppose that $G_{\mu}(x, \xi, v)$ is defined as in 5.66), and $f$ satisfies Assumption 5.5.2, i.e. (5.61), (5.62) and (5.63) hold. Then

$$
\begin{equation*}
\mathrm{E}_{v, \xi}\left[G_{\mu}(x, \xi, v)\right]=\nabla f^{\mu}(x) . \tag{5.67}
\end{equation*}
$$

Suppose $f(x) \in C_{L_{0}}^{0}(\mathcal{X})$ and $F(x, \xi) \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ for all $\xi$. Then the following holds

$$
\begin{equation*}
\mathrm{E}_{v, \xi}\left[\left\|G_{\mu}(x, \xi, v)\right\|^{2}\right] \leq 2 n N+\mu^{2} L^{2} n^{2} \tag{5.68}
\end{equation*}
$$

where $N=L_{0}^{2}+\theta_{1}^{2}$.
Proof. The first equation is easy to verify. We prove the second inequality. Apply-
ing 5.12 and 5.63 to $F(x, \xi)$, we have

$$
\begin{array}{ll} 
& \mathrm{E}_{v, \xi}\left[\left\|G_{\mu}(x, \xi, v)\right\|^{2}\right] \\
= & \mathrm{E}_{\xi}\left[\mathrm{E}_{v}\left[\left\|G_{\mu}(x, \xi, v)\right\|^{2}\right]\right] \\
\stackrel{5.12}{\leq} & 2 n\left[\mathrm{E}_{\xi}\left[\|\nabla F(x, \xi)\|^{2}\right]\right]+\frac{\mu^{2}}{2} L^{2} n^{2} \\
\leq & 2 n\left\{\mathrm{E}_{\xi}\left[\|\nabla f(x)\|^{2}\right]+\mathrm{E}_{\xi}\left[\|\nabla F(x, \xi)-\nabla f(x)\|^{2}\right]\right\}+\mu^{2} L^{2} n^{2} \\
\leq & 2 n\left(\|\nabla f(x)\|^{2}+\theta_{1}^{2}\right)+\mu^{2} L^{2} n^{2} \\
\leq & 2 n N+\mu^{2} L^{2} n^{2} \tag{5.69}
\end{array}
$$

From Lemma 5.5.9, it also implies the boundedness of the variance of $G_{\mu}(x, \xi, v)$. In fact, the following inequality is straightforward

$$
\begin{equation*}
\mathrm{E}_{v, \xi}\left[\left\|G_{\mu}(x, \xi, v)-\nabla f^{\mu}(x)\right\|^{2}\right] \leq \mathrm{E}_{v, \xi}\left[\left\|G_{\mu}(x, \xi, v)\right\|^{2}\right] \leq 2 n N+\mu^{2} L^{2} n^{2} \tag{5.70}
\end{equation*}
$$

For the simplicity, we denote $\hat{\theta}:=2 n N+\mu^{2} L^{2} n^{2}$. In order to control the variance, in the algorithm, we take $m$ samples of the $\mathcal{S Z O}$ at each iteration. Formally, we define

$$
\begin{equation*}
G_{\mu}\left(x^{k}, m\right)=\frac{1}{m} \sum_{t=1}^{m} G_{\mu}\left(x^{k}, \xi_{k}^{t}, v_{k}^{t}\right) \tag{5.71}
\end{equation*}
$$

Moreover, define $\delta^{k}:=G_{\mu}(x, \xi, v)-\nabla f^{\mu}(x)$, it is clear that

$$
\begin{equation*}
\mathrm{E}_{v, \xi}\left[\|\delta\|^{2}\right] \leq \frac{\hat{\theta}^{2}}{m} \tag{5.72}
\end{equation*}
$$

Now we are ready to show the stochastic zeroth-order ISTA algorithm for the problem 5.60.

```
Stochastic zeroth-order ISTA
Parameters: \(\gamma, \mu>0\).
Initialization: \(x^{0}=0\).
for \(k=0,1, \cdots\),
    \(G_{\mu}\left(x^{k}, m\right)=\frac{1}{m} \sum_{t=1}^{m} G_{\mu}\left(x^{k}, \xi_{k}^{t}, v_{k}^{t}\right) ;\)
    \(x^{k+1}=\underset{y \in \mathcal{X}}{\operatorname{argmin}}\left\{\left\langle G_{\mu}\left(x^{k}, m\right), y\right\rangle+h(y)+\frac{1}{2 \gamma}\left\|y-x^{k}\right\|^{2}\right\}\).
end for
```

The following theorem shows the linear convergence for the algorithm. The expectation is taken over the $\sigma$-field generated by the random variables $\left\{\xi_{k}^{t}, v_{k}^{t}\right\}_{t=1}^{m}, k=1,2, \ldots$, and the generalized proximal gradient is defines as

$$
g_{\mu}^{k}=\frac{1}{\gamma}\left(x^{k}-x^{k+1}\right) .
$$

Theorem 5.5.10 Suppose $\Phi(x)$ satisfies Assumption 5.5 .1 and Assumption 5.5.2 and $F(x, \xi) \in C_{L}^{1}\left(\mathbb{R}^{n}\right)$ for all $\xi$. Let $\left\{x^{k}\right\}$ be the sequence produced by the stochastic zerothorder ISTA algorithm and $\gamma \leq \min \{1 / L, \alpha\}$. Then,

$$
\begin{equation*}
\mathrm{E}\left[\Phi\left(x^{k}\right)\right]-\Phi^{*} \leq p^{k}\left(\Phi\left(x^{0}\right)-\Phi^{*}\right)+\frac{q}{1-p}+2 L \mu^{2} \tag{5.73}
\end{equation*}
$$

where $p=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{4 \chi}$ and $q=\frac{\gamma-\frac{L \gamma^{2}}{2}}{4 \chi}\left(L+\frac{n^{2} L^{2}}{2}\right) \mu^{2}+\left(2 \gamma-\frac{L \gamma^{2}}{2}\right) \frac{\hat{\theta}^{2}}{m}$.
Proof. It follows from Assumption 10 and the property of the smoothing function that

$$
\begin{align*}
f^{\mu}\left(x^{k+1}\right) & \leq f^{\mu}\left(x^{k}\right)+\left\langle\nabla f^{\mu}\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle+\frac{L}{2}\left\|x^{k+1}-x^{k}\right\|^{2}  \tag{5.74}\\
& =f^{\mu}\left(x^{k}\right)-\left\langle\nabla f^{\mu}\left(x^{k}\right), \gamma g_{\mu}^{k}\right\rangle+\frac{L \gamma^{2}}{2}\left\|g_{\mu}^{k}\right\|^{2} \\
& =f^{\mu}\left(x^{k}\right)-\gamma\left\langle G_{\mu}\left(x^{k}, m\right), g_{\mu}^{k}\right\rangle+\frac{L \gamma^{2}}{2}\left\|g_{\mu}^{k}\right\|^{2}+\gamma\left\langle G_{\mu}\left(x^{k}, m\right)-\nabla f^{\mu}\left(x^{k}\right), g_{\mu}^{k}\right\rangle \\
& \leq f^{\mu}\left(x^{k}\right)-\gamma\left\|g_{\mu}^{k}\right\|^{2}+h\left(x^{k}\right)-h\left(x^{k+1}\right)+\frac{L \gamma^{2}}{2}\left\|g_{\mu}^{k}\right\|^{2}+\gamma\left\langle\delta^{k}, g_{\mu}^{k}\right\rangle .
\end{align*}
$$

The first inequality follows from the so-called descent lemma, whereas the second in-
equality is due to Lemma 5.5.2. Based on the definition of $\Phi^{\mu}$, we have

$$
\begin{align*}
\Phi^{\mu}\left(x^{k+1}\right) \leq & \Phi^{\mu}\left(x^{k}\right)-\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left\|g_{\mu}^{k}\right\|^{2}+\gamma\left\langle\delta^{k}, g_{\mu}^{k}\right\rangle \\
\leq & \Phi^{\mu}\left(x^{k}\right)-\left(\gamma-\frac{L \gamma^{2}}{2}\right) \frac{\left\|\tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\|^{2}}{2} \\
& +\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left\|\tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)-g_{\mu}^{k}\right\|^{2}+\gamma\left\langle\delta^{k}, g_{\mu}^{k}\right\rangle \\
\leq & \Phi^{\mu}\left(x^{k}\right)-\left(\gamma-\frac{L \gamma^{2}}{2}\right) \frac{\left\|\tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\|^{2}}{2}+\left(\gamma-\frac{L \gamma^{2}}{2}\right)\left\|\delta^{k}\right\|^{2} \\
& +\gamma\left\langle\delta^{k}, \tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\rangle+\gamma\left\langle\delta^{k}, g_{\mu}^{k}-\tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\rangle . \tag{5.75}
\end{align*}
$$

Notice $\mathrm{E}\left[\left\langle\delta^{k}, \tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\rangle \mid x^{k}\right]=0$ and $\left\langle\delta^{k}, g_{\mu}^{k}-\tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\rangle \leq\left\|\delta^{k}\right\|\left\|g_{\mu}^{k}-\tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\| \leq$ $\left\|\delta^{k}\right\|^{2}$. Taking expectation on both sides of (5.75), we have

$$
\mathrm{E}\left[\Phi^{\mu}\left(x^{k+1}\right)\right] \leq \mathrm{E}\left[\Phi^{\mu}\left(x^{k}\right)\right]-\left(\gamma-\frac{L \gamma^{2}}{2}\right) \frac{\mathrm{E}\left[\left\|\tilde{\nabla} \Phi^{\mu}\left(x^{k} ; \gamma\right)\right\|^{2}\right]}{2}+\left(2 \gamma-\frac{L \gamma^{2}}{2}\right) \mathrm{E}\left[\left\|\delta^{k}\right\|^{2}\right] .
$$

Invoking the proximal gradient dominant condition (5.64) and $\gamma \leq \min \{1 / L, \alpha\}$, we have

$$
\begin{aligned}
& \mathrm{E}\left[\Phi^{\mu}\left(x^{k+1}\right)\right]-\Phi^{\mu}\left(x^{*}\right) \\
\leq & \mathrm{E}\left[\Phi^{\mu}\left(x^{k}\right)\right]-\Phi^{\mu}\left(x^{*}\right)+\left(2 \gamma-\frac{L \gamma^{2}}{2}\right) \mathrm{E}\left[\left\|\delta^{k}\right\|^{2}\right] \\
& -\frac{\gamma-\frac{L \gamma^{2}}{2}}{4 \chi}\left(\mathrm{E}\left[\Phi^{\mu}\left(x^{k}\right)\right]-\Phi^{\mu}\left(x^{*}\right)-\left(L+\frac{n^{2} L^{2}}{2}\right) \mu^{2}\right) \\
\leq & \left(1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{4 \chi}\right)\left(\mathrm{E}\left[\Phi^{\mu}\left(x^{k}\right)\right]-\Phi^{\mu}\left(x^{*}\right)\right) \\
& +\frac{\gamma-\frac{L \gamma^{2}}{2}}{4 \chi}\left(L+\frac{n^{2} L^{2}}{2}\right) \mu^{2}+\left(2 \gamma-\frac{L \gamma^{2}}{2}\right) \frac{\hat{\theta}^{2}}{m} .
\end{aligned}
$$

Denote $e_{k}:=\mathrm{E}\left[\Phi^{\mu}\left(x^{k}\right)\right]-\Phi^{\mu}\left(x^{*}\right), p=1-\frac{\left(\gamma-\frac{L \gamma^{2}}{2}\right)}{4 \chi}$ and $q=\frac{\gamma-\frac{L \gamma^{2}}{2}}{4 \chi}\left(L+\frac{n^{2} L^{2}}{2}\right) \mu^{2}+(2 \gamma-$ $\left.\frac{L \gamma^{2}}{2}\right) \frac{\hat{\theta}^{2}}{m}$. The above expression can be simplified to

$$
e_{k+1} \leq p e_{k}+q .
$$

Expanding recursively, we obtain

$$
e_{k} \leq p^{k} e_{0}+q \sum_{i=0}^{k-1} p^{i} \leq p^{k} e_{0}+\frac{q}{1-p} .
$$

Since $\Phi\left(x^{k}\right)-\Phi\left(x^{*}\right)-L \mu^{2} \leq \Phi^{\mu}\left(x^{k}\right)-\Phi^{\mu}\left(x^{*}\right) \leq \Phi\left(x^{k}\right)-\Phi\left(x^{*}\right)+L \mu^{2}$, this leads to (5.73).

Remark: With the choice of $\gamma$, we have $p:=1-\frac{\gamma-\frac{L \gamma^{2}}{2}}{4 \chi}<1$. In view of (5.73), if $\mu$ is chosen of the order $O(\sqrt{\epsilon})$ and $m$ is of the order $O(1 / \epsilon)$, the stochastic zerothorder ISTA can reach $\epsilon$ accuracy of the objective function $\Phi^{*}$ in $O(\ln (1 / \epsilon))$ iterations. However, if we consider the total number of samples, the sample complexity is of the order $O(1 / \epsilon \ln (1 / \epsilon))$.

### 5.6 Numerical Experiments

In this section, we test the performance of the zeroth-order gradient descent algorithm on two problem instances: Branin-Hoo function and logistic regression classification on the popular MNIST data, on which we compare with the Bayesian optimization algorithms [108]. For Bayesian optimization, the Branin-Hoo function is a common benchmark test case [64. It is defined over $x \in \mathbb{R}^{2}$ where $0 \leq x_{1} \leq 15$ and $-5 \leq x_{1} \leq 15$. We also test logistic regression classification task on the popular MNIST data. This is a typical application of the black-box optimization, where our goal is to find the best configuration of the hyperparameters in terms of the general misclassification error. Since the MNIST is a multi-class dataset, we use the multinomial logistic regression with $L_{1}$ regularization. The algorithm requires choosing three hyperparameters, the $L_{1}$ regularization parameter, between 0 and 2, the tolerance, from 1e-6 to 0.1 and the number of iterations, from 20 to 300. Specifically, we compare with the Bayesian optimization of two different acquisition functions, the expected improvement (EI) and the upper confidence bound (UCB), where both of them are based on the Gaussian process model. For each algorithm, the mean and standard error of every iteration are reported, and they are tested on the Branin-Hoo and logistic regression problems for 100 and 10 times respectively. The results of these analyses are presented in Figures 5.2 in terms of the number of iterations of each algorithm. On Branin-Hoo, all the algorithms are able to find the optimal solution, and our zeroth-order gradient descent converges


Figure 5.2: Upper: Comparisons on the Branin-Hoo function; Lower: Comparison on training logistic regression on MNIST.
slightly faster than the Bayesian optimization methods. For logistic regression, in terms of the quality of the solution, the Bayesian approaches slightly outperform our method. However, as the training process is very time consuming, the zeroth-order gradient descent has the advantage that it can find a relative good solution with fewer iterations.

### 5.7 Conclusion

In this chapter, we presented a suite of zeroth-order methods for solving various blackbox optimization models. For problems with single objective function and composite objective function, under strong convexity and gradient dominance, we have established linear convergence rate for different zeroth-order methods. For stochastic block-box optimization problem, we considered a single-sample setting and we showed that zeroth-
order gradient descent method can still achieve a sublinear convergence rate. Moreover, for certain classes of nonconvex optimization problems including the star-convexity and weak pseudo-convexity, we proposed simple zeroth-order algorithms which converge to the optimal solution at the sublinear rate. In particular, for the weakly pseudo-convex optimization, we also developed a novel approximation scheme of the direction of the gradient which enables us to extend the applicability of the normalized gradient descent method to the zeroth-order setting. In addition, by comparing with the state-of-the-art Bayesian optimization method for solving some benchmark problems, our numerical results show the comparable practical performance of our algorithms as well.

## Chapter 6

## Zeroth-Order Algorithms for Online Learning

### 6.1 Preparation

In general, an online learning (online optimization) problem can be described as follows

## General Online Learning Problem

Input: A convex set $S$
for $t=1,2, \ldots$

- predict a vector $x_{t} \in S$,
- receive a loss function $f_{t}: S \rightarrow \mathbb{R}$,
- suffer a loss $f_{t}\left(x_{t}\right)$.

As an illustrating example, the online linear regression works as follows: on each decision period, the learner first receives feature vector $w_{t} \in \mathbb{R}^{d}$, and then the learner needs to make a prediction $p_{t}$. After the true target $y_{t} \in \mathbb{R}$ is revealed, the learner suffers the loss $\left|p_{t}-y_{t}\right|$. Assuming the learner is using the linear predictors of the form $w_{t} \mapsto\left\langle x, w_{t}\right\rangle$, we can easily cast this online prediction problem into the online optimization framework. In particular, the learner should provide a vector $x_{t}$, which yields the prediction $p_{t}=$ $\left\langle x_{t}, w_{t}\right\rangle$, and the loss function becomes to $f_{t}\left(x_{t}\right)=\left|p_{t}-y_{t}\right|=\left|\left\langle x_{t}, w_{t}\right\rangle-y_{t}\right|$.

In the online learning framework, at each period $t \in\{1,2, \ldots, T\}$, an online player chooses a feasible strategy $x_{t}$ from a decision set $S$, and suffers a loss given by $f_{t}\left(x_{t}\right)$, where $f_{t}(\cdot)$ is the loss function. One key feature of the online learning is that the player must make a decision for period $t$ without knowing the loss function $f_{t}(\cdot)$. As a result, for an online learning algorithm, the performance is usually measured by the so-called regret. For a stationary strategy of playing a fixed $u$, the regret of an online algorithm up to time $T$ with respect to $u$ is defined as:

$$
\begin{equation*}
\operatorname{Regret}_{T}(u)=\sum_{t=1}^{T} f_{t}\left(x_{t}\right)-\sum_{t=1}^{T} f_{t}(u) \tag{6.1}
\end{equation*}
$$

where $x_{t}$ are the predictions produced by the algorithm. For instance, the regret of the online linear regression problem with respect to a fixed linear predictor $u$ is

$$
\begin{equation*}
\operatorname{Regret}_{T}(u)=\sum_{t=1}^{T}\left|\left\langle x_{t}, x_{t}\right\rangle-y_{t}\right|-\sum_{t=1}^{T}\left|\left\langle u, x_{t}\right\rangle-y_{t}\right| \tag{6.2}
\end{equation*}
$$

The goal of the online learning is to design some efficient algorithms which can achieve a nontrivial regret bound, i.e. the regret should be bounded as $\operatorname{Regret}_{T}(u) \leq$ $O\left(T^{\alpha}\right)$, with $\alpha<1$. When the loss functions $f_{t}$ are convex and deterministic, there are several algorithms that have been shown that an $O\left(T^{\frac{1}{2}}\right)$ regret bound is achievable, including the Follow the Regularized Leader (FoRel), Online Gradient Descent, and Online Mirror Descent and so on; see [109]. However, when the loss functions are stochastic, the research on the regret bound is still very limited and we will study that in this chapter.

### 6.2 Stochastic Loss Functions

We consider an online convex optimization problem where the loss function $f_{t}\left(x_{t}\right)$ is given in the following form

$$
\begin{equation*}
f_{t}\left(x_{t}\right)=\mathrm{E}_{\xi}\left[F_{t}\left(x_{t}, \xi\right)\right] \quad \forall t \geq 1, \tag{6.3}
\end{equation*}
$$

where the expectation is taken over the random variable $\xi$. However, at each time $t$, after the learner chooses a decision vector $x_{t}$, the full information of $f_{t}\left(x_{t}\right)$ is not disclosed. Instead, we can observe an unbiased random sample $F_{t}\left(x_{t}, \xi_{t}\right)$. Based on
the sample information, an algorithm which outputs a random vector sequence $\left\{x_{t}\right\}_{t=1}^{T}$ would entail an expected regret as

$$
\begin{equation*}
\operatorname{Regret}_{T}(u)=\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right] \tag{6.4}
\end{equation*}
$$

As we will show in this section, the stochastic zeroth-order online gradient descent method achieves a regret bound in the order of $O(\sqrt{T})$.

### 6.2.1 The Stochastic Zeroth-Order Online Gradient Descent

Before we present the algorithm, we first introduce some assumptions of $F_{t}\left(x_{t}, \xi\right)$.
Assumption 6.2.1 Suppose the loss function $f_{t}\left(x_{t}\right)$ is given in the form (6.3), then we assume that $F_{t}\left(x_{t}, \xi\right)$ satisfies

$$
\begin{align*}
\mathrm{E}\left[F_{t}\left(x_{t}, \xi\right)\right] & =f_{t}\left(x_{t}\right)  \tag{6.5}\\
\mathrm{E}\left[\nabla F_{t}\left(x_{t}, \xi\right)\right] & =\nabla f_{t}\left(x_{t}\right) \tag{6.6}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left[\left\|\nabla F_{t}\left(x_{t}, \xi\right)-\nabla f_{t}\left(x_{t}\right)\right\|^{2}\right] \leq \sigma^{2} \tag{6.7}
\end{equation*}
$$

for all $t=1, \ldots, T$.

Now, we introduce our smoothing scheme and point out the definition of $\mathcal{S Z O}$ as well as its properties.

Definition 17 Let $U_{b}$ be the uniform distribution over the unit Euclidean ball and $B$ be the unit ball. Given $\delta>0$, the smoothing function $f_{t}^{\delta}$ is defined as

$$
\begin{equation*}
f_{t}^{\delta}(x)=\mathrm{E}_{\left\{v \sim U_{b}\right\}}\left[f_{t}(x+\delta v)\right]=\frac{1}{\alpha(d)} \int_{B} f_{t}(x+\delta v) d v \tag{6.8}
\end{equation*}
$$

where $\alpha(d)$ is the volume of the unit ball in $\mathbb{R}^{d}$.
Some basic properties of the smoothing function are shown in the lemma below, which has been used in previous chapters. For the sake of clarity, we present it here again.

Lemma 6.2.1 Suppose that $f_{t} \in C_{L}^{1}\left(\mathbb{R}^{d}\right)$. Let $U_{S_{p}}$ be the uniform distribution over the unit Euclidean sphere, and $S_{p}$ be the unit sphere in $\mathbb{R}^{d}$. Then we have:
(a) The smoothing function $f_{t}^{\delta}$ is continuously differentiable, and its gradient is Lipschitz continuous with constant $L_{\delta} \leq L$ and

$$
\begin{equation*}
\nabla f_{t}^{\delta}(w)=\mathrm{E}_{\left\{v \sim U_{S_{p}}\right\}}\left[\frac{d}{\delta} f_{t}(w+\delta v) v\right]=\frac{1}{\beta(d)} \int_{v \in S_{p}} \frac{d}{\delta}\left[f_{t}(w+\delta v)-f_{t}(w)\right] v d v \tag{6.9}
\end{equation*}
$$

where $\beta(d)$ is the measure of the unit sphere in $\mathbb{R}^{d}$.
(b) For any $w \in \mathbb{R}^{d}$, we have

$$
\begin{align*}
& \left|f_{t}^{\delta}(w)-f_{t}(w)\right| \leq \frac{L \delta^{2}}{2}  \tag{6.10}\\
& \left\|\nabla f_{t}^{\delta}(w)-\nabla f_{t}(w)\right\| \leq \frac{\delta d L}{2},  \tag{6.11}\\
& \mathrm{E}_{v}\left[\left\|\frac{d}{\delta}\left[f_{t}(w+\delta v)-f_{t}(w)\right] v\right\|^{2}\right] \leq 2 d\left\|\nabla f_{t}(w)\right\|^{2}+\frac{\delta^{2}}{2} L^{2} d^{2} . \tag{6.12}
\end{align*}
$$

(c) If $f_{t}$ is convex, then $f_{t}^{\delta}$ is also convex.

Now based on (6.9) we define the zeroth-order stochastic gradient of $f_{t}$ at point $x_{t}$ :

$$
\begin{equation*}
G_{\delta}\left(x_{t}, \xi_{t}, v\right)=\frac{d}{\delta}\left[F_{t}\left(x_{t}+\delta v, \xi_{t}\right)-F_{t}\left(x_{t}, \xi_{t}\right)\right] v \tag{6.13}
\end{equation*}
$$

where $v$ is the random vector uniformly distributed over the unit sphere in $\mathbb{R}^{d}$.
Before presenting the regret bound analysis for the algorithm, we first show some properties of the function $G\left(x_{t}, \xi_{t}\right):=\nabla_{x} F\left(x_{t}, \xi_{t}\right)$.

Lemma 6.2.2 Suppose that $G_{\delta}\left(x_{t}, \xi_{t}, v\right)$ is defined as in 6.13), and $f_{t}$ satisfies $A s$ sumption 6.2.1, i.e. (6.5), (6.6) and (6.7) hold. Then

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{t}}\left[G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right]=\nabla f_{t}^{\delta}\left(x_{t}\right) \tag{6.14}
\end{equation*}
$$

If we further assume $\left\|\nabla f_{t}(w)\right\| \leq M, \forall w \in S, t=1, \ldots, T$, then the following holds

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{t}}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right\|^{2}\right] \leq 2 d N+\delta^{2} L^{2} d^{2} \tag{6.15}
\end{equation*}
$$

where $N=M^{2}+\sigma^{2}$.

Proof. The first statement is easy to verify. We shall focus on the second statement. Applying (6.12) and (6.7) to $F_{t}\left(x_{t}, \xi_{t}\right)$ and $G\left(x_{t}, \xi_{t}\right)$, we have

$$
\begin{align*}
& \mathrm{E}_{v, \xi_{t}}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right\|^{2}\right] \\
= & \mathrm{E}_{\xi_{t}}\left[\mathrm{E}_{v}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right\|^{2}\right]\right] \\
\leq & 2 d\left[\mathrm{E}_{\xi_{t}}\left[\left\|G\left(x_{t}, \xi_{t}\right)\right\|^{2}\right]\right]+\frac{\delta^{2}}{2} L^{2} d^{2} \\
\leq & 2 d\left\{\mathrm{E}_{\xi_{t}}\left[\left\|\nabla f_{t}\left(x_{t}\right)\right\|^{2}\right]+\mathrm{E}_{\xi_{t}}\left[\left\|G\left(x_{t}, \xi_{t}\right)-\nabla f_{t}\left(x_{t}\right)\right\|^{2}\right]\right\}+\delta^{2} L^{2} d^{2} \\
\leq & 2 d\left\{\left\|\nabla f_{t}\left(x_{t}\right)\right\|^{2}+\sigma^{2}\right\}+\delta^{2} L^{2} d^{2} \\
\leq & 2 d N+\delta^{2} L^{2} d^{2} . \tag{6.16}
\end{align*}
$$

For the online convex optimization problem (6.3), the stochastic zeroth-order online gradient descent method is as follows.

```
Stochastic Zeroth-order Online Gradient Descent
parameters: \(\eta, \delta>0\) and a convex set \(S \subset \mathbb{R}^{d}\)
initialize: \(\theta_{1}=0\)
for \(t=0,1, \cdots T\),
    let \(x_{t}=\arg \min _{w \in S}\left\|w-\eta \theta_{t}\right\|_{2}\)
    pick \(v_{t} \sim U_{S_{p}}\)
    predict \(x_{t}+\delta v_{t}\) and \(x_{t}\), receive \(F_{t}\left(x_{t}+\delta v_{t}\right), F_{t}\left(x_{t}\right)\)
    compute \(\mathcal{S Z O}\) as \(z_{t}=\frac{d}{\delta}\left[F_{t}\left(x_{t}+\delta v_{t}, \xi_{t}\right)-F_{t}\left(x_{t}, \xi_{t}\right)\right] v_{t}:=G_{\delta}\left(x_{t}, \xi_{t}, v_{t}\right)\)
    update \(\theta_{t+1}=\theta_{t}-z_{t}\)
end for
```

One observation is in order here. Since we need to evaluate both $F_{t}\left(x_{t}+\delta v_{t}, \xi_{t}\right)$ and $F_{t}\left(x_{t}, \xi_{t}\right)$ at time $t$, we will incur two losses at time $t$, namely $f_{t}\left(x_{t}+\delta v_{t}\right)$ and $f_{t}\left(x_{t}\right)$. Thus the regret of this algorithm should be define as

$$
\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] .
$$

The following theorem shows the $O(\sqrt{T})$ regret bound for the algorithm. Moreover, we use $\Xi_{n}$ to denote the $\sigma$-field generated by the random variables $\xi_{t}, v_{t}, t=1, \ldots, n$.

Theorem 6.2.3 Consider running the stochastic zeroth-order online gradient descent method on the loss functions $f_{t} \in C_{L}^{1}\left(\mathbb{R}^{d}\right)$ which satisfy Assumption 6.2.1. Let $S$ be a convex set and define $B=\max _{u \in S}\|u\|$. Then, for all $u \in S$ we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta} B^{2}+2 \eta\left(2 d N+\delta^{2} L^{2} d^{2}\right) T+\left(2 L \delta^{2}+M \delta\right) T . \tag{6.17}
\end{align*}
$$

In particular, if we set $\eta=B / \sqrt{\left(2 d N+\delta^{2} L^{2} d^{2}\right) 2 T}$, and $\delta=T^{-\frac{1}{2}} /(L d)$, then we have the regret is bounded by $O(\sqrt{T})$.

Proof. In view of the Follow the Regularized Leader algorithm (cf. [109]), we have the following,

$$
\begin{equation*}
\sum_{t=1}^{T}\left\langle z_{t}, x_{t}-u\right\rangle \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T}\left\|z_{t}\right\|^{2} . \tag{6.18}
\end{equation*}
$$

Take expectation, and notice that $\mathrm{E}_{\xi_{t}, v_{t}}\left[z_{t} \mid \Xi_{t-1}\right]=\nabla f_{t}^{\delta}\left(x_{t}\right)$ which is shown in (6.14), we have

$$
\begin{equation*}
\mathrm{E}\left[\sum_{t=1}^{T}\left\langle\nabla f_{t}^{\delta}\left(x_{t}\right), x_{t}-u\right\rangle\right] \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] . \tag{6.19}
\end{equation*}
$$

Recall the convexity of $f_{t}^{\delta}$, we have

$$
\begin{equation*}
\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)\right)\right] \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] . \tag{6.20}
\end{equation*}
$$

From the properties of the smoothing function, we have the following chain of inequality

$$
\begin{align*}
& f_{t}\left(x_{t}\right)-f_{t}(u) \leq f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)+L \delta^{2} \\
& f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u) \leq f_{t}\left(x_{t}\right)-f_{t}(u)+M \delta \leq f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)+L \delta^{2}+M \delta \tag{6.21}
\end{align*}
$$

By combining 6.21 and 6.20, we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta}\|u\|_{2}^{2}+2 \eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right]+\left(2 L \delta^{2}+M \delta\right) T . \tag{6.22}
\end{align*}
$$

Now, from 6.15), we can bound $\sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right]$ as

$$
\sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] \leq\left(2 d N+\delta^{2} L^{2} d^{2}\right) T
$$

Let $B=\max _{u \in S}\|u\|$, we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta} B^{2}+2 \eta\left(2 d N+\delta^{2} L^{2} d^{2}\right) T+\left(2 L \delta^{2}+M \delta\right) T \tag{6.23}
\end{align*}
$$

In particular, if we set $\eta=B / \sqrt{\left(2 d N+\delta^{2} L^{2} d^{2}\right) 2 T}$, and $\delta=T^{-\frac{1}{2}} /(L d)$, then we have the regret is bounded by $O(\sqrt{T})$.

### 6.3 Extensions Under Stochastic Loss Function Setting

### 6.3.1 Non-differentiability

Previously, we assume the function $f_{t}$ is differentiable with Lipschitz gradient. In this section, we only assume the continuity of the function $f_{t}$ and we further assume

Assumption 6.3.1 Suppose the loss function $f_{t}\left(x_{t}\right)$ is given in the form (6.3). Moreover, $f_{t}$ is a continuous function which satisfies

$$
\begin{equation*}
\left|f_{t}(x)-f_{t}(y)\right| \leq L\|x-y\|^{\beta}, \quad \forall x, y \in S \tag{6.24}
\end{equation*}
$$

where $\beta \leq 1$.
Under these assumptions, we have a similar lemma for the smoothed function $f_{t}^{\delta}$,

Lemma 6.3.1 Suppose that $f_{t}$ satisfies Assumption 6.3.1. Let $U_{S_{p}}$ be the uniform distribution over the unit Euclidean sphere, and $S_{p}$ be the unit sphere in $\mathbb{R}^{d}$. Then we have:
(a) The smoothing function $f_{t}^{\delta}$ is continuously differentiable, and it also satisfies $A s$ sumption 6.3 .1 with constant $L_{\delta} \leq L$ and

$$
\begin{equation*}
\nabla f_{t}^{\delta}(x)=\mathrm{E}_{\left\{v \sim U_{S_{p}}\right\}}\left[\frac{d}{\delta} f_{t}(x+\delta v) v\right]=\frac{1}{\beta(d)} \int_{v \in S_{p}} \frac{d}{\delta}\left[f_{t}(x+\delta v)-f_{t}(x)\right] v d v \tag{6.25}
\end{equation*}
$$

where $\beta(d)$ is the measure of the unit sphere in $\mathbb{R}^{d}$.
(b) For any $x \in \mathbb{R}^{d}$, we have

$$
\begin{align*}
& \left|f_{t}^{\delta}(x)-f_{t}(x)\right| \leq L \delta^{\beta} \frac{d}{d+\beta}<L \delta^{\beta}  \tag{6.26}\\
& \mathrm{E}_{\left\{v \sim U_{S_{p}}\right\}}\left[\left\|\frac{d}{\delta}\left[f_{t}(x+\delta v)-f_{t}(x)\right] v\right\|^{2}\right] \leq L^{2} d^{2} \delta^{2 \beta-2} \tag{6.27}
\end{align*}
$$

(c) If $f_{t}$ is convex, then $f_{t}^{\delta}$ is also convex.

Now if we define the zeroth-order stochastic oracle $G_{\delta}\left(x_{t}, \xi_{t}, v\right)$ similar to 6.13, then we have following lemma.

Lemma 6.3.2 Suppose that $G_{\delta}\left(x_{t}, \xi_{t}, v\right)$ is defined as in 6.13, and $f_{t}$ satisfies Assumption 6.3.1. Then

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{t}}\left[G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right]=\nabla f_{t}^{\delta}\left(x_{t}\right) \tag{6.28}
\end{equation*}
$$

Moreover, the following estimate holds

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{t}}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right\|^{2}\right] \leq L^{2} d^{2} \delta^{2 \beta-2} \tag{6.29}
\end{equation*}
$$

Proof. The first statement is easy to verify. We shall focus on the second statement.

Applying (6.27), we have

$$
\begin{align*}
& \mathrm{E}_{v, \xi_{t}}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right\|^{2}\right] \\
= & \mathrm{E}_{\xi_{t}}\left[\mathrm{E}_{v}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right\|^{2}\right]\right] \\
= & \left.\mathrm{E}_{\xi_{t}}\left[\mathrm{E}_{v}\left[\left\|\frac{d}{\delta}\left[F_{t}\left(x+\delta v, \xi_{t}\right)-F_{t}\left(x, \xi_{t}\right)\right] v\right\|^{2}\right]\right]\right] \\
\leq & \mathrm{E}_{\xi_{t}}\left[L^{2} d^{2} \delta^{2 \beta-2}\right]=L^{2} d^{2} \delta^{2 \beta-2} . \tag{6.30}
\end{align*}
$$

Under the non-differentiability, the regret bound for the stochastic zeroth-order online gradient descent algorithm is shown in the following theorem.

Theorem 6.3.3 Consider running the stochastic zeroth-order online gradient descent method on the loss functions $f_{t} \in C_{L}^{0}\left(\mathbb{R}^{d}\right)$ which satisfy Assumption 6.3.1. Let $S$ be a convex set and define $B=\max _{u \in S}\|u\|$. Then, for all $u \in S$ we have

$$
\begin{align*}
& \quad \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
& \leq \frac{1}{\eta} B^{2}+2 \eta L^{2} d^{2} \delta^{2 \beta-2} T+5 L \delta^{\beta} T . \tag{6.31}
\end{align*}
$$

In particular, if we set $\eta \sim T^{-\left(1-\frac{\beta}{2}\right)}$, and $\delta \sim T^{-\frac{1}{2}}$, then we have the regret is bounded by $O\left(T^{\left(1-\frac{\beta}{2}\right)}\right)$. When $\beta=1$ we have the bound to be $O\left(T^{\frac{1}{2}}\right)$.

Proof. In view of the Follow the Regularized Leader algorithm (cf. [109]), we have the following,

$$
\begin{equation*}
\sum_{t=1}^{T}\left\langle z_{t}, x_{t}-u\right\rangle \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T}\left\|z_{t}\right\|^{2} . \tag{6.32}
\end{equation*}
$$

Take expectation, and notice that $\mathrm{E}_{\xi_{t}, v_{t}}\left[z_{t} \mid \Xi_{t-1}\right]=\nabla f_{t}^{\delta}\left(x_{t}\right)$ which is shown in 6.28), we have

$$
\begin{equation*}
\mathrm{E}\left[\sum_{t=1}^{T}\left\langle\nabla f_{t}^{\delta}\left(x_{t}\right), x_{t}-u\right\rangle\right] \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] . \tag{6.33}
\end{equation*}
$$

Recall the convexity of $f_{t}^{\delta}$, we have

$$
\begin{equation*}
\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)\right)\right] \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] . \tag{6.34}
\end{equation*}
$$

From the property 6.26 of the smoothing function, we have the following chain of inequality

$$
\begin{align*}
& f_{t}\left(x_{t}\right)-f_{t}(u) \leq f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)+2 L \delta^{\beta} \\
& f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u) \leq f_{t}\left(x_{t}\right)-f_{t}(u)+L \delta^{\beta} \leq f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)+3 L \delta^{\beta} \tag{6.35}
\end{align*}
$$

By combining (6.35) and 6.34, we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta}\|u\|_{2}^{2}+2 \eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right]+5 L \delta^{\beta} T . \tag{6.36}
\end{align*}
$$

Now, from (6.29), we can bound $\sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right]$ as

$$
\sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] \leq L^{2} d^{2} \delta^{2 \beta-2} T
$$

Let $B=\max _{u \in S}\|u\|$, we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta} B^{2}+2 \eta L^{2} d^{2} \delta^{2 \beta-2} T+5 L \delta^{\beta} T . \tag{6.37}
\end{align*}
$$

In particular, if we set $\eta \sim T^{-\left(1-\frac{\beta}{2}\right)}$, and $\delta \sim T^{-\frac{1}{2}}$, then we have the regret is bounded by $O\left(T^{\left(1-\frac{\beta}{2}\right)}\right)$. When $\beta=1$ we have the bound to be $O\left(T^{\frac{1}{2}}\right)$.

### 6.3.2 One Random Sample at One Sample Point

In this section, we discuss another extension of the stochastic online learning. In previous discussions, the $\mathcal{S Z O}$ (zeroth-order oracle) is in the form of

$$
\begin{equation*}
G_{\delta}\left(x_{t}, \xi_{t}, v\right)=\frac{d}{\delta}\left[F_{t}\left(x_{t}+\delta v, \xi_{t}\right)-F_{t}\left(x_{t}, \xi_{t}\right)\right] v \tag{6.38}
\end{equation*}
$$

where we implicitly assume that we can obtain two responses $F_{t}\left(x_{t}+\delta v, \xi_{t}\right), F_{t}\left(x_{t}, \xi_{t}\right)$ at the same sample point $\xi_{t}$ for two different query points. However, following the discussion in Chapter 5, in some cases, it is only possible to have one random sample at a point, i.e. we can only receive two responses $F_{t}\left(x_{t}+\delta v, \xi_{t}^{1}\right)$ and $F_{t}\left(x_{t}, \xi_{t}^{2}\right)$ based on different sample points $\xi_{t}^{1}$ and $\xi_{t}^{2}$. As a result, we can define our new $\mathcal{S Z O}$ as follows

$$
\begin{equation*}
G_{\delta}\left(x_{t}, \xi_{t}^{1,2}, v\right)=\frac{d}{\delta}\left[F_{t}\left(x_{t}+\delta v, \xi_{t}^{1}\right)-F_{t}\left(x_{t}, \xi_{t}^{2}\right)\right] v \tag{6.39}
\end{equation*}
$$

where we assume that $\xi_{t}^{1}$ and $\xi_{t}^{2}$ are independent.
To facilitate our analysis, we make another assumption regarding the function $f_{t}(x)$.

Assumption 6.3.2 Suppose the loss function $f_{t}(x)$ is given in the form 6.3, we assume

$$
\begin{equation*}
\operatorname{Var}\left[F_{t}(x, \xi)\right]:=\mathrm{E}_{\xi}\left[\left(F_{t}(x, \xi)-f_{t}(x)\right)^{2}\right] \leq \theta^{2}, \quad \forall w \in S \tag{6.40}
\end{equation*}
$$

where $\theta>0$ is a constant.

Under Assumption 6.3.1, we have the following result.
Lemma 6.3.4 Suppose that $G_{\delta}\left(x_{t}, \xi_{t}^{1,2}, v\right)$ is defined as in 6.39, and $f_{t}$ satisfies Assumption 6.3.1 and Assumption 6.3.2. Then

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{t}^{1,2}}\left[G_{\delta}\left(x_{t}, \xi_{t}^{1,2}, v\right)\right]=\nabla f_{t}^{\delta}\left(x_{t}\right) \tag{6.41}
\end{equation*}
$$

Moreover, the following estimate holds

$$
\begin{equation*}
\mathrm{E}_{v, \xi_{t}}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}, v\right)\right\|^{2}\right] \leq 2 L^{2} d^{2} \delta^{2 \beta-2}+4 \frac{d^{2}}{\delta^{2}} \theta^{2} \tag{6.42}
\end{equation*}
$$

Proof. The first statement is easy to verify. We shall focus on the second statement.

Applying (6.27), we have

$$
\begin{align*}
& \mathrm{E}_{v, \xi_{t}^{1,2}}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}^{1,2}, v\right)\right\|^{2}\right] \\
= & \mathrm{E}_{\xi_{t}^{1,2}}\left[\mathrm{E}_{v}\left[\left\|G_{\delta}\left(x_{t}, \xi_{t}^{1,2}, v\right)\right\|^{2}\right]\right] \\
= & \mathrm{E}_{\xi_{t}^{1,2}}\left[\mathrm{E}_{v}\left[\left\|\frac{d}{\delta}\left[F_{t}\left(x+\delta v, \xi_{t}^{1}\right)-F_{t}\left(x, \xi_{t}^{2}\right)\right] v\right\|^{2}\right]\right] \\
\leq & \mathrm{E}_{\xi_{t}^{1,2}}\left[\mathrm{E}_{v}\left[2\left\|\frac{d}{\delta}\left[F_{t}\left(x+\delta v, \xi_{t}^{1}\right)-F_{t}\left(x, \xi_{t}^{1}\right)\right] v\right\|^{2}+2\left\|\frac{d}{\delta}\left[F_{t}\left(x, \xi_{t}^{1}\right)-F_{t}\left(x, \xi_{t}^{2}\right)\right] v\right\|^{2}\right]\right] \\
\leq & \mathrm{E}_{\xi_{t}^{1,2}}\left[2 L^{2} d^{2} \delta^{2 \beta-2}+2 \frac{d^{2}}{\delta^{2}}\left|F_{t}\left(x, \xi_{t}^{1}\right)-F_{t}\left(x, \xi_{t}^{2}\right)\right|^{2}\right] \\
\stackrel{(6.40)}{\leq} & 2 L^{2} d^{2} \delta^{2 \beta-2}+4 \frac{d^{2}}{\delta^{2}} \theta^{2} \tag{6.43}
\end{align*}
$$

Now based on the same idea, we analyze the regret bound for the stochastic zerothorder online gradient descent algorithm with $G_{\delta}\left(x_{t}, \xi_{t}^{1,2}, v\right)$ as the oracle.

Theorem 6.3.5 Consider running the stochastic zeroth-order online gradient descent method on the loss functions $f_{t} \in C_{L}^{0}\left(\mathbb{R}^{d}\right)$ which satisfy Assumption 6.3.1. Let $S$ be a convex set and define $B=\max _{u \in S}\|u\|$. Then, for all $u \in S$ we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta} B^{2}+\eta\left(4 L^{2} d^{2} \delta^{2 \beta-2}+8 \frac{d^{2}}{\delta^{2}} \theta^{2}\right) T+5 L \delta^{\beta} T . \tag{6.44}
\end{align*}
$$

In particular, if we set $\eta \sim T^{-\frac{2+\beta}{2(1+\beta)}}$, and $\delta \sim T^{-\frac{1}{2(1+\beta)}}$, then the regret is bounded by $O\left(T^{\frac{2+\beta}{2(1+\beta)}}\right)$. When $\beta=1$ we have the bound to be $O\left(T^{\frac{3}{4}}\right)$.

Proof. In view of the Follow the Regularized Leader algorithm (cf. [109]), we have the following,

$$
\begin{equation*}
\sum_{t=1}^{T}\left\langle z_{t}, x_{t}-u\right\rangle \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T}\left\|z_{t}\right\|^{2} . \tag{6.45}
\end{equation*}
$$

Taking expectation, and noticing that $\mathrm{E}_{\xi_{t}^{1,2}, v_{t}}\left[z_{t} \mid \Xi_{t-1}\right]=\nabla f_{t}^{\delta}\left(x_{t}\right)$ which is shown in 6.41),
we have

$$
\begin{equation*}
\mathrm{E}\left[\sum_{t=1}^{T}\left\langle\nabla f_{t}^{\delta}\left(x_{t}\right), x_{t}-u\right\rangle\right] \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] . \tag{6.46}
\end{equation*}
$$

Recall the convexity of $f_{t}^{\delta}$, we have

$$
\begin{equation*}
\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)\right)\right] \leq \frac{1}{2 \eta}\|u\|_{2}^{2}+\eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] . \tag{6.47}
\end{equation*}
$$

From the property 6.26 of the smoothing function, we have the following chain of inequality

$$
\begin{align*}
& f_{t}\left(x_{t}\right)-f_{t}(u) \leq f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)+2 L \delta^{\beta} \\
& f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u) \leq f_{t}\left(x_{t}\right)-f_{t}(u)+L \delta^{\beta} \leq f_{t}^{\delta}\left(x_{t}\right)-f_{t}^{\delta}(u)+3 L \delta^{\beta} \tag{6.48}
\end{align*}
$$

By combining (6.48) and (6.47), we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta}\|u\|_{2}^{2}+2 \eta \sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right]+5 L \delta^{\beta} T . \tag{6.49}
\end{align*}
$$

Now, from (6.42), we can bound $\sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right]$ as

$$
\sum_{t=1}^{T} \mathrm{E}\left[\left\|z_{t}\right\|^{2}\right] \leq\left(2 L^{2} d^{2} \delta^{2 \beta-2}+4 \frac{d^{2}}{\delta^{2}} \theta^{2}\right) T
$$

Let $B=\max _{u \in S}\|u\|$, we have

$$
\begin{align*}
& \mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}\right)-f_{t}(u)\right)\right]+\mathrm{E}\left[\sum_{t=1}^{T}\left(f_{t}\left(x_{t}+\delta v_{t}\right)-f_{t}(u)\right)\right] \\
\leq & \frac{1}{\eta} B^{2}+\eta\left(4 L^{2} d^{2} \delta^{2 \beta-2}+8 \frac{d^{2}}{\delta^{2}} \theta^{2}\right) T+5 L \delta^{\beta} T . \tag{6.50}
\end{align*}
$$

In order to achieve the best possible bound in terms of $T$, we need to choose $\eta$ and $\delta$ carefully. Suppose we have $\eta \sim T^{-a}$, and $\delta \sim T^{-b}$, where $a, b \geq 0$. Then the order in
(6.50) becomes to

$$
T^{\max \{a, 1-a-(2 \beta-2) b, 1+2 b-a, 1-\beta b\}}
$$

Thus, we need to find the value of

$$
\begin{equation*}
\min _{a, b \geq 0} \max \{a, 1-a-(2 \beta-2) b, 1+2 b-a, 1-\beta b\} . \tag{6.51}
\end{equation*}
$$

Since $0<\beta \leq 1$, we have $1+2 b-a \geq 1-a-(2 \beta-2) b$, so the above problem becomes to

$$
\begin{equation*}
\min _{a, b \geq 0} \max \{a, 1+2 b-a, 1-\beta b\} . \tag{6.52}
\end{equation*}
$$

By inspection, we can find the optimal $a, b$ as $a=\frac{2+\beta}{2(1+\beta)}, b=\frac{1}{2(1+\beta)}$. In particular, if we set $\eta \sim T^{-\frac{2+\beta}{2(1+\beta)}}$, and $\delta \sim T^{-\frac{1}{2(1+\beta)}}$, then the regret is bounded by $O\left(T^{\frac{2+\beta}{2(1+\beta)}}\right)$ which is the best possible in terms of $T$. When $\beta=1$, the regret bound becomes to $O\left(T^{\frac{3}{4}}\right)$.

## Chapter 7

## Conclusions and Discussions

In this dissertation, we studied the convergence properties and the applications of the first-order and the zeroth-order optimization algorithms. Our discussions include: the iteration complexity analysis of different ADMM-type algorithms for solving various multi-block optimization with linear constraint, and the analysis of lower-order gradienttype algorithms for solving oracle-based black-box optimization and online learning problem. From the theoretical point of view, without sacrificing the computational complexity bounds, the zeroth-order smoothing scheme enables different algorithms to be applicable on a much broader class of problems where only noisy estimations of the function values are available. Moreover, as we showed in Chapter 4, the randomization is really the key to establish the convergence rate result for the multi-block ADMM method. Together with a carefully selected proximal term, the parallelization makes our randomized algorithm even more efficient and powerful. From the practical point of view, our numerical studies also indicate that our proposed algorithms are indeed comparable to those state-of-the-art methods by means of evaluation using well-established standard benchmark problems, while the theoretical convergence rate is also achieved.

There are several directions for future research. In terms of the convergence rate, it is interesting to explore if it is possible to accelerate those lower-order ADMM-type algorithms, especially for the zeroth-order method. Moreover, the zeroth-order smoothing scheme is a powerful tool for constructing approximations of the gradient. Designing algorithms for an optimization model often amounts to maintaining a balance between the degree of information to request from the model on the one hand, and the computational speed to expect on the other hand. Naturally, the more information is available, the faster one can expect the algorithm to converge. Thus, how to generalize the zeroth-
order smoothing scheme to approximate higher-order derivatives so as to achieve faster convergence rate is another possible direction to explore.
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