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#### Abstract

The focus of this thesis is the topic of geometric intersection queries (GIQ) which has been very well studied by the computational geometry community and the database community. In a GIQ problem, the user is not interested in the entire input geometric dataset, but only in a small subset of it and requests an informative summary of that small subset of data. Formally, the goal is to preprocess a set $\mathcal{A}$ of $n$ geometric objects into a data structure so that given a query geometric object $q$, a certain aggregation function can be applied efficiently on the objects of $\mathcal{A} \cap q$. The classical aggregation functions studied in the literature are reporting or counting the objects of $\mathcal{A} \cap q$. In many applications the same set $\mathcal{A}$ is queried several times, in which case one would like to answer a query faster by preprocessing $\mathcal{A}$ into a data structure. The goal is to organize the data into a data structure which occupies a small amount of space and yet responds to any user query in real-time.

In this thesis the study of the GIQ problems was conducted from the point-of-view of a computational geometry researcher. Given a model of computation and a GIQ problem, what are the best possible upper bounds (resp., lower bounds) on the space and the query time that can be achieved by a data structure? Also, what is the relative hardness of various GIQ problems and aggregate functions. Here relative hardness means that given two GIQ problems A and B (or, two aggregate functions $f(\mathcal{A}, q)$ and $g(\mathcal{A}, q)$ ), which of them can be answered faster by a computer (assuming data structures for both of them occupy asymptotically the same amount of space)?

This thesis presents results which increase our understanding of the above questions. For many GIQ problems, data structures with optimal (or near-optimal) space and query time bounds have been achieved. The geometric settings studied are primarily orthogonal range searching where the input is points and the query is an axes-aligned rectangle, and the dual setting of rectangle stabbing where the input is a set of axesaligned rectangles and the query is a point. The aggregation functions studied are primarily reporting, top- $k$, and approximate counting. Most of the data structures are built for the internal memory model (word-RAM or pointer machine model), but in some settings they are generic enough to be efficient in the I/O-model as well.
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## Chapter 1

## Introduction

Designing efficient algorithms and data structures for geometric problems is an active topic of research in theoretical computer science and databases. The focus of this thesis will be one of its popular sub-topics called geometric intersection queries (GIQ). Realworld problems from diverse domains (such as Geographic Information System (GIS), robotics, spatial and temporal databases, and networking) can be modelled as GIQ problems. We present two motivating examples:

Finding nearby top-rated restaurants: Consider a tourist in the New York City who wants to locate the nearest restaurants on his smartphone. This can be modelled as an orthogonal range searching problem: Let $\mathcal{A}$ be a set of points in the plane and $q$ be an axes-aligned rectangle (see Figure 1.1(a)). The points could represent restaurants and the query rectangle $q$ can be an area in New York City, and the user wants to know all the points in $\mathcal{A}$ which lie inside $q$.

Modeling user preferences as hyper-rectangles: In the rectangle stabbing problem $\mathcal{A}$ is a set of axes-aligned rectangles and $q$ is a point in the plane (see Figure 1.1(e)). Rectangle stabbing is useful in applications in which the preferences of the users can be modeled as hyper-rectangles in $d$-dimensional space. For example, consider a realestate database that contains information on several thousand homes for sale in a large metropolitan area. A potential buyer can specify his preference as a two-dimensional rectangle: "I am looking for houses whose price is in the range $\$ 200,000$ to $\$ 500,000$, and whose age is in the range 3 to 10 ". Here price is the $x$-axis and age is the $y$-axis.


Figure 1.1: Various geometric settings in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. (Figures in the thesis are best viewed in color.)

Each house can be modeled as a query point: (price, age). The output of the query will be the set of buyers interested in buying that house.

Notice that in the above GIQ problems, the user is not interested in the entire geometric dataset, but only in a small subset of it and requests an informative summary of that small subset of data. A formal definition is the following:

Geometric intersection query (GIQ). Preprocess a set $\mathcal{A}$ of $n$ geometric objects into a data structure so that given a query geometric object $q$, a certain aggregation function can be applied efficiently on the objects of $\mathcal{A} \cap q$.

If we are interested in answering a single query, it can be done in linear time, by
simply checking for each object $p \in \mathcal{A}$ whether $p$ lies in the query range $q$ and then computing the aggregation function on the objects of $\mathcal{A} \cap q$. However, in many applications (such as the ones discussed above) the same set $\mathcal{A}$ is queried several times, in which case we would like to answer a query faster by preprocessing $\mathcal{A}$ into a data structure. The rationale here is that the cost of preprocessing will be more than compensated for by the savings in response time when answering hundreds of thousands of queries (as opposed to using a naïve query algorithm on un-preprocessed data).

The performance of the data structure is primarily measured by the following two parameters: (i) query time, the time taken to answer the query, and (ii) size/space, the size of the data structure. If the input data is dynamic, then update time, the time taken to handle insertion/deletion of an object is also of interest. A secondary measure is the preprocessing time, which is the time taken to build the data structure. The goal is to obtain good upper and/or lower bounds on these parameters, which is done via rigorous mathematical analysis.

### 1.1 Landscape of GIQ problems

Figure 1.2 is a succinct representation of the vast landscape of GIQ problems. It shows the different aspects that come into play, such as computational models, geometric setting, aggregation functions, fundamental data structures and algorithms, types of data, etc. We briefly touch upon some of these aspects.

### 1.1.1 Geometric setting

A GIQ problem is primarily determined by the geometric objects in $\mathcal{A}$ and $q$. Similar to the two scenarios presented at the beginning of the chapter (for studying orthogonal range searching and rectangle stabbing), there are real-world applications which have motivated the study of various other geometric settings. Please see Figure 1.1 which illustrates a few well-studied geometric settings.

### 1.1.2 Aggregation function

Aggregation functions studied in the literature can be classified into the following two categories:


Figure 1.2: Landscape of geometric intersection queries (GIQ).

Classical aggregation functions: GIQ problems have been an active field of research since the 1970s. Some of the classical aggregation functions studied are reporting, counting, max, and sum. In a reporting query we report the objects in $\mathcal{A} \cap q$, in a counting query we report $|\mathcal{A} \cap q|$, in a max query we report the object in $\mathcal{A} \cap q$ with the largestweight, and so on.

In spite of many decades of research on these aggregate functions, there are still open problems under various geometric settings. Solutions to these classical problems form the basis for building solutions for newer GIQ problems. References [1, 2] are our key contributions to this class of problems.

Modern aggregation functions: In recent years, there has been an explosion in the volume of digital data that is being generated and stored. Querying such large datasets with new aggregate functions provides users more insights into the data. Moreover, modern display devices such as smartphones have relatively low computing power and small screens. Displaying all the items on a small screen would lead to clutter, and hence, will not be informative. Our work in $[3,4,5,6,7,8]$ is part of a growing literature to address these challenges by proposing practically useful aggregation functions, and then providing efficient solutions for them. We have focussed on aggregate functions top- $k$ where we report the $k$ largest-weighted objects in $\mathcal{A} \cap q$, and approximate counting where we report an approximation of $|\mathcal{A} \cap q|$.

### 1.1.3 Models of Computation

Before designing a data structure, an algorithm designer has to fix a model of computation. It decides (a) permissible operations: operations which can be performed on the data (and operations which are not allowed), and (b) data access: where the data is stored and how it can be accessed. The solutions in this thesis have been built for the following three models.

Word-RAM model. In this model [9], we have a collection of cells, each of which is a $w$-bit word. Each cell can, therefore, store integer values in the range $\left\{0, \ldots, 2^{w}-1\right\}$. Random access to any cell can be performed in constant time. Basic operations on words (which are performed in modern programming languages such as C, C++, or Java) take constant time. This includes arithmetic operations (such as $+,-, *, /, \%$ ), comparisons
$(<,>,=)$, and bitwise boolean operations (bitwise-AND, OR, and exclusive-OR). We assume that $w \geq \log U$ and $w \geq \log n$, so that the coordinate of any object fits in a single word and the memory location of any of the $n$ objects also fits in a single word, respectively. The space of the data structure is measured in terms of the number of words/cells occupied.

I/O-model or external memory model. The dawn of big-data led to the introduction of external memory (EM) or I/O-model [10]. Many massive datasets cannot be completely stored in the main memory and hence reside in external devices such as hard disks. It has been observed that the major bottleneck is the time taken to access the disk: it takes orders of magnitude more time to access the disk than the time taken to perform computations in the main memory. Therefore, the main objective of this model is to minimize the number of I/Os (Input/Output) performed between the main memory and the external device. In this model, a machine is equipped with $M$ words of main memory, and a disk that has been formatted into blocks of $B$ words each (we assume $B \geq 64$ ). The values of $M$ and $B$ satisfy $M \geq 2 B$. An I/O either reads a disk block into memory, or writes $B$ words of memory into a disk block. The query time of an algorithm is measured in the number of I/Os performed, while the space of a structure is measured in the number of disk blocks occupied.

Pointer machine model. This model has been used extensively for proving several interesting lower bounds and upper bounds for range searching and related problems. Loosely speaking, in this model the data structure is modeled as a graph and one is not allowed to do a random access. Formally, as defined by Tarjan [11], in this model a data structure can be regarded as a directed graph, where each node stores $O(1)$ real values and $O(1)$ pointers to other nodes. Random access to a node is not allowed and only pointers can be used to access a node. We begin answering a query using a pointer to a root node of the data structure. The query time of an algorithm is the total number of nodes visited, whereas the size of a structure is the number of its nodes and edges. Further details can be found in Agarwal and Erickson [12].

### 1.1.4 Fundamental Structures and Techniques

We give the reader a quick tour of some of the fundamental structures and techniques which have been invented for answering GIQ problems in the last five to six decades. In the 1970's a balanced partition of the geometric objects or the underlying space was the key approach for build range searching data structures. This lead to the invention of fundamental structures such as range tree [13], Kd-tree [14], quadtree [15], $B$-tree [16], and priority search tree [17]. Most of these structures came with good theoretical guarantees. On the database side, the $R$-tree [18] and its numerous variants were invented in the 1980's to efficiently handle range queries on spatial data in external memory. The field of computational geometry started getting more sophisticated with the invention of powerful tools such as persistence [19, 20], fractional cascading [21], and filtering search [22].

In the late 1980 's, invention of tools such as $\varepsilon$-sample [23], $\varepsilon$-nets [24], and moments technique [25] (all of which make use of random sampling) led to the emergence of modern computational geometry. It revolutionized many areas within computational geometry including GIQ problems. For example, it led to the efficient construction of cuttings and shallow cuttings for halfspaces which are used as tools for solving GIQ problems dealing with halfspaces.

In the meanwhile, different types of data structures were invented to efficiently perform basic operations on integer data. These data structures generously exploited the full power of the RAM model, which not only lets us do comparisons but also arithmetic operations and bitwise boolean operations. The van Emde Boas tree [26, 27] and the fusion tree [9] are two classic structures which perform predecessor/successor search on an integer data coming from a fixed universe.

The last two decades have witnessed sustained activity on GIQ problems. A lot of the focus has been on external memory structures and structures for integer data (word-RAM structures). Some of the key features of the newer data structures have been the use of trees with large fanout, the use of shallow cuttings to solve orthogonal GIQ problems (not just halfspace/algebraic GIQ problems), and the use of a stronger version of filtering search.

Typical space and query time bounds for GIQ problems have an exponential dependence on the dimension size, say $d$. For example, standard range trees occupy
$O\left(n \log ^{d-1} n\right)$ space and answer an orthogonal range counting query in $O\left(\log ^{d-1} n\right)$ time. If $d=\log n$, then the query time of this structure is greater than $n$, which is worse than a brute-force scan of the entire dataset. For $d=\Omega(\log n)$, the grand question is whether a sub-linear (i.e. $o(n)$ ) query time solution is possible using a reasonable size data structure, say $O\left(n^{2}\right)$ or $O\left(n^{d / 2}\right)$ ? Recently, there has been progress on this question by Chan [28].

### 1.1.5 Data Characteristics

Traditionally GIQ problems have been formulated to handle static data (where $\mathcal{A}$ is fixed and does not change) and dynamic data (where insertion/deletion of objects into $\mathcal{A}$ is permitted). With the availability of high-quality trajectory data and real-time tracking of vehicles, GIQ problems are also being studied for the setting where $\mathcal{A}$ represents trajectory data [29] and moving objects [30], respectively.

Typically, the data is assumed to be precise; however, some sources of data such as GPS or network sensors are imprecise, and over the last few years there are attempts being made to model this imprecise data and answer GIQ problems on them [31, 32, 33].

### 1.2 Contributions of the Thesis

This thesis presents new results for various GIQ problems. The results presented in this thesis will be presented in three parts. Part-I of the thesis will focus on two fundamental problems in the field of computational geometry. These problems have been of interest to the community for the past four decades. Part-II and Part-III of the thesis study problems that have emerged within the past decade or so.

Part-I: Orthogonal point location in 3-d. In this problem, we preprocess a set of $n$ axes-aligned disjoint boxes/hyper-rectangles in $\mathbb{R}^{d}$ into a data structure, so that the box (if any) containing a given query point can be reported efficiently (see Figure 1.3(b)). In 2-d the problem is well-understood; an optimal solution is known in various models of computation: for example, in the pointer machine model there is an $O(n)$ size data structure which can answer the query in $O(\log n)$ time.

This thesis presents an optimal solution for the orthogonal point location query in 3 -d in the pointer machine model and the I/O model: a linear-space structure which can answer the query in $O(\log n)$ time and $O\left(\log _{B} n\right)$ I/Os, respectively. In the word-RAM model, we have succeeded in surpassing the $\log n$ barrier in the query time.

Part I: Rectangle stabbing in 3-d. In this problem, $\mathcal{A}$ is a set of $n$ hyper-rectangles (possibly overlapping) that lie in $\mathbb{R}^{d}$, so that given a query point $q$, we can report all the rectangles in $\mathcal{A}$ containing $q$ (see Figure 1.3(a)). Optimal solutions for rectangle stabbing in $\mathbb{R}^{1}$ and $\mathbb{R}^{2}$ were discovered as early as the 1980s: an $O(n)$ space data structure which can answer the query in $O(\log n+k)$ time, where $k$ is the number of rectangles reported. The data structure in $\mathbb{R}^{1}$ is the classical interval-tree data structure and in $\mathbb{R}^{2}$ is the hive-graph data structure of Chazelle [22].

However, for the past three decades an optimal solution in $\mathbb{R}^{3}$ had been elusive. In the pointer-machine model, there was a known lower bound of $\Omega\left(\log ^{2} n+k\right)$ query time for a linear-space data structure in $\mathbb{R}^{3}$ [34]; whereas, the state-of-the-art linear-space data structure took $O\left(\log ^{4} n+k\right)$ time to answer a query [35]. This thesis presents an almost optimal solution: an $O\left(n \log ^{*} n\right)$ size data structure which can answer the query in $O\left(\log ^{2} n \cdot \log \log n+k\right)$ time.

(a) Overlapping rectangles

(b) Disjoint rectangles

Figure 1.3: (a) Rectangle stabbing problem shown in $\mathbb{R}^{2}$, (b) Orthogonal point location problem shown in $\mathbb{R}^{2}$.

Part-II: Top- $k$ Geometric intersection queries (Top- $k$ GIQ). We have done an extensive study of top- $k$ GIQ problems. In a top- $k$ GIQ problem, each object in $\mathcal{A}$ has a weight associated with it (which is determined by some ranking criteria) and the user
would want to know the $k$ largest-weight objects of $\mathcal{A}$ intersected by $q$. For example, let $\mathcal{A}$ be a set of points in the plane and $q$ be an axes-aligned rectangle (see Figure 1.4). The points could represent restaurants and the rating of each restaurant could be its weight. The query rectangle $q$ can be the downtown area in New York City and the user might want to know the top- 5 rated restaurants in that area. This setting is known as top-k orthogonal range searching.

Our work on top- $k$ GIQ can be classified into two categories. In the first category the effort is to build an efficient solution for a particular geometric setting. For example, in [5] we present the first known optimal solution for top- $k$ orthogonal range searching in $\mathbb{R}^{2}$ in the pointer machine model and an almost-optimal solution in the externalmemory setting. Previous work on this problem could guarantee an optimal solution only when points lie in $\mathbb{R}^{1}$. Also, in an unpublished report [8] we present an optimal solution for top- $k$ halfplane range searching problem in $\mathbb{R}^{2}$. In the interest of space, these results $[5,8]$ are omitted in the thesis.


Figure 1.4: Top-5 rated restaurants shown as solid black squares.
In the second category $[4,6]$, the effort was in coming up with general techniques (which we will henceforth refer to as reductions) which can handle top- $k$ GIQ problems for any combination of input objects and query object. The best way to describe these reductions would be "Top- $k$ Indexes made Small and Sweet" (which was the title of the invited talk given by one my collaborators, Prof. Yufei Tao, at EDBT/ICDT 2016). The reductions are "small" because they are easy to implement, and they are "sweet" because they come with non-trivial theoretical guarantees in terms of space and query time bounds. These reductions have been discussed in full detail in this thesis.

Part-III: Approximate range counting. Let $\mathcal{A}$ be a set of $n$ geometric objects in $\mathbb{R}^{d}$ which are segregated into disjoint groups (i.e., colors). Given a query $q \subseteq \mathbb{R}^{d}$, a color $c$ intersects (or, is present in) $q$ if any object in $\mathcal{A}$ of color $c$ intersects $q$, and let $k$ be the number of colors of $\mathcal{A}$ present in $q$. In the approximate colored range-counting problem, the task is to preprocess $\mathcal{A}$ into a data structure, so that for a query $q$, one can efficiently report the approximate number of colors present in $q$. Specifically, return any value in the range $[(1-\varepsilon) k,(1+\varepsilon) k]$, where $\varepsilon \in(0,1)$ is a pre-specified parameter.


Figure 1.5: An instance of the colored setting.
These are known as GROUP-BY queries in the database literature. A popular variant is the colored orthogonal range searching problem: $\mathcal{A}$ is a set of $n$ colored points in $\mathbb{R}^{d}$, and $q$ is an axes-aligned rectangle. As a motivating example for this problem, consider the following query: "How many countries have employees aged between $X_{1}$ and $X_{2}$ while earning annually more than $Y$ dollars?". An employee is represented as a colored point (age, salary), where the color encodes the country, and the query is the axes-aligned rectangle $\left[X_{1}, X_{2}\right] \times[Y, \infty)$.

In [7], new results for approximate range counting are presented. Most of the results are obtained via reductions to the approximate uncolored version, and improved datastructures for them. A key contribution of this work is the introduction of nested shallow cuttings (which have stronger properties than the regular shallow cuttings) for rectangles in $\mathbb{R}^{2}$. Nested shallow cuttings will lead to improved solutions for other aggregate functions on rectangles in $\mathbb{R}^{2}$ as well. Similar to top- $k$ GIQ, another important contribution is general reductions which can handle approximate counting query for any combination of input objects and query object. The most interesting reduction requires using two companion structures: (a) reporting structure (its objective is to report the $k$ colors), and (b) C-approximation structure (its objective is to report any value $z$ s.t. $k \in[z, C z]$, where $C$ is a constant). Significantly, unlike previous reductions [36, 37],
there is no asymptotic loss of efficiency in space and query time bounds w.r.t. to the two companion problems. To keep the thesis short, only a subset of the results from [7] have been included. These results are also cited in recent surveys [38, 39].

Flow of the thesis. As mentioned earlier, the main body of the thesis consists of three parts. Part-I will present solutions for orthogonal point location in 3-d and rectangle stabbing in 3 -d. Part-II will present solutions for top- $k$ GIQ problems. Part-III will present solutions for approximate range counting problems.

## Part I

## Orthogonal Point Location and Rectangle Stabbing in 3-d

## Chapter 2

## Orthogonal Point Location in 3-d

### 2.1 Problem Statement

Point location is a fundamental problem in the field of computational geometry. In this chapter we study the orthogonal point location problem. Formally, we want to preprocess a set of $n$ axes-aligned disjoint boxes (hyperrectangles) in $\mathbb{R}^{d}$ into a data structure, so that the box in the set containing a given query point (if any) can be reported efficiently. See Figure 2.1(a). A special case of this problem is when the input boxes fill the entire space forming a subdivision. In this work we consider the general setting, where the entire space need not be filled by the boxes.

### 2.2 Previous Work

Orthogonal point location in 2-d. In the plane, the two versions of the problem are equivalent in the sense that any arbitrary set of $n$ disjoint rectangles can be converted into a subdivision of $\Theta(n)$ rectangles via the vertical decomposition. Optimal solutions are known for this problem in all models we consider, namely, linear-space data structures with $O(\log n)$ query time [40, 41, 42, 19, 43] in the pointer machine model, $O\left(\log _{B} n\right)$ query cost [44, 45] in the I/O model with block size $B$, and $O(\log \log U)$ query time [46] in the word-RAM model with input coordinates in $[U]=\{0,1, \ldots, U-1\}$. (The first two results actually hold for nonorthogonal point location.)


Figure 2.1: (a) An illustration of an orthogonal point location query in $\mathbb{R}^{2}$. (b) A setting consisting of $\Theta(n)$ boxes which would require $\Omega\left(n^{3 / 2}\right)$ additional boxes to fill the entire space.

Orthogonal point location in 3-d. In 3-d, the two versions are no longer equivalent, since there exist sets of $n$ disjoint boxes that need $\Omega\left(n^{3 / 2}\right)$ boxes to fill the entire space. See Figure 2.1(b). This makes the general setting (the focus of this thesis) potentially harder than the special case of a subdivision, as the latter allows for fast $O\left(\log ^{2} \log U\right)$ query time in the word-RAM model with $O(n \log \log U)$ space, as shown by de Berg, van Kreveld, and Snoeyink [47] (with an improvement by Chan [46]). For non-space-filling boxes that are fat, Iacono and Langerman [48] achieved fast $O(\log \log U)$ query time in the word-RAM model, using $O(n \log \log U)$ space (their result actually holds in any constant dimension). For general non-space-filling boxes in 3 -d, however, the best known results are linear-space data structures with $O\left(\log ^{3 / 2} n\right)$ query time by Rahul [1] in the pointer machine model, $O\left(\log _{B}^{2} n\right)$ query cost by Nekrich [49] in the I/O model, and $O(\log n \log \log n)$ query time in the word-RAM model. (That last result was not stated explicitly before but can obtained by an interval tree augmented with Chan's 2-d orthogonal point location structure [46].)

### 2.3 Our results

Our main results are the first optimal data structures for orthogonal point location queries in 3 -d in the (arithmetic) pointer machine model and the I/O model. In the word-RAM, we succeed in surpassing the $\log n$ barrier in the query time. We also obtain the first linear-space data structure for the case of subdivisions. See Table 2.1
for a comparison of our results with previous work.

Table 2.1: Orthogonal point location in 3-d using linear space in the pointer machine model, I/O model, and the word-RAM model.

| Model | Reference | Query Time |
| :--- | :--- | :--- |
| Pointer Machine | Edelsbrunner, Haring, and Hilbert'86 [50] | $\log ^{2} n$ |
|  | Afshani, Arge, and Larsen (SoCG'10) [51] | $\frac{\log ^{2} n}{\log ^{10 \rho} n}$ |
|  | Rahul (SODA'15) [1] | $\log ^{3 / 2} n$ |
|  | New (Theorem 2.6.1) | $\log n$ (optimal) |
| I/O | Nekrich (LATIN'08) [49] | $\log _{B}^{2} n$ |
|  | New (Theorem 2.6.1) | $\log _{B} n$ (optimal) |
| Word-RAM | Chan (SODA'11) [46] | $\log ^{2} n \log \log n$ |
|  | New (Theorem 2.6.1) | $\log _{w} n\left(\leq \frac{\log n}{\log \log n}\right)$ |

In the pointer machine model, improvements in 3-d automatically lead to improvements in higher dimensions, by using interval trees, which impose a $\log n$ time-overhead per dimension: we get a linear-space data structure with $O\left(\log ^{d-2} n\right)$ query time for $d$-dimensional queries, which is better than previous methods [50,51], the best of which had $O\left(\log ^{d-3 / 2} n\right)$ query time [1].

### 2.4 Techniques

The main virtue of this work is the simplicity of our method (especially when compared against previous methods such as [1]). Our solution combines two ideas: (a) a van Emde Boas style partition over a single dimension that reduces the problem to 2-d rectangle stabbing emptiness (also called point enclosure emptiness), i.e., store a set of possibly overlapping axes-aligned rectangles, so as to determine whether any of them contains a given query point, and (b) quickly shrinking the universe size by applying this partition in a round-robin fashion over all three dimensions. Note that the original van Emde Boas recursion was designed to obtain $O(\log \log U)$-like bounds, but we will use it to obtain logarithmic-like bounds, interestingly.

### 2.5 Preliminaries: On Two Subroutines

Our solution to 3-d orthogonal point location will require known data structures for 2-d orthogonal point location and 2-d rectangle stabbing emptiness.

Lemma 2.5.1. Given $n$ disjoint axes-aligned rectangles in $[U]^{2}\left(n \leq U \leq 2^{w}\right)$, there are data structures for point location with $O\left(\frac{n \log U}{w}\right)$ words of space and

- $O(\log n)$ query time in the pointer machine model;
- $O\left(\log _{B} n\right)$ query cost in the I/O model;
- $O\left(\min \left\{\log \log U, \log _{w} n\right\}\right)$ query time in the word-RAM model.

Lemma 2.5.2. Given $n$ (possibly overlapping) axes-aligned rectangles in $[U]^{2}(n \leq U \leq$ $\left.2^{w}\right)$, there are data structures for rectangle stabbing emptiness with $O\left(\frac{n \log U}{w}\right)$ words of space and

- $O(\log n)$ query time in the pointer machine model;
- $O\left(\log _{B} n\right)$ query cost in the I/O model;
- $O\left(\log _{w} n\right)$ query time in the word-RAM model.

For Lemma 2.5.1, such data structures for 2-d orthogonal point location can be found in $[40,41,42,19,43]$ for the pointer machine model, [44, 45] for the I/O model, and [46] for the word-RAM model. For Lemma 2.5.2, 2-d rectangle stabbing emptiness (or more generally, rectangle stabbing counting) is known to be reducible to 2 -d orthogonal range counting [52], and such data structures for 2-d orthogonal range counting can be found in [53] for the pointer machine model, [54] for the I/O model, and [55] for the word-RAM model.

All these known data structures technically require $O(n)$ words of space, or more precisely, $O(n \log U)$ bits of space. In the I/O model or word-RAM model, we can easily pack the data structures in $O\left(\frac{n \log U}{w}\right)$ words of space without increasing the query cost when $\log U \ll w$. In the pointer machine model, we may not be able to pack the data structures in general, since if multiple "micro-pointers" are packed in a word, the model does not allow us to follow such a micro-pointer. Nevertheless, it is not difficult to modify the existing data structures to achieve the compressed space bound.

We now provide missing details on the subroutines for 2-d orthogonal point location and 2-d rectangle stabbing emptiness (Lemmas 2.5.1 and 2.5.2) in the pointer machine model. Existing methods already achieve $O(\log n)$ time and $O(n)$ space, but we want $O\left(\frac{n \log U}{w}\right)$ words of space.

Proof of Lemma 2.5.1 for pointer machines. For 2-d orthogonal point location, one solution is via ( $1 / r$ )-cuttings [56]: we can partition the plane into $O(r)$ disjoint rectangular cells, each intersecting $O(n / r)$ line segments (edges of the input rectangles), where we choose $r=\frac{\delta n \log U}{w}$ for a suitable constant $\delta>1$.

We build a point location structure $[40,41,42,19,43]$ for the $O(r)$ cells with $O(\log r)$ query time in the pointer machine model; the space usage of this structure in words is $O(r)$, which is within the allowed bound $O\left(\frac{n \log U}{w}\right)$, so there is no need for bit packing here.

For each cell, we store the $O(n / r)$ line segments in a point location structure [41] with $O(\log (n / r))$ query time; the space usage of this structure in bits is $O((n / r) \log U)$, which is $O(w / \delta)$, so the entire structure can be packed in a single word. Although pointer chasing is not directly supported in the pointer machine model when multiple "micro-pointers" are packed in a word, we can simulate each pointer chasing step here in constant time by arithmetic operations and shifts within the word.

Given a query point $q$, we can first find the cell containing $q$ in $O(\log r)$ time and then finish the query inside the cell in $O(\log (n / r))$ time. The overall query time is $O(\log n)$.

Proof of Lemma 2.5.2 for pointer machines. Rectangle stabbing emptiness in 2-d reduces to dominance range counting in 2-d [52]. Chazelle's compressed range tree structure [53] solves the latter problem with $O(n)$ words of space and $O(\log n)$ time in the pointer machine model. We observe that his data structure actually achieves $O\left(\frac{n \log U}{w}\right)$ words of space, after minor modifications.

At each level of the range tree, Chazelle's structure stores lists consisting of a total of $O\left(\frac{n}{w}\right)$ words $\left(O\left(\frac{n}{w}\right) w\right.$-bit integers as well as $O\left(\frac{n}{w}\right)$ pointers to words in lists at the next level). The total number of words over all levels of the tree is $O\left(\frac{n \log n}{w}\right) \leq O\left(\frac{n \log U}{w}\right)$.

We shorten the tree by making the leaf nodes contain $b$ points, where we choose


Figure 2.2: Boxes obtained after partitioning along the $x$-direction.
$b=\frac{\delta w}{\log U}$ for a sufficiently small constant $\delta$. This way, the space in words for the tree itself is $O(n / b)=O\left(\frac{n \log U}{w}\right)$. Inside each leaf, we store the $b$ points in another instance of Chazelle's structure; the space usage of this structure in bits is $O(b \log U)$, which is $O(\delta w)$, so the entire structure can be packed in a single word. Again, we can simulate each pointer chasing step here in constant time by arithmetic operations and shifts within the word.

To answer a dominance range counting query, we descend along a path in the compressed range tree, which requires $O(\log (n / b))$ time by following pointers in the lists stored at the path and doing various arithmetic operations and shifts on $w$-bit integers. At the leaf of the path, we can finish the query in $O(\log b)$ time. The overall query time is $O(\log n)$.

### 2.6 Orthogonal Point Location in 3-d

We are now ready to describe our data structure for 3-d orthogonal point location. We focus on the pointer machine model first.

### 2.6.1 Data Structure

At the beginning, we apply a rank space reduction (replacing input coordinates by their ranks) so that all coordinates are in $[2 n]^{3}$, where $n$ is the global number of input
boxes. Given a query point, we can initially find the ranks of its coordinates by three predecessor searches ( $\operatorname{costing} O(\log n)$ time in the pointer machine model).

We describe our preprocessing algorithm recursively. The input to the preprocessing algorithm is a set of $n$ disjoint boxes that are assumed to be aligned to the $\left[U_{x}\right] \times\left[U_{y}\right] \times$ [ $U_{z}$ ] grid. (At the beginning, $U_{x}=U_{y}=U_{z}=2 n$.)

Without loss of generality, assume that $U_{x} \geq U_{y}, U_{z}$. We partition the $\left[U_{x}\right] \times$ $\left[U_{y}\right] \times\left[U_{z}\right]$ grid into $\sqrt{U_{x}}$ equal-sized vertical slabs perpendicular to the $x$-direction. See Figure 2.2. (In the symmetric case $U_{y} \geq U_{x}, U_{z}$ or $U_{z} \geq U_{x}, U_{y}$, we partition along the $y$ - or $z$-direction instead.) We classify the boxes into two categories:

- Bottom boxes. For each slab, define its bottom boxes to be those that lie completely inside the slab.
- Top boxes. Top boxes intersect the boundary (vertical plane) of at least one slab. Each top box $\mathcal{B}$ is broken into three disjoint boxes:
- Left box. Let $s_{L}$ be the slab containing the left endpoint (with respect to the $x$-axis) of $\mathcal{B}$. The left box is defined as $\mathcal{B} \cap s_{L}$.
- Right box. Let $s_{R}$ be the slab containing the right endpoint of $\mathcal{B}$. The right box is defined as $\mathcal{B} \cap s_{R}$.
- Middle box. The remaining portion of box $\mathcal{B}$ after removing its left and right box, i.e. $\mathcal{B} \backslash\left(\left(\mathcal{B} \cap s_{L}\right) \cup\left(\mathcal{B} \cap s_{R}\right)\right)$.

We build our data structure as follows:

1. Planar point location structure. For each slab, we project its left boxes onto the $y z$-plane. The projected boxes remain disjoint, since they intersect a common boundary. We store them in a data structure for 2-d orthogonal point location by Lemma 2.5.1. We do this for the slab's right boxes as well.
2. Rectangle stabbing structure. For each slab, we project its bottom boxes onto the $y z$-plane. The projected boxes are not necessarily disjoint. We store them in a data structure for 2-d rectangle stabbing emptiness by Lemma 2.5.2.
3. Recursive top structure. We recursively build a top structure on all the middle boxes.
4. Recursive bottom structures. For each slab, we recursively build a bottom structure on all the bottom boxes inside the slab.

By translation or scaling, these recursive bottom structures or top structure can be made aligned to the $\left[\sqrt{U_{x}}\right] \times\left[U_{y}\right] \times\left[U_{z}\right]$ grid. In addition, we store the mapping from left/right/middle boxes to their original boxes, as a list of pairs (sorted lexicographically) packed in $O\left(\frac{n \log \left(U_{x} U_{y} U_{z}\right)}{w}\right)$ words.

### 2.6.2 Query Algorithm

The following lemma is crucial for deciding whether to query recursively the top or the bottom structure.

Lemma 2.6.1. Given a query point $\left(q_{x}, q_{y}, q_{z}\right)$, if the query with $\left(q_{y}, q_{z}\right)$ on the rectangle stabbing emptiness structure of the slab that contains $q_{x}$ returns

- Non-Empty, then the query point cannot lie inside a box stored in the top structure, or
- Empty, then the query point cannot lie inside a box stored in the slab's bottom structure.

Proof. If NON-EMPTY is returned, then the query point is stabbed by the extension (along the $x$-direction) of a box in the slab's bottom structure and cannot be stabbed by any box stored in the top structure, because of disjointness of the input boxes. If Empty is returned, then obviously the query point cannot lie inside a box stored in the bottom structure.

To answer a query for a given point $\left(q_{x}, q_{y}, q_{z}\right)$, we proceed as follows:

1. Find the slab that contains $q_{x}$ by predecessor search over the slab boundaries.
2. Query with $\left(q_{y}, q_{z}\right)$ the planar point location structures at this slab. If a left or a right box returned by the query contains the query point, then we are done.
3. Query with $\left(q_{y}, q_{z}\right)$ the rectangle stabbing emptiness structure at this slab. If it returns NON-EMPTY, query recursively the slab's bottom structure, else query
recursively the top structure (after appropriate translation/scaling of the query point).

In step 3, to decode the coordinates of the output box, we need to map from a left/right/middle box to its original box; this can be done naïvely by another predecessor search in the list of pairs we have stored.

### 2.6.3 Query Time Analysis

Let $Q\left(U_{x}, U_{y}, U_{z}\right)$ denote the query time for our data structure in the $\left[U_{x}\right] \times\left[U_{y}\right] \times\left[U_{z}\right]$ grid. Observe that the number of boxes $n$ is trivially upper-bounded by $U_{x} U_{y} U_{z}$ because of disjointness. The predecessor search in step 1 , the 2-d point location query in step 2 , and the 2-d rectangle stabbing query in step 3 all take $O(\log n)=O\left(\log \left(U_{x} U_{y} U_{z}\right)\right)$ time by Lemmata 2.5.1 and 2.5.2. We thus obtain the following recurrence, assuming that $U_{x} \geq U_{y}, U_{z}:$

$$
Q\left(U_{x}, U_{y}, U_{z}\right)=Q\left(\sqrt{U_{x}}, U_{y}, U_{z}\right)+O\left(\log \left(U_{x} U_{y} U_{z}\right)\right)
$$

If $U_{x}=U_{y}=U_{z}=U$, then three rounds of recursion will partition along the $x-, y$-, and $z$-directions and decrease $U_{x}, U_{y}$, and $U_{z}$ in a round-robin fashion, yielding

$$
Q(U, U, U)=Q(\sqrt{U}, \sqrt{U}, \sqrt{U})+O(\log U)
$$

which solves to $Q(U, U, U)=O(\log U)$. As $U=2 n$ initially, we get $O(\log n)$ query time.

### 2.6.4 Space Analysis

Let $s\left(U_{x}, U_{y}, U_{z}\right)$ denote the amortized number of words of space needed per input box for our data structure in the $\left[U_{x}\right] \times\left[U_{y}\right] \times\left[U_{z}\right]$ grid. The amortized number of words per input box for the 2-d point location and rectangle stabbing structures is $O\left(\frac{\log \left(U_{x} U_{y} U_{z}\right)}{w}\right)$ by Lemmata 2.5 .1 and 2.5.2. We thus obtain the following recurrence, assuming that $U_{x} \geq U_{y}, U_{z}$ :

$$
s\left(U_{x}, U_{y}, U_{z}\right)=s\left(\sqrt{U_{x}}, U_{y}, U_{z}\right)+O\left(\frac{\log \left(U_{x} U_{y} U_{z}\right)}{w}\right)
$$

Three rounds of recursion yield

$$
s(U, U, U)=s(\sqrt{U}, \sqrt{U}, \sqrt{U})+O\left(\frac{\log U}{w}\right)
$$

which solves to $s(U, U, U)=O\left(\frac{\log U}{w}\right)$. As $U=2 n$ initially, the total space in words is $O\left(n \frac{\log n}{w}\right) \leq O(n)$.

Note that the above analysis ignores an overhead of $O(1)$ words of space per node of the recursion tree, but by shortcutting degree-1 nodes, we can bound the number of nodes in the recursion tree by $O(n)$.

### 2.6.5 Other Models

In the I/O model, the analysis is similar, with a modified recurrence for the query cost:

$$
Q(U, U, U)=Q(\sqrt{U}, \sqrt{U}, \sqrt{U})+O\left(\log _{B} U\right)
$$

For the base case $U \leq B^{1 / 3}$, we have $Q(U, U, U)=O(1)$ trivially, since $n \leq U^{3} \leq B$. Solving the recurrence yields $O\left(\log _{B} n\right)$ query cost. The space usage remains $O(n)$ words (i.e., $O(n / B)$ blocks).

In the word-RAM model, the analysis is again similar, with

$$
Q(U, U, U)=Q(\sqrt{U}, \sqrt{U}, \sqrt{U})+O\left(\log _{w} U\right)
$$

For the base case $U \leq w$, we have $Q(U, U, U)=O(1)$ by switching to another known method: Orthogonal point location in 3-d reduces to 6 -d dominance emptiness, for which there is a known method [57] with $O\left(n\left(\log _{w} n\right)^{4}\right)$ words of space and $O\left(\left(\log _{w} n\right)^{5}\right)$ query time in the word-RAM. (The method in [57] can be modified to report a witness if the range is non-empty.) Since $n \leq U^{3} \leq w^{3}$, we have $\log _{w} n=O(1)$, and so the space bound is $O(n)$ and query bound is $O(1)$ for the base case. Solving the recurrence yields $O\left(\log _{w} n\right)$ query time.

To summarize, we have obtained the following results:
Theorem 2.6.1. Given $n$ disjoint axes-aligned boxes in 3-d, there are data structures for point location with $O(n)$ words of space and

- $O(\log n)$ query time in the pointer machine model;
- $O\left(\log _{B} n\right)$ query cost in the I/O model;
- $O\left(\log _{w} n\right)$ query time in the word-RAM model.


### 2.7 Extensions

Higher dimensions. The same approach can be extended to higher dimensions, reducing the complexity of $d$-dimensional orthogonal point location to that of ( $d-$ 1)-dimensional box stabbing emptiness. However, known data structures for higherdimensional box stabbing [34] requires superlinear space, whereas the simpler approach mentioned in the Introduction, of using interval trees to reduce the dimension, gives $O\left(\log ^{d-2} n\right)$ query time while keeping linear space in the pointer machine model.

The case of 3-d subdivisions. Our approach can also be used to improve the space bound of de Berg, van Kreveld, and Snoeyink's point location structure [47] for 3-d orthogonal subdivisions, from $O(n \log \log U)$ space to $O(n)$, in the word-RAM model.

Theorem 2.7.1. Given a subdivision formed by $n$ disjoint (space-filling) axes-aligned boxes in 3-d, there is a data structure for point location with $O(n)$ words of space and $O\left(\log ^{2} \log n\right)$ query time in the word-RAM model.

Proof. (Sketch) De Berg et al.'s method [47, Theorem 2.4] was already based on a van Emde Boas recursion, partitioning along the $x$-direction. They also used 2-d orthogonal point location structures during the recursion, but managed to avoid rectangle stabbing structures by exploiting the fact that the input is a subdivision. Roughly, for each slab, they took the "holes" formed by all middle boxes that intersect the slab, and filled the holes by taking the vertical decomposition of the $y z$-projection. The analysis followed by charging the complexity of the decomposition to vertices within the slab.

Our new change is to do the van Emde Boas recursion not just along the $x$-direction but along all three axis directions in a round-robin fashion. This leads to the same recurrence for space as in Section 2.6. The query time satisfies the following recurrence:

$$
Q(U, U, U)=Q(\sqrt{U}, \sqrt{U}, \sqrt{U})+O(\log \log U)
$$

This leads to $O\left(\log ^{2} \log n\right)$ query time.

### 2.8 Open questions

An intriguing question is to determine if our $O\left(\log _{w} n\right)$ query time bound for 3 -d orthogonal point location for disjoint boxes is optimal, or if $(\log \log U)^{O(1)}$ bounds are at
all possible, in the word-RAM model. Also, we are not aware of any nontrivial lower bound for $d$-dimensional point location for disjoint boxes, to indicate that the number of logarithmic factors has to grow as $d$ increases.

## Chapter 3

## Rectangle Stabbing in 3-d

### 3.1 Problem Statement

Rectangle stabbing is another well-studied problem in the field of computational geometry. This problem is also referred to as orthogonal point enclosure query (OPEQ) in the literature. We will present an almost optimal solution for this problem in 3-d in the pointer machine model.

In an $O P E Q$, we preprocess a set $S$ of $n$ axes-aligned rectangles in $\mathbb{R}^{d}$, so that given a query point $q \in \mathbb{R}^{d}$, we can efficiently report all the rectangles in $S$ containing (or stabbed by) q. There are a lot of practical applications of this query in various domains such as GIS, recommender systems, networking etc. For example, on a flight booking website such as kayak.com, users can specify their preference as a $d$-dimensional rectangle: "I am looking for flights with price in the range $\$ 100$ to $\$ 300$ and with departure date in the range 1st March to 5th March". Here price is the $x$-axis and departure date is the $y$-axis. Given a particular flight, all the users whose preference match this flight can be found out by posing an $O P E Q$ with $q$ (price, departure date) $\in \mathbb{R}^{2}$ as the query point.

### 3.2 Previous results

There are several ways of obtaining an optimal solution of $O(n)$ space and $O(\log n+k)$ query time in $\mathbb{R}^{1}$, where $k$ is the number of intervals reported $[58,59,60]$. In $\mathbb{R}^{2}$ an
optimal solution of $O(n)$ space and $O(\log n+k)$ query time was obtained by Chazelle [22]. He introduced the hive-graph structure to answer the query. Later, another solution with optimal bounds was presented in [61] using a combination of persistence and interval tree.

By using segment trees [58, 60], we can generalize the optimal structure in $\mathbb{R}^{2}$ to higher dimensions. In $\mathbb{R}^{d}$ the space occupied will be $O\left(n \log ^{d-2} n\right)$ and the query time will be $O\left(\log ^{d-1} n+k\right)$. Afshani et al. [34] extend the above result for any parameter $h \geq 2$, to obtain an $O\left(n h \log ^{d-2} n\right)$ space and $O\left(\log n \cdot(\log n / \log h)^{d-2}+k\right)$ query time solution. However, these structures occupy $\Omega(n \log n)$ space in $\mathbb{R}^{3}$. A natural question that arises is: Can an $O(n)$-space and $O(\log n+k)$-query time solution can be obtained in $\mathbb{R}^{3}$ ? The answer unfortunately is "no". Afshani et al. [51, 34] showed that with $O(n)$ space, the $O P E Q$ takes $\Omega\left(\log ^{2} n+k\right)$ time.

### 3.3 Our Results

We first introduce some notation to denote special kinds of rectangles in $\mathbb{R}^{3}$. A rectangle is called $(3+k)$-sided if the rectangle is bounded in $k$ out of the 3 dimensions and unbounded (on one side) in the remaining $3-k$ dimensions. See Figure 3.1 for a 3 -, 4 -, 5 - and 6 -sided rectangle in $\mathbb{R}^{3}$. When rectangles are 3 -sided, the $O P E Q$ can be answered in $O(\log n+k)$ query time and by using $O(n)$ space [35, 62]. However, when the rectangles are 4 -sided, the best result one can achieve using existing techniques is $O(n)$ space and $O\left(\log ^{2} n+k\right)$ query time (see Theorem 3.4.1).


Figure 3.1: Different kinds of rectangles in three dimensional space.
The key result of our work is an almost optimal solution for 4-sided rectangles. Our first data structure uses $O\left(n \log ^{*} n\right)$ space and answers the query in $O(\log n+k)$ time. Our second data structure uses $O(n)$ space and answers the query in $O\left(\log n \cdot \log ^{(i)} n+k\right)$ time, for any constant integer $i \geq 1$. Here $\log ^{(1)} n=\log n$ and $\log ^{(i)} n=\log \left(\log ^{(i-1)} n\right)$ when $i>1 ; \log ^{*} n$ is the iterated logarithm of $n$. At a high-level, the following are the
key ideas:
(a) As will be shown later, an $O P E Q$ for 4 -sided rectangles can be answered by ask$\operatorname{ing} O(\log n) O P E Q s$ on 3 -sided rectangles. By carefully applying the idea of shallow cuttings, we succeed in answering each of the $O P E Q$ on 3 -sided rectangles in "effectively" $O\left(\log ^{*} n\right)$ time (ignoring the output term). The trick is to identify the most "fruitful" shallow cutting to answer each of the $O P E Q$ on 3 -sided rectangles; this is achieved by reducing $O(\log n)$ point location queries to the problem of $O P E Q$ in $\mathbb{R}^{2}$. We believe this is a novel idea. This leads to a solution which takes $O\left(n \log ^{*} n\right)$ space and $O\left(\log n \cdot \log ^{*} n+k\right)$ query time (see Theorem 3.5.1).
(b) To further reduce the query time to $O(\log n+k)$, our next idea is to increase the fanout of our base tree. This leads to breaking down each 4 -sided rectangle into two side rectangles and one middle rectangle. As will become clear later, the decrease in height of the base tree implies that the side rectangles can now be reported in $O(\log n+k)$ time, instead of $O\left(\log n \cdot \log ^{*} n+k\right)$ time. Handling the middle rectangles is the new challenge that arises. We build a structure so that the query on middle rectangles can be handled by asking $O(\log n) 2 d$-dominance reporting queries. Another novel and new idea in this work is to build a structure which can efficiently identify the $O(\log n)$ data structures on which to pose these $2 d$-dominance reporting queries. Also, we are able to answer each $2 d$-dominance reporting query in $O(1)$ time (ignoring the output term). This finally leads to a data structure for answering $O P E Q$ on 4 -sided rectangles in $O(\log n+k)$ query time and uses $O\left(n \log ^{*} n\right)$ space (see Theorem 3.6.1).

The result obtained for 4 -sided rectangles acts as a building block to answer the $O P E Q$ in $\mathbb{R}^{3}$ for 5 -sided rectangles using $O\left(n \log ^{*} n\right)$ space and $O(\log n \cdot \log \log n+k)$ query time. This allows us to finally answer $O P E Q$ in $\mathbb{R}^{3}$ for 6 -sided rectangles. See Table 3.1 for a comparison of our results with the currently best known results. Note that we are only interested in structures which occupy linear or near-linear space.

### 3.4 Simple structure for OPEQ using linear space

In this section, we present a simple but sub-optimal structure to answer $O P E Q$ on 3-, 4 -, 5 -, 6 -sided rectangles.

| Query | Space | Query Time | Notes |
| :---: | :---: | :---: | :---: |
| 4-sided | $O(n)$ | $O\left(\log ^{2} n+k\right)$ | $[35]+$ Interval tree |
| 4-sided | $O\left(n \log ^{*} n\right)$ | $O(\log n+k)$ | New |
| 4-sided | $O(n)$ | $O\left(\log n \cdot \log ^{(i)} n+k\right)$ | New |
| 5-sided | $O(n)$ | $O\left(\log ^{3} n+k\right)$ | $[35]+$ Interval tree |
| 5-sided | $O\left(n \log ^{*} n\right)$ | $O(\log n \cdot \log \log n+k)$ | New |
| 6-sided | $n h$ | $\Omega\left(\log ^{2} n / \log h+k\right)$ | $[51,34]$ |
| 6 -sided | $O(n)$ | $O\left(\log ^{4} n+k\right)$ | $[35]+$ Interval tree |
| 6 -sided | $O\left(n \log ^{*} n\right)$ | $O\left(\log ^{2} n \cdot \log \log n+k\right)$ | New |

Table 3.1: Summary of our results for orthogonal point enclosure in $\mathbb{R}^{3} . \log ^{*} n$ is the iterated $\operatorname{logarithm}$ of $n$. $\log { }^{(1)} n=\log n$ and $\log ^{(i)} n=\log \left(\log { }^{(i-1)} n\right)$ when $i>1$ is a constant integer. Existing solutions in the literature for 6 -sided rectangles require $\Omega(n \log n)$ space.

### 3.4.1 Handling 3-sided rectangles

Handling $O P E Q$ on 3 -sided rectangles is easy. Map each 3 -sided rectangle $(-\infty, x] \times$ $(-\infty, y] \times(-\infty, z]$ into a three-dimensional point $(x, y, z)$ and map the query point $q\left(q_{x}, q_{y}, q_{z}\right)$ into a 3 -sided query rectangle $q^{\prime}=\left[q_{x}, \infty\right) \times\left[q_{y}, \infty\right) \times\left[q_{z}, \infty\right)$. Therefore, the problem maps to the three-dimensional dominance reporting query: Report all the points lying inside the 3 -sided query rectangle $q^{\prime}$. Initially, Afshani [35] and recently, Makris and Tsakalidis [62] presented an optimal solution for three-dimensional dominance query $(O(n)$ space and $O(\log n+k)$ query time $)$.

### 3.4.2 Interval tree

We shall give a brief description of a classic structure called an interval tree [59] (see also [60]). It has traditionally been used to answer the orthogonal point enclosure query in $\mathbb{R}^{1}$. We will need the interval tree to handle $O P E Q$ for 4-,5-,6-sided rectangles.

Consider a set $S$ of $n$ intervals in $\mathbb{R}^{1}$ and let $E$ be the set of endpoints of the intervals in $S$. Build a binary search tree $I T$ in which the points of $E$ are stored at the leaves from left to right in increasing order of their coordinate value. At each node $v \in I T$, we define $\operatorname{split}(v)$ and $\operatorname{range}(v) . \operatorname{split}(v)$ is a value such that points of $E$ in the left (resp. right) subtree of $v$ have coordinate value less than or equal to (resp. greater than) $\operatorname{split}(v)$. For the root node, root, range $($ root $)=(-\infty,+\infty)$. For a node $v$, if
the $\operatorname{range}(v)=\left[x_{l}, x_{r}\right]$ then the range of its left (resp. right) child will be $\left[x_{l}, \operatorname{split}(v)\right]$ (resp. (split $\left.\left.(v), x_{r}\right]\right)$. Each interval is assigned to exactly one node $v$ in $I T$ such that the interval is contained inside range $(v)$ but is not contained inside range $(\cdot)$ of its children.

Let $S_{v}$ be the set of intervals assigned at node $v$. We maintain additional structures at node $v$ : A list $I T_{v}^{l}$ (resp. $I T_{v}^{r}$ ) which stores the left (resp. right) endpoints of $S_{v}$ in non-decreasing (resp. non-increasing) order of their coordinate value. The space occupied by the interval tree is $O(n)$.

Given a query point $q$ to answer orthogonal point enclosure in $\mathbb{R}^{1}$, we visit a path from root to the leaf node of $I T$, s.t., at every node $v$ on the path, $q \in \operatorname{range}(v)$. At each node $v$ on the search path, if the query point $q$ lies to the left of $\operatorname{split}(v)$ then we traverse the list $I T_{v}^{l}$ from left to right till the entries in the list get exhausted or we find an endpoint whose coordinate value is greater than $q$. The case of $q$ lying to the right of $\operatorname{split}(v)$ is handled symmetrically. The time taken to answer the query is $O(\log n+k)$, where $k$ is the number of intervals reported.

### 3.4.3 Handling 4-,5-,6-sided rectangles

Now we present a solution to handle $O P E Q$ on $4-, 5-, 6$-sided rectangles. First, build an interval tree $I T$ based on the $x$-projection of the rectangles of $S$. We make the following observation to build secondary structures at each node of the interval tree.

Observation 1. Let $S_{v}$ be the set of $(4+t)$-sided rectangles (where $t \in[0,2]$ ) whose corresponding $x$-projection gets stored at node $v$. Consider a rectangle $r=\left[x_{1}, x_{2}\right] \times$ $\left[y_{1}, y_{2}\right] \times\left[z_{1}, z_{2}\right] \in S_{v}$.

1. Suppose the query point $q\left(q_{x}, q_{y}, q_{z}\right)$ lies to the left of $\operatorname{split}(v)$, i.e., $q_{x}<=\operatorname{split}(v)$. Then $r$ contains $q$ iff $q_{x} \in\left[x_{1}, \infty\right), q_{y} \in\left[y_{1}, y_{2}\right]$ and $q_{z} \in\left[z_{1}, z_{2}\right]$.
2. Suppose the query point $q\left(q_{x}, q_{y}, q_{z}\right)$ lies to the right of split(v), i.e., $q_{x}>\operatorname{split}(v)$. Then $r$ contains $q$ iff $q_{x} \in\left(-\infty, x_{2}\right], q_{y} \in\left[y_{1}, y_{2}\right]$ and $q_{z} \in\left[z_{1}, z_{2}\right]$.

Consider a node $v \in I T$. To handle the case where the query point $q$ lies to the right of $\operatorname{split}(v)$, we build a structure $I T_{v}^{r}$ : Each $(4+t)$-sided rectangle $r=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right] \times$ $\left[z_{1}, z_{2}\right] \in S_{v}$ is mapped into a $(4+t-1)$-sided rectangle $\left(-\infty, x_{2}\right] \times\left[y_{1}, y_{2}\right] \times\left[z_{1}, z_{2}\right]$. Using Observation 1, based on these newly mapped ( $d+t-1$ )-rectangles we build a
structure to handle $O P E Q$. A similar structure $I T_{v}^{l}$ is built to handle the case where the query point $q$ lies to the left of $\operatorname{split}(v)$. Given a query point $q \in \mathbb{R}^{3}$, we visit a path from root to leaf node in $I T$ containing $q_{x}$. At each node $v$ in the path, depending on whether $q$ is to the left or right of $v$ we issue an $O P E Q$ on $I T_{v}^{l}$ or $I T_{v}^{r}$, respectively, to report the rectangles in $S_{v} \cap q$.

Theorem 3.4.1. OPEQ on 4-,5-,6-sided rectangles can be answered using a structure of $O(n)$ size and in $O\left(\log ^{2} n+k\right), O\left(\log ^{3} n+k\right)$ and $O\left(\log ^{4} n+k\right)$ query time, respectively.

Proof. When $t=0$ (OPEQ on 4-sided rectangles), the secondary structures $I T_{v}^{l}$ and $I T_{v}^{r}$ will be the $O P E Q$ structure for 3 -sided rectangles. Clearly, the space occupied by the entire structure will be $O(n)$. For a given query, at most $O(\log n)$ nodes in $I T$ are visited and hence, the query time will be $O\left(\log ^{2} n+k\right)$. Now, it can be easily seen that when $t=1$ and $t=2$, the space remains $O(n)$ but the query time increases to $O\left(\log ^{3} n+k\right)$ and $O\left(\log ^{4} n+k\right)$, respectively.

### 3.5 OPEQ for 4 -sided rectangles: almost optimal query time

In this section we present a proof for the following result.
Theorem 3.5.1. Orthogonal point enclosure query on 4 -sided rectangles can be answered using a structure of $O\left(n \log ^{*} n\right)$ size and in $O\left(\log n \cdot \log ^{*} n+k\right)$ query time.

### 3.5.1 Shallow cuttings

Given two points $p$ and $q$ in $\mathbb{R}^{d}$, we say $p$ dominates $q$ if $p$ has a larger coordinate value than $q$ in every dimension. Let $P$ be a set of $n$ three-dimensional points. A shallow cutting for the $t$-level of $P$ gives a point set $R$ with the following properties: (i) $|R|=O(n / t)$, (ii) Any 3-d point $p$ that is dominated by at most $t$ points of $P$ dominates a point in $R$, (iii) Each point in $R$ is dominated by $O(t)$ points of $P$. The existence of such shallow cuttings has been shown by Afshani [35]. Next we state a lemma which will help us use shallow cuttings efficiently in our data structure. This is a modification of a construction by Makris and Tsakalidis [63].


(b)

(c)

Figure 3.2: (a) Projection of points in $R$ onto the $x y$-plane. (b) Region $r_{i}^{\prime}$ associated with each point. (c) Trapezoidal decomposition to obtain the subdivision $\mathcal{A}$.

Lemma 3.5.1. Let $R$ be a set of points in $\mathbb{R}^{3}$. Choose a strip $\mathcal{R}$ in the plane (i.e., the first two dimensions of $\mathbb{R}^{3}$ ) such that the projection of all the points of $R$ onto the plane lie inside it. One can construct a subdivision $\mathcal{A}$ of the strip $\mathcal{R}$ into $O(|R|)$ smaller orthogonal rectangles such that for any given query point $q\left(q_{x}, q_{y}, q_{z}\right)$ in $\mathbb{R}^{3}$, if we find the rectangle in $\mathcal{A}$ that contains the projection $q\left(q_{x}, q_{y}\right)$, then it is possible to find a point of $R$ that is dominated by $q$ or conclude that none of the points in $R$ are dominated by $q$.

Proof. Let $r_{1}, r_{2}, \ldots, r_{|R|}$ be the sequence of points of $R$ in non-decreasing order of their $z$-coordinate values. Each point $r_{i}\left(r_{x}, r_{y}, r_{z}\right)$ is projected onto the plane and a region $r_{i}^{\prime}$ is associated with it: $r_{i}^{\prime}=\left(\left[r_{x}, \infty\right) \times\left[r_{y}, \infty\right)\right) \backslash \bigcup_{j=1}^{i-1} r_{j}^{\prime}$. See Figure 3.2(a). Note that $r_{i}^{\prime}$ will be an empty set iff the point $r_{i}$ dominates any other point in $R$. See Figure $3.2(\mathrm{~b})$; $r_{5}^{\prime}$ is an empty set. We shall discard all such points from the set $R$. Next we perform a trapezoidal decomposition of the strip $\mathcal{R}$ to obtain our subdivision $\mathcal{A}$, i.e., we shoot rays towards $y=-\infty$ from every remaining point in $R$ till it hits an edge or the boundary of the strip. See Figure $3.2(\mathrm{c})$. It is easy to see that the number of rectangles in the subdivision will be $O(|R|)$.

Given a query point $q$, we perform a point location query on the subdivision $\mathcal{A}$. Two cases arise: (a) None of the $r_{i}^{\prime}$ s contain $q$. It means none of the points in $R$ are dominated by $q$. (b) Let $r_{i}$ be the point associated with the rectangle which contains $q$. Note that among the points of $R$ which are dominated by $q$ in the plane, $r_{i}$ has the smallest $z$-coordinate value. If the $z$-coordinate of $r_{i}$ is smaller than $q_{z}$, then we have found a point in $R$ that is dominated by $q$; else we can conclude that none of the points in $R$ are dominated by $q$.

### 3.5.2 Handling a special case

We start the presentation of our solution by first handling a special case of a set $S$ of $n 4$-sided rectangles all of which cross the hyperplane $x=x^{*}$. We shall establish the following lemma.

Lemma 3.5.2. Given a set $S$ of $n 4$-sided rectangles all of which cross the plane $x=$ $x^{*}$, we wish to answer the orthogonal point enclosure query. The space occupied is $O\left(n \log ^{*} n\right)$ and excluding the time taken to query the point location data structure, the query time is $O\left(\log ^{*} n+k\right)$.

We discuss the case where $q$ is to the right of $x=x^{*}$. From Observation 1, a rectangle $r=\left[x_{1}, x_{2}\right] \times(-\infty, y] \times(-\infty, z]$ is reported iff $x_{2} \geq q_{x}, y \geq q_{y}$ and $z \geq q_{z}$, i.e., $\left(x_{2}, y, z\right)$ dominates $\left(q_{x}, q_{y}, q_{z}\right)$. Each rectangle in S is converted into a point $\left(x_{2}, y, z\right)$. Call this new point set $P$. (The case where $q$ is to the left of $x=x^{*}$ is handled symmetrically.)

The key idea here is to compute a shallow cutting for the $\log ^{(i)} n$-level ${ }^{1}$ of $P$ to obtain a point set $R_{i}, \forall 0 \leq i \leq \log ^{*} n$. For each point $p \in R_{i}$, based on the points of $P$ which dominate it, build its local structure which is the optimal three-dimensional dominance reporting structure of Afshani [35]. Next, using Lemma 3.5.1 compute an arrangement $\mathcal{A}_{i}$ based on the point set $R_{i}, \forall 0 \leq i \leq \log ^{*} n$. Finally, collect all the rectangles in the arrangements $\mathcal{A}_{0}, \mathcal{A}_{1}, \ldots, \mathcal{A}_{\log ^{*} n}$ and construct the optimal structure of Chazelle [22] which can answer the orthogonal point enclosure query in $\mathbb{R}^{2}$. Call it a global structure.

For a given $R_{i},\left|R_{i}\right|=O\left(n / \log ^{(i)} n\right)$. Local structure of a point in $R_{i}$ is built on $O\left(\log ^{(i)} n\right)$ points of $P$ and hence, occupies $O\left(\log ^{(i)} n\right)$ space. Overall space occupied by the local structures of all the points in $R_{i}$ will be $O(n)$. The total space occupied by all the local structures corresponding to $R_{0}, R_{1}, \ldots, R_{\log ^{*} n}$ will be $O\left(n \log ^{*} n\right)$. The number of rectangles in the arrangement $\mathcal{A}_{i}$ will be $O\left(n / \log ^{(i)} n\right)$ and hence, the total number of rectangles in the arrangements $\mathcal{A}_{0}, \mathcal{A}_{1}, \ldots, \mathcal{A}_{\log ^{*}{ }_{n}}$ will be $O(n)$. As the structure of Chazelle [22] uses space linear to the number of rectangles it is built on, the global structure will occupy only $O(n)$ space.

Given a query point $q$, if we succeed to find a point $p$ from some point set $R_{i}$ which is dominated by $q$ in $\mathbb{R}^{3}$, then it is sufficient to query the local structure of $p$ and be

[^0]done. Also, it is desirable that the size of the local structure of $p$ is as small as possible. Therefore, our objective is to find the largest $i$ s.t. there is a point $p$ in $R_{i}$ which is dominated by $q$. For this, we query the global structure with ( $q_{x}, q_{y}$ ), which will report exactly one rectangle from each $\mathcal{A}_{i}, \forall 1 \leq i \leq \log ^{*} n$. Scan the reported rectangles to find that rectangle whose corresponding point satisfies our objective. Once such a point $p \in R_{i}$ has been found, we ask a three-dimensional dominance reporting query on the local structure of $p$ and finish the algorithm.

The time taken to perform the query on the global structure is $O\left(\log n+\log ^{*} n\right)=$ $O(\log n)$, where $\log ^{*} n$ is the number of rectangles reported. Scanning the reported rectangles to find an appropriate point $p \in R_{i}$ takes $O\left(\log ^{*} n\right)$ time. If $i<\log ^{*} n$, then $k=\Omega\left(\log ^{(i+1)} n\right)$, since there is no point in $R_{i+1}$ which is dominated by $q$; then, querying the local structure of $p$ takes $O\left(\log \log ^{(i)} n+k\right)=O\left(\log ^{(i+1)} n+k\right)=O(k)$ time. Else, if $i=\log ^{*} n$, then querying the local structure of $p$ takes $O\left(\log \log ^{\left(\log ^{*} n\right)} n+k\right)=$ $O(1+k)=O(1)$ time, since $k=O(1)$. Therefore, excluding the time taken to query the global structure, the query time is $O\left(\log ^{*} n+k\right)$.

### 3.5.3 $O\left(\log n \cdot \log ^{*} n+k\right)$-query time solution

Making use of the solution for the special case above, we present a solution for orthogonal point enclosure on 4 -sided rectangles which uses $O\left(n \log ^{*} n\right)$ space and $O\left(\log n \log ^{*} n+k\right)$ query time. As done before, we first build an interval tree $I T$ based on the projections of the rectangles of $S$ on the $x$-axis. We shall focus on the case of reporting rectangles at those nodes $v$ where $q$ is to the right of split $(v)$. The symmetrical case can be similarly handled. At each node $v$, based on rectangles $S_{v}$, construct the local structure as described in section 3.5.2. The crucial technical aspect to take care while constructing the local structure is the following: The arrangements $\mathcal{A}_{(\cdot)}$ are constructed using Lemma 3.5.1, which requires as input a strip $\mathcal{R}$. For a node $v$ with $\operatorname{range}(v)=\left[x_{l}, x_{r}\right]$, the strip $\mathcal{R}$ will be $\left[\operatorname{split}(v), x_{r}\right] \times(-\infty,+\infty)$.

Finally, we collect all the rectangles in arrangements $\mathcal{A}_{0}, \mathcal{A}_{1}, \ldots$ from all the nodes in $I T$ and construct the optimal structure of Chazelle [22], which can answer the orthogonal point enclosure query in $\mathbb{R}^{2}$. This is our actual global structure.

Space Analysis: From section 3.5.2, the space occupied by the local structure at node $v$ will be $O\left(\left|S_{v}\right| \log ^{*}\left|S_{v}\right|\right)$ and the total space occupied by all the local structures
in $I T$ will be $O\left(n \log ^{*} n\right)$. The number of rectangles in the arrangements constructed at node $v$ will be $O\left(\left|S_{v}\right|\right)$ and the total number of rectangles collected from all the nodes in $I T$ will be $O(n)$. Therefore, the global structure will occupy $O(n)$ space. The total space occupied by our data structure will be $O\left(n \log ^{*} n\right)$.

Given a query point $q$, let $\Pi$ be the path from root to the leaf node containing $q_{x}$. We query the global structure to report all the rectangles containing $\left(q_{x}, q_{y}\right)$. The crucial observation is that by our choice of strip $\mathcal{R}$ for each node in $I T$, if a node $v$ doesn't lie on $\Pi$, then no rectangle corresponding to $v$ will be reported. On the other hand, if a node $v$ lies on $\Pi$, then exactly $\log ^{*}\left|S_{v}\right|$ rectangles will be reported. To report the rectangles in $S_{v} \cap q$, we follow the query algorithm discussed in section 3.5.2. Repeating this procedure at every node on $\Pi$ will report all the rectangles in $S \cap q$.

Query Analysis: Querying the global structure takes $O\left(\log n+\log n \cdot \log ^{*} n\right)$ time, since $O\left(\log ^{*} n\right)$ rectangles will be reported from each node on $\Pi$. From the analysis in section 3.5.2, the time taken to report rectangles in $S_{v} \cap q$, at each node $v$, will be $O\left(\log ^{*} n+\left|S_{v} \cap q\right|\right)$. Therefore, the overall query time will be $O\left(\log n \cdot \log ^{*} n+k\right)$. This finishes the proof of Theorem 3.5.1.

Remark 1: To answer $O(\log n)$ point location queries simultaneously, one would expect that an extra dimension on the rectangles is needed to capture their corresponding node in the interval tree. By suitably modifying the construction of Makris and Tsakalidis (with the introduction of the concept of "strip $\mathcal{R}$ "), we are able to simultaneously solve multiple point location queries while staying with $O P E Q$ in $\mathbb{R}^{2}$. We believe this is a novel idea.

Remark 2: To obtain Theorem 3.5.1, we computed a shallow cutting for the $\log ^{(i)} n$ level of $P$ to obtain a point set $R_{i}, \forall 0 \leq i \leq \log ^{*} n$. Instead, suppose we compute a shallow cutting for the $\log ^{(i)} n$-level of $P$ to obtain a point set $R_{i}, \forall 0 \leq i \leq c$, for any integer constant $c \geq 1$. Then, it can verified that one can obtain a data structure with space $O(n)$ and query time $O\left(\log n \cdot \log ^{(c+1)} n+k\right)$.

### 3.6 OPEQ for 4-sided rectangles: optimal query time

In the above mentioned solution, we obtain $O\left(\log n \cdot \log ^{*} n+k\right)$ query time, since $|\Pi|=$ $O(\log n)$ and the time taken to report $S_{v} \cap q$ at each node $v \in \Pi$ is $O\left(\log ^{*} n+\left|S_{v} \cap q\right|\right)$. One way to obtain a query time of $O(\log n+k)$ is by restricting $|\Pi|=O\left(\log n / \log ^{*} n\right)$; indeed this can be achieved by decreasing the height of the interval tree to $O(\log n / \log f)=$ $O\left(\log n / \log ^{*} n\right)$ and increasing the fanout to $f=2^{\log ^{*} n}$. However, we now have to handle the "middle" structure for which we use some additional technical and novel ideas. We note that this idea of increasing the fanout of an interval tree has been used in the past $[64,65]$ for some aggregate problems involving rectangles; but our handling of the middle structure is completely different. The key observation to handle middle structure is that since the space is already $\log ^{*} n$ factor away from linear, we can afford to "move" the $\log ^{*} n$ factor from the query time to an additive term in the space complexity.

Skeleton structure: Construct an interval tree $I T$ with fanout $f=2^{\log ^{*} n}$. The rectangles of $S$ are projected onto the $x$-axis (each rectangle gets projected into an interval). Let $E$ be the set of $2 n$ endpoints of these projected intervals. Divide the $x$-axis into $2 n$ vertical slabs such that each slab covers exactly 1 point of $E$. Create an $f$-ary tree $I T$ on these slabs, each of which corresponds to a leaf node in $I T$. For each node $v \in I T$, we define its range on the $x$-axis, $\operatorname{range}(v)$. If $v$ is a leaf node, then range $(v)$ is the portion of the $x$-axis, occupied by the slab corresponding to the leaf; else if $v$ is an internal node, then $\operatorname{range}(v)$ is the union of the ranges of its children $v_{1}, v_{2}, \ldots, v_{f}$, i.e., $\operatorname{range}(v)=\bigcup_{i=1}^{f} \operatorname{range}\left(v_{i}\right)=\left[x_{l}, x_{r}\right]$. For each internal node $v \in I T$, we also define $f+1$ boundary slabs $b_{1}(v), b_{2}(v), \ldots, b_{f+1}(v): b_{1}(v)=x_{l}, b_{f+1}=x_{r}$ and $\forall 1<i<f+1, b_{i}$ is the boundary separating range $\left(v_{i-1}\right)$ and range $\left(v_{i}\right)$. Consider a rectangle $r=\left[x_{1}, x_{2}\right] \times(-\infty, y] \times(-\infty, z] \in S$. Rectangle $r$ is assigned to an internal node $v \in I T$, if the interval $\left[x_{1}, x_{2}\right]$ crosses one of the slab boundaries of $v$ but doesn't cross any of the slab boundaries of parent of $v$. See Figure 3 for an example of an internal node $v$ in the interval tree. Let $S_{v}$ be the set of rectangles of $S$ associated with node $v$.

Each rectangle in $S$ is broken into three disjoint rectangles as follows: Consider a rectangle $r=\left[x_{1}, x_{2}\right] \times(-\infty, y] \times(-\infty, z] \in S_{v}$. Let $x_{1}$ lie in $\operatorname{range}\left(v_{i}\right)$ and $x_{2}$ lie in


Figure 3.3: An internal node $v$ in the interval tree $I T$.
range $\left(v_{j}\right)$. Then $r$ is broken into a left rectangle $r_{l}=\left[x_{1}, b_{i+1}(v)\right) \times(-\infty, y] \times(-\infty, z]$, a middle rectangle $r_{m}=\left[b_{i+1}(v), b_{j}(v)\right] \times(-\infty, y] \times(-\infty, z]$ and a right rectangle $r_{r}=$ $\left(b_{j}(v), x_{2}\right] \times(-\infty, y] \times(-\infty, z]$. Note that if $j=i+1$, then we will only have a left and a right rectangle. Define $S_{v}^{l}, S_{v}^{m}$ and $S_{v}^{r}$ to be the set of left, middle and right rectangles obtained by breaking $S_{v}$. Furthermore, let $S^{l}=\bigcup_{v \in I T} S_{v}^{l}, S^{m}=\bigcup_{v \in I T} S_{v}^{m}$ and $S^{r}=\bigcup_{v \in I T} S_{v}^{r}$ be the sets of all left, middle and right rectangles, respectively. Note that it suffices to build separate data structures to handle $S^{l}, S^{m}$ and $S^{r}$.


(b)

(c)

Figure 3.4: (a) $M_{v}$ Structure. (b) Querying point set $S_{v}^{m}(u)$ with $\left(q_{y}, q_{z}\right)$. (c) Lists $L_{i}$. For the example query in (b), we walk down the list $L_{4}$ to report $r_{2}, r_{4}$ and $r_{1}$.

The solution built in section 3.5 can easily be adapted to report $S^{l} \cap q$ and $S^{r} \cap q$ in $O(\log n+k)$ query time, since the height of the tree is now $O\left(\log n / \log ^{*} n\right)$. The remaining part of this subsection will focus on building a suitable data structure(s) to report $S^{m} \cap q$ in $O(\log n+k)$ query time.

Local structure $M_{v}$ : At each node $v \in I T$, we store a local structure $M_{v}$ based on
the rectangles $S_{v}^{m}$. We first describe construction of $M_{v}$ and how to query it to report $S_{v}^{m} \cap q$. Then, we shall describe the global structure and the global query algorithm to report $S^{m} \cap q$. We shall utilize the fact that the endpoints of the $x$-projections of $S_{v}^{m}$ comes from a fixed universe $[1: f]=\left[1: 2^{\log ^{*} n}\right]$. The primary structure of $M_{v}$ is a segment tree [58] built on the $x$-projections of $S_{v}^{m}$. For each node $u \in M_{v}$, define $S_{v}^{m}(u)$ to be the rectangles whose $x$-projection was associated with node $u$. Also, associate range $\left(u_{v}\right)$ with each node $u \in M_{v}$, where $\operatorname{range}\left(u_{v}\right) \subseteq \operatorname{range}(v)$ is the span of boundary slabs covered by the leaf nodes in the subtree of $u$ (see Figure 3.4(a)). The height of $M_{v}$ will be $O\left(\log 2^{\log ^{*} n}\right)=O\left(\log ^{*} n\right)$ and, therefore, the space occupied by $M_{v}$ will be $O\left(\left|S_{v}^{m}\right| \log ^{*} n\right)$.

Given a query point $q\left(q_{x}, q_{y}, q_{z}\right)$, we trace a path $\Pi_{v}$ in $M_{v}$ from the root to the leaf node using $q_{x}$. At each node $u \in \Pi_{v}$, we need to report a rectangle $r \in S_{v}^{m}(u)$ iff $y z$-projection of $r$ contains $\left(q_{y}, q_{z}\right)$, i.e., $q_{y} \leq y$ and $q_{z} \leq z$ (a $2 d$-dominance query). Unfortunately, using standard structures such as a priority search tree [58] will not help us to achieve our desired query time.

Instead, we shall build the following structure on the $y z$-projections of $S_{v}^{m}(u)$ : Convert each rectangle $r \in S_{v}^{m}(u)$ into a new point $(y, z)$ and the query $q$ into a query rectangle $\left[q_{y}, \infty\right) \times\left[q_{z}, \infty\right)$. For the sake of convenience, we shall refer to the new point set as $S_{v}^{m}(u)$ itself. Sort the point set $S_{v}^{m}(u)$ in non-increasing order of their $y$-coordinate values. For simplicity, we will still refer to the sorted list as $S_{v}^{m}(u)$ itself. Add a dummy point at the end of the list with $y=-\infty$ and an arbitrary value of $z$. With the $i^{\text {th }}$ element in $S_{v}^{m}(u)$, we store a list $L_{i}$ which is the $1^{s t}, 2^{n d}, \ldots, i^{t h}$ element of $S_{v}^{m}(u)$ in non-increasing order of their $z$-coordinate values (see Figure 3.4 (b) \& (c)). Then the total size of all the lists $L_{i}, \forall 1 \leq i \leq\left|S_{v}^{m}(u)\right|$ will be $O\left(\left|S_{v}^{m}(u)\right|^{2}\right)$. However, notice that given two consecutive elements $i$ and $i+1$ in $S_{v}^{m}(u), L_{i+1}$ can be obtained from $L_{i}$ by making $O(1)$ changes. Now treating the $y$-coordinate as time, we store all the lists $L_{i}, \forall 1 \leq i \leq\left|S_{v}^{m}(u)\right|$, in a partially persistent structure [20]. The total number of memory modifications will be $O\left(\left|S_{v}^{m}(u)\right|\right)$ and hence, the total size of all the lists reduces from $O\left(\left|S_{v}^{m}(u)\right|^{2}\right)$ to $O\left(\left|S_{v}^{m}(u)\right|\right)$. To answer the query at node $u$, we locate the element $i$ in $S_{v}^{m}(u)$ which is the predecessor of $q_{y}$. Then, we walk down the list $L_{i}$ to report the corresponding rectangles till either the list gets exhausted or we reach a
point whose $z$-coordinate is less than $q_{z}$. Ignoring the time taken to locate element $i$ in $S_{v}^{m}(u)$, the time spent at node $u$ will be $O\left(1+\left|S_{v}^{m}(u) \cap q\right|\right)$. The performance of the local structure $M_{v}$ is summarized next.

Lemma 3.6.1. Given a set $S_{v}^{m}$ of 4-sided rectangles, we wish to answer the orthogonal point enclosure query. The endpoints of the x-projections of $S_{v}^{m}$ come from a fixed universe $[1: f]=\left[1: 2^{\log ^{*} n}\right]$. Local structure $M_{v}$ occupies $O\left(\left|S_{v}^{m}\right| \log ^{*} n\right)$ space and excluding the time taken to locate element $i$ in $S_{v}^{m}(u), \forall u \in \Pi_{v}$, the query time will be $O\left(\log ^{*} n+\left|S_{v}^{m} \cap q\right|\right)$.

Global structure: The only missing ingredient is an efficient technique to locate element $i$ in $S_{v}^{m}(u)$ 's which are visited during a query. Our technique will be based on the following simple yet powerful observation.

Observation 2. For a given query $q\left(q_{x}, q_{y}, q_{z}\right)$, let the $i^{\text {th }}$ element in point set $S_{v}^{m}(u)$ be the predecessor of $q_{y}$. Then we walk down the list $L_{i}$ in $S_{v}^{m}(u)$ iff (i) $q_{x} \in \operatorname{range}\left(u_{v}\right)$, and (ii) $q_{y} \in\left(y_{i+1}, y_{i}\right]$, where $y_{i}$ and $y_{i+1}$ are the $y$-coordinates of the $i^{\text {th }}$ and $(i+1)^{\text {th }}$ entry in point set $S_{v}^{m}(u)$.

Using the above observation, at every node $u \in M_{v}$, the $i^{\text {th }}$ element in $S_{v}^{m}(u), \forall 1 \leq$ $i \leq\left|S_{v}^{m}(u)\right|$, is mapped to a rectangle range $\left(u_{v}\right) \times\left(y_{i+1}, y_{i}\right]$ in $\mathbb{R}^{2}$. This process is repeated at every $M_{v}$ structure in $I T$. Collect all the newly mapped rectangles and construct the optimal structure of Chazelle [22] which can answer $O P E Q$ in $\mathbb{R}^{2}$. This is our global structure.

Space Analysis: Since each local structure $M_{v}$ occupies $O\left(\left|S_{v}^{m}\right| \log ^{*} n\right)$ space, the overall space occupied by all the local structures in $I T$ will be $O\left(n \log ^{*} n\right)$. The number of rectangles mapped from all the nodes in $M_{v}$ is $O\left(\left|S_{v}^{m}\right| \log ^{*} n\right)$ and hence, the total number of rectangles collected to construct the global structure is $O\left(n \log ^{*} n\right)$. Therefore, the global structure occupies $O\left(n \log ^{*} n\right)$ space.

Given a query point $q$, we query the global structure with $\left(q_{x}, q_{y}\right)$. From Observation 2 and our construction it is guaranteed that a rectangle range $\left(u_{v}\right) \times\left(y_{i+1}, y_{i}\right]$ is reported iff the $i^{\text {th }}$ element in $S_{v}^{m}(u)$ is the predecessor of $q_{y}$. Then for each reported rectangle we go to its corresponding list $L_{i}$ and report the rectangles in $S_{v}^{m}(u) \cap q$. This ensures that all the rectangles in $S^{m} \cap q$ get reported.

Query Analysis: Querying the global structure takes $O(\log n)$ time, since rectangles corresponding to $O\left(\log ^{*} n\right)$ nodes from each of the $O\left(\log n / \log ^{*} n\right) M_{v}$ structures are reported. Adding the time spent at each of the local $M_{v}$ structures, we get $O\left(\sum_{v \in \Pi}\left(\log ^{*} n+\left|S_{v}^{m} \cap q\right|\right)\right)=O(\log n+k)$. Overall query time to report $S^{m} \cap q$ will be $O(\log n+k)$. The final result is summarized below.

Theorem 3.6.1. Orthogonal point enclosure query on 4-sided rectangles can be answered using a structure of $O\left(n \log ^{*} n\right)$ size and in $O(\log n+k)$ query time.

### 3.7 OPEQ on 5 - and 6 -sided rectangles

In this section, we use the result obtained for $O P E Q$ on 4 -sided rectangles to answer $O P E Q$ on 5 - and 6 -sided rectangles. First, we present a solution for 5 -sided rectangles. Alstrup, Brodal, and Rauhe introduced the grid-based technique [66] to index points for answering orthogonal range reporting queries. We also use their grid-based technique, but suitably adapt it for handling the indexing of 5 -sided rectangles. At a high level, the query algorithm is based on the following approach: Theorem 3.4.1 handles $O P E Q$ on 5 -sided rectangles in $O\left(\log ^{3} n+k\right)$ query time. When $k \geq \log ^{3} n$, Theorem 3.4.1 will have a query time $O(k)$, which is good. When $k<\log ^{3} n$, we can no longer use Theorem 3.4.1 but the low-output size allows us to pre-compute partial answers to each query.

Structure: Define a parameter $t=\log ^{4} n$. Consider the projection of the rectangles of $S$ on to the $x y$-plane and impose an orthogonal $\left(2 \sqrt{\frac{n}{t}}\right) \times\left(2 \sqrt{\frac{n}{t}}\right)$ grid such that each horizontal and vertical slab contains the projections of $\sqrt{n t}$ sides. Let $S_{\text {root }} \subseteq S$ be the set of rectangles stored at the root. A rectangle of $S$ belongs to $S_{\text {root }}$ iff it intersects at least one horizontal or vertical boundary of the grid. A couple of data structures are built on $S_{\text {root }}$ which will be discussed below. Call this the root of the recursion tree. Finally, we recurse on the rectangles which lie completely inside a slab. At each node of the recursion tree, if we have $m$ rectangles in the subproblem then the value then the value of $t$ changes to $\log ^{4} m$ and the grid size changes to $\left(2 \sqrt{\frac{m}{t}}\right) \times\left(2 \sqrt{\frac{m}{t}}\right)$. We stop the recursion when a subproblem has less than $c$ rectangles, for a suitably large constant $c$.

A grid structure, a slow structure and side structure's are built on $S_{\text {root }}$. The slow structure is Theorem 3.4.1 built on 5 -sided rectangles $S_{\text {root }}$. The slow structure is queried


Figure 3.5: Breaking a rectangle in (a) into 2 horizontal side rectangles (shown in (c)) and 2 vertical side rectangles (shown in (d)).
only when $\left|S_{\text {root }} \cap q\right|=\Omega\left(\log ^{3} n\right)$. A rectangle $r^{\prime}$ is higher than rectangle $r^{\prime \prime}$ if $r^{\prime}$ has a larger span than $r^{\prime \prime}$ along $z$-direction. In the grid structure, for each cell $c$ of the grid, among the rectangles which completely cover $c$, store the highest $\log ^{3} n$ rectangles in a linked list $L_{c}$ in decreasing order of their $z$-coordinates. As shown in Figure 3.5, each rectangle in $S_{\text {root }}$ is broken into at most 4 side rectangles. Observe that the side rectangles are 4 -sided rectangles. For each row and column slab, we have a side structure which is Theorem 3.5.1 built on the side rectangles lying inside it.

Space Analysis: The space occupied by the slow structure and the side structures is $O\left(\left|S_{\text {root }}\right|\right)$ and $O\left(\left|S_{\text {root }}\right| \log ^{*}\left|S_{\text {root }}\right|\right)$, respectively. Note that a rectangle in $S$ is stored at exactly one node in the recursion tree. Therefore, the overall space occupied by the slow structures and the side structures in the recursion tree is $O(n)$ and $O\left(n \log ^{*} n\right)$, respectively. The space occupied by the grid structure will be $O\left(n / t \cdot \log ^{3} n\right)=O(n / \log n)$. Thus the space occupied, $S(n)$, by all the grid structures in the recursion tree is given by the recurrence

$$
S(n)=\sum_{i=1}^{4 \sqrt{n / t}} S\left(n_{i}\right)+O\left(\frac{n}{\log n}\right), \forall i, n_{i} \leq \sqrt{n t}
$$

This solves to $S(n)=O(n)$. Therefore, the overall space occupied by the data structure will be $O\left(n \log ^{*} n\right)$.

Query: Given a query point $q$, at the root we locate the cell $c$ on the grid containing $q$. Scan the list $L_{c}$ to report rectangles till we either (a) find a rectangle which doesn't contain $q$, or (b) the end of the list is reached. If case (b) happens, then we have reported $\log ^{3} n$ rectangles, so we query the slow structure to report $S_{\text {root }} \cap q$. If case (a) happens, then we also query the side structures of the horizontal and the vertical slab containing
$q$. Next, we recursively query the horizontal and the vertical slab containing $q$.
Query Analysis: First we analyze the query time at the root of the recursion tree. Cell $c$ on the grid can be located in $O(\log \sqrt{n / t})=O(\log n)$ time. If case (a) happens, then the time spent is $O\left(\log n+\left|S_{\text {root }} \cap q\right|\right)$. Else, if case (b) happens, then the time spent is $O\left(\log ^{3} n+\left|S_{\text {root }} \cap q\right|\right)=O\left(\left|S_{\text {root }} \cap q\right|\right)$, since $\left|S_{\text {root }} \cap q\right| \geq \log ^{3} n$. Therefore, the query time at the root is $O\left(\log n+\left|S_{\text {root }} \cap q\right|\right)$. Let $Q(n)$ denote the overall query time (excluding the output portion). Then

$$
Q(n)=2 Q(\sqrt{n t})+O(\log n), t=\log ^{4} n .
$$

This solves to $Q(n)=O(\log n \cdot \log \log n)$. Therefore, the overall query time will be $O(\log n \log \log n+k)$.

Theorem 3.7.1. Orthogonal point enclosure query on 5 -sided rectangles can be answered using a structure of $O\left(n \log ^{*} n\right)$ size and in $O(\log n \cdot \log \log n+k)$ query time.

Now we look at $O P E Q$ for 6 -sided rectangles. In Theorem 3.4.1, $O P E Q$ for 6 -sided rectangles was handled by placing at each node of the interval tree a data structure which can handle $O P E Q$ for 5 -sided rectangles. Now placing the data structure of Theorem 3.7.1 at each node of the interval tree leads to the following result.

Theorem 3.7.2. Orthogonal point enclosure query on 6 -sided rectangles can be answered using a structure of $O\left(n \log ^{*} n\right)$ size and in $O\left(\log ^{2} n \cdot \log \log n+k\right)$ query time.

By using segment trees, the above result extends to higher dimensions as well. (We omit the details.)

Theorem 3.7.3. Orthogonal point enclosure query on $2 d$-sided rectangles in $\mathbb{R}^{d}(d \geq$ 3) can be answered using a structure of $O\left(n \log ^{d-3} n \cdot \log ^{*} n\right)$ size and in $O\left(\log ^{d-1} n\right.$. $\log \log n+k)$ query time.

### 3.8 Open problems

We conclude with some open problems in the pointer machine model. As of now, an optimal solution in $\mathbb{R}^{3}$ is known only for 3 -sided rectangles. Is it possible to answer
$O P E Q$ for 4 -sided rectangles in $\mathbb{R}^{3}$ in $O(\log n+k)$ query time using an $O(n)$ space structure? More interestingly, what is the right bound to target for $O P E Q$ for 5 -sided rectangles: Is there a linear-space structure which answers the query in $O(\log n+k)$ time? Or is there a lower bound of $\Omega(\log n \cdot \log \log n+k)$ on the query time for a linear-space structure?

## Part II

## Top-k Geometric Intersection Query

## Chapter 4

## Top- $k$ Geometric Intersection Query (GIQ)

### 4.1 Problem Statement

Top- $k$ GIQ: We are given a set $\mathcal{A}=\left\{a_{1}, \ldots, a_{n}\right\}$ of $n$ geometric objects in $\mathbb{R}^{d}(d \geq 1)$, where $a_{i}$ has a real-valued weight $w_{i}, 1 \leq i \leq n$. We wish to organize $\mathcal{A}$ into a spaceefficient data structure so that for any query pair $(q, k)$, where $q$ is a geometric object and $k>0$ is an integer, we can report efficiently the $k$ largest-weight objects of $\mathcal{A}$ that are intersected by $q$. (Two geometric objects in $\mathbb{R}^{d}$ intersect iff they have a point in common.)

More precisely, let $\mathcal{A}(q)$ be the set of objects in $\mathcal{A}$ that are intersected by $q$. Then we wish to find and report the objects in a set $\mathcal{A}_{k}(q) \subseteq \mathcal{A}(q)$ such that $\left|\mathcal{A}_{k}(q)\right|=k$ and for any $a_{i} \in \mathcal{A}_{k}(q)$ and any $a_{j} \in \mathcal{A}(q) \backslash \mathcal{A}_{k}(q)$, we have $w_{i} \geq w_{j}$. (Note that if $q$ intersects $k$ or fewer objects of $\mathcal{A}$ then we simply report all of them.)

We recollect some definitions. In a reporting $G I Q$ we report $\mathcal{A}(q)$, in a counting $G I Q$ we report $|\mathcal{A}(q)|$ and in a $\max G I Q$ we report the object in $\mathcal{A}(q)$ with the largest-weight.

### 4.2 Naïve solutions

As a warm-up, we discuss two naïve solutions for answering any top- $k$ GIQ:

1. First, build a reporting structure based on the objects in $\mathcal{A}$ (disregarding their weights). Given the query pair $(q, k)$, query the structure with $q$ to report all the objects of $\mathcal{A}$ which intersect $q$. Next, run a standard selection algorithm [67] on $\mathcal{A}(q)$ to identify the object with the $k$ th-largest weight. Finally, scan $\mathcal{A}(q)$ to output the $k$ largest-weight objects. Clearly, this approach is not efficient if $|\mathcal{A}(q)| \gg k$, which is often the case.
2. Second, in the preprocessing phase, sort all the objects in $\mathcal{A}$ in non-increasing order of their weights and keeps them in an array. Given a query pair $(q, k)$, the array is scanned from the beginning till either (i) $k$ objects of $\mathcal{A}$ intersecting $q$ are found, or (ii) the end of the array is reached. In this approach the query time can be as bad as $\Theta(n)$.

### 4.3 Key features of our techniques/reductions

In this report we present three different techniques (or reductions) to efficiently solve the top- $k$ GIQ problems. The key features of our techniques are the following:

1. Generic reductions. Our reductions are aimed at solving any top- $k$ GIQ problem efficiently. All the three reductions require efficient solutions for the corresponding reporting, or counting or max GIQ, which is often the case. Such general reductions did not exist in the literature before.
2. Strong theoretical guarantees. As will be shown later, our reductions also have attractive space, query time and update time bounds. Roughly speaking, there is either no deterioration or very little deterioration in the theoretical bounds for the top- $k$ GIQ problem w.r.t. their corresponding reporting, counting and max GIQ.
3. Output sensitivity. A trivial observation is that the query time for any top- $k$ GIQ is greater than or equal to $k$ time-units (since one needs $k$ time-units to report $k$ objects). Therefore, an important feature for a top- $k$ data structure is that they have query time that is sensitive to $k$, typically of the form $O(f(n)+k)$ or $O(f(n)+k \cdot g(n))$, where $f(n)$ and $g(n)$ are "small" (e.g., polylogarithmic).

This is a very desirable property, since it allows the query to be answered faster when $k$ is small. Our data structures in this thesis achieve this property. The naïve solutions discussed above do not have this property; even for $k=1$ they can have a query time of $\Theta(n)$.
4. Ease of implementation. There is very little overhead involved in implementing these techniques. Given data structures for the reporting and the counting GIQ problem (which typically exist for many GIQ problems), our first technique involves merely implementing a suitable binary search tree. We have demonstrated this in [4] for two problems: orthogonal range search and rectangle stabbing. In our second and third technique, one simply has to build a data structure for reporting and/or max GIQ problem on the entire dataset or on a collection of random samples from the dataset.

### 4.4 Three Generic Reductions

In this thesis we present three generic reductions to answer a top- $k$ GIQ. Each generic reduction reduces the task of answering a top- $k$ GIQ to a small number of queries on the companion problems of that GIQ, which typically have a small space and query time bounds.

### 4.4.1 Mathematical definitions

We (i) define $\log ^{*}(n)$ as the number of times that we need to perform $\log _{2}(\cdot)$ on $n$ to get a value no more than 1 (see also Chapter 3 for a precise definition), and (ii) use notation $\tilde{O}($.$) to hide a factor polylogarithmic in n$ when such a factor is insignificant.

Finally, we say that a function $f(n)$ is geometrically converging if it satisfies two conditions:

- For any $n \geq B: \sum_{i=0}^{h} f\left(\frac{n}{c^{i}}\right)=O(f(n))$, for any value $c \geq 2$, where $h$ is the largest integer $i$ satisfying $n / c^{i} \geq B$.
- For any $n<B, f(n)=O(1)$.


### 4.4.2 First reduction: Using counting and reporting structure

Our first approach requires that efficient solutions to the reporting and the counting versions of the underlying GIQ problem be available. Roughly speaking, our technique incurs only a logarithmic increase in the space, the query time, and the update time over the corresponding bounds for the underlying GIQ problem. Specifically, we establish the following:

Theorem 4.4.1. Suppose that there is

- A reporting structure of $\mathcal{S}_{\text {rep }}(n)$ space that answers a query in $\mathcal{Q}_{\text {rep }}(n)+O(t)$ time;
- A counting structure of $\mathcal{S}_{\text {cnt }}(n)$ space that answers a query in $\mathcal{Q}_{\text {cnt }}(n)$ time.

Assume that $\mathcal{S}_{\text {cnt }}(n) / n, \mathcal{S}_{\text {rep }}(n) / n, \mathcal{Q}_{\text {cnt }}(n)$ and $\mathcal{Q}_{\text {rep }}(n)$ are non-decreasing functions for non-negative values of $n$.

Then there is a top-k structure of space $\mathcal{S}_{\text {top }}(n)$ and query time $\mathcal{Q}_{\text {top }}(n)+O(k)$ with

$$
\begin{align*}
& \mathcal{S}_{\text {top }}(n)=O\left(\left(\mathcal{S}_{\text {rep }}(n)+\mathcal{S}_{\text {cnt }}(n)\right) \log _{2} n\right)  \tag{4.1}\\
& \mathcal{Q}_{\text {top }}(n)=O\left(\left(\mathcal{Q}_{\text {rep }}(n)+\mathcal{Q}_{\text {cnt }}(n)\right) \log _{2} n\right) \tag{4.2}
\end{align*}
$$

Furthermore, if the reporting and the counting structure support updates in $\mathcal{U}_{\text {rep }}(n)$ and $\mathcal{U}_{\text {cnt }}(n)$ time, respectively, then the top- $k$ structure supports updates in $\mathcal{U}_{\text {top }}(n)=$ $O\left(\left(\mathcal{U}_{\text {rep }}(n)+\mathcal{U}_{\text {cnt }}(n)\right) \log _{2} n\right)$ amortized time.

Remark. The above reduction is presented in the RAM model. The following two reductions will be presented in the EM model. By setting $M$ and $B$ to appropriate constants, all the EM results also hold in the RAM model.

### 4.4.3 Second reduction: Using max and prioritized reporting structure

Our second approach requires that efficient solutions to the max and the prioritized reporting versions of the underlying GIQ problem be available. We start with the following definition.
Prioritized Reporting: Given a query $q$ and a real value $\tau$, this query reports all the objects in $\mathcal{A}(q)$ with weight greater than or equal to $\tau$.

Before presenting the reduction, we present the following interesting fact: prioritized reporting can be reduced to top-k reporting. The formal statement is the following:

Theorem 4.4.2. Suppose that there is a structure that consumes $\mathcal{S}_{\text {top }}(n)$ space on $n$ elements, and answers a top- $k$ query in $\mathcal{Q}_{\text {top }}(n)+O(k / B) I / O s$. Then, there is a prioritized-reporting structure of $\mathcal{S}_{\text {pri }}(n)$ space that answers a query in $\mathcal{Q}_{\text {pri }}(n)+O(t / B)$ $I / O s-w h e r e t$ is the number of reported elements-such that

$$
\begin{aligned}
\mathcal{S}_{p r i}(n) & =O\left(\mathcal{S}_{t o p}(n)\right) \\
\mathcal{Q}_{p r i}(n) & =O\left(\mathcal{Q}_{\text {top }}(n)\right)
\end{aligned}
$$

The reduction does not depend on the underlying problem, i.e., prioritized reporting is no harder than top- $k$ reporting, regardless of the type of input objects and query object. Therefore, if one does not even have a structure for the former, there is no hope for the latter.

An important special case of the top- $k$ reporting is the max reporting where all queries have $k=1$. Before solving queries of all $k$, one must at least be able to design an efficient structure for max reporting. In other words, just like the prioritized reporting, max reporting is also a necessary step towards settling the top- $k$ reporting. Our second reduction shows that the two necessary structures are sufficient as well:

Theorem 4.4.3. Suppose that there is

- A prioritized-reporting structure of $\mathcal{S}_{\text {pri }}(n)$ space that answers a query in $\mathcal{Q}_{\text {pri }}(n)+$ $O(t / B) I / O s ;$
- A max-reporting structure of $\mathcal{S}_{\text {max }}(n)$ space that answers a query (i.e., $k=1$ ) in $\mathcal{Q}_{\text {max }}(n) I / O s$. It is required that $\mathcal{S}_{\text {max }}(n)$ is geometrically converging.

Then, there is a top-k structure of expected space $\mathcal{S}_{\text {top }}(n)$ and expected query time $\mathcal{Q}_{\text {top }}(n)+O(k / B)$ with

$$
\begin{align*}
& \mathcal{S}_{\text {top }}(n)=O\left(\mathcal{S}_{\text {pri }}(n)+\mathcal{S}_{\max }\left(\frac{6 n}{B \cdot Q_{p r i}(n)}\right)\right)  \tag{4.3}\\
& \mathcal{Q}_{\text {top }}(n)=O\left(\mathcal{Q}_{p r i}(n)+\mathcal{Q}_{\max }(n)\right) . \tag{4.4}
\end{align*}
$$

Furthermore, if the prioritized and the max structures support an update in $\mathcal{U}_{\text {pri }}(n)$ $\operatorname{and} \mathcal{U}_{\max }(n) I /$ Os respectively, then the top-k structure supports an update in $O\left(\mathcal{U}_{p r i}(n)+\right.$
$\left.\mathcal{U}_{\max }(n)\right)$ expected $I /$ Os. If any of $\mathcal{U}_{\text {pri }}(n)$ and $\mathcal{U}_{\max }(n)$ is amortized, the update cost of the top- $k$ structure is amortized expected. In the above, every expectation is taken over the random choices made by our algorithms.

Remark 1. The above reduction is optimal in the sense that there is no performance degradation (in expectation): the space, the query time, and the update time of the top$k$ structure is determined by the worse between the prioritized and the max structure. Remark 2. Our reduction constructs the max structure on at most $O\left(\frac{6 n}{B \cdot Q_{p r i}(n)}\right)$ objects, and, therefore, one need not try hard to minimize the space of the max structure. In fact, $\mathcal{S}_{\max }(n)$ is allowed to be larger than $\mathcal{S}_{\text {top }}(n)$. For instance, consider a scenario where $\mathcal{S}_{p r i}(n)=O(n / B), \mathcal{Q}_{\text {pri }}(n)=\log _{B} n$, and $\mathcal{S}_{\max }(n)=O\left((n / B) \log _{B} n\right)$. Plugging in these values into Theorem 4.4.3 leads to $\mathcal{S}_{\text {top }}(n)=O(n / B)$, since $\mathcal{S}_{\max }\left(\frac{n}{B \log _{B} n}\right)=$ $O\left(\frac{n}{B^{2}}\right)=O\left(\frac{n}{B}\right)$.

### 4.4.4 Third reduction: Using only the prioritized reporting structure

Our third reduction requires an efficient solution only for the prioritized reporting version of the underlying GIQ problem. We show that, under mild conditions, there only needs to be an $O\left(\log _{B} n\right)$ gap in the query cost between the top- $k$ and the prioritized reporting:

Theorem 4.4.4. Suppose that there is a prioritized structure of $\mathcal{S}_{p r i}(n)$ space and query cost $\mathcal{Q}_{p r i}(n)+O(t / B)$ such that $\mathcal{S}_{p r i}(n)$ is geometrically converging, and

$$
\mathcal{Q}_{p r i}(n) \geq \log _{B} n
$$

Furthermore, suppose that the problem is polynomially bounded, namely, for any input $D$ of $n$ elements, there are only $n^{O(1)}$ distinct outcomes for $D(q)$ over all the possible queries on $D$.

Then, there is a top-k structure of space $\mathcal{S}_{\text {top }}(n)$ and query time $\mathcal{Q}_{\text {top }}(n)+O(k / B)$ with

$$
\begin{align*}
& \mathcal{S}_{t o p}(n)=O\left(\mathcal{S}_{p r i}(n)\right)  \tag{4.5}\\
& \mathcal{Q}_{t o p}(n)=O\left(\mathcal{Q}_{p r i}(n) \cdot \frac{\log n}{\log B+\log \frac{\mathcal{Q}_{p r i}(n)}{\log _{B} n}}\right) \tag{4.6}
\end{align*}
$$

Remark 1. It is worth mentioning that most of the known reporting problems are polynomially bounded. Consider, for example, $D$ to be a set of $n$ points in $\mathbb{R}^{2}$. In the halfspace reporting, given a halfspace $q$ (the region on one side of a line), we want to report the set $D(q)$ of points in $D \cap q$. It is easy to see that $O\left(n^{2}\right)$ different subsets $D(q)$ exist, ranging over all possible $q$, because there are only $\binom{n}{2}$ different lines passing through two points in $D$.
Remark 2. Since the denominator in Equation (4.6) is at least $\log B$, we have $\mathcal{Q}_{\text {top }}(n)=$ $O\left(\mathcal{Q}_{p r i}(n) \cdot \log _{B} n\right)$.
Remark 3. If $\mathcal{Q}_{p r i}(n) \geq(n / B)^{\epsilon}$ for an arbitrarily small constant $\epsilon>0$, (4.6) becomes $\mathcal{Q}_{\text {top }}(n)=O\left(\mathcal{Q}_{p r i}(n)\right)$. In other words, top- $k$ reporting is asymptotically as difficult as prioritized reporting for "hard" queries.

### 4.5 New top- $k$ GIQ structures

Using the three generic reductions discussed above we have been able to design several new top- $k$ GIQ structures. We present the bounds obtained for each top- $k$ GIQ problem as a theorem here and the proofs of these will be discussed in Chapter 6.

Orthogonal Range Reporting. In top-k orthogonal range reporting, $\mathcal{A}$ is a set of weighted points in $\mathbb{R}^{d}$ and the query is an axes-aligned hyper-rectangle in $\mathbb{R}^{d}$. This problem is very relevant in spatial databases. For example, in $\mathbb{R}^{2}$ the points could represent restaurants and the rating of each restaurant could be its weight. The query rectangle $q$ can be an area in New York City and the user might want to know the top- 5 rated restaurants in that area. Some of the key results we obtain for this problem are as follows:

Theorem 4.5.1. For top-k orthogonal range reporting:

- When $d=1$, there is a RAM structure of $O(n)$ space and $O(\log n+k)$ query time, both in expectation.
- When $d=1$, there is an EM structure of $O\left(\frac{n}{B}\right)$ space and $O\left(\log _{B} n+k / B\right)$ query time, both in expectation.

Theorem 4.5.2. For top-k orthogonal range reporting:

- When $d=2$, there is a RAM structure of $O\left(n \frac{\log n}{\log \log n}\right)$ space and $O(\log n+k)$ query time, both in expectation.
- When $d=2$, there is an EM structure of $O\left(\frac{n}{B} \frac{\log n}{\log ^{\log }{ }_{B} n}(\log \log B)^{2}\right)$ space and $O\left(\log _{B} n+k / B\right)$ query time, both in expectation.

Note that our results above for $d=1,2$ hold in expectation. There are results in the literature with the same bounds as above and they hold true in the worst-case as well; naturally, those solutions are technically involved. On the other hand, the solutions presented in this report have the advantage of being conceptually simpler.

Finally we present a dynamic solution for this problem in $\mathbb{R}^{d}$.
Theorem 4.5.3. For top-k orthogonal range reporting:

- When $d \geq 1$, there is a RAM structure of $O\left(n \log ^{d} n\right)$ space, $O\left(\log ^{d+1} n+k\right)$ query time and $O\left(\log ^{d+1} n\right)$ amortized update time. All the bounds hold true in the worst-case.

Unlike in the RAM model, in the EM model no efficient dynamic data structures are known for standard reporting and counting orthogonal range searching in higher dimensions. (Of course one can always take a RAM structure and use that as an EM structure, however no structure tailor-made for the EM model is known.) Therefore, we avoid discussing top- $k$ orthogonal range searching in the EM model in higher dimensions.

Halfspace and Circular Range Reporting. In halfspace reporting, $\mathcal{A}$ is a set of points in $\mathbb{R}^{d}$, where $d$ is a fixed integer. The query $q=(\boldsymbol{q}, c)$ is a halfspace, i.e., all the $\boldsymbol{x}$ satisfying $\boldsymbol{x} \cdot \boldsymbol{q} \geq c$, where $\boldsymbol{q}$ and $c$ are the query parameters ( $\boldsymbol{x}$ and $\boldsymbol{q}$ are $d$ dimensional vectors, and $c$ a real value). The importance of halfspace reporting-in general, searching with linear constraints-has long been recognized in the database community; e.g., see [68]. A motivating example for the top- $k$ halfspace range reporting in $\mathbb{R}^{2}$ is the following: Consider a financial database storing earnings (e) and volatility $(v)$ information for a large number of stocks, as well as information on total return $(r)$. Thus, each stock, $s$, is represented as a point $\left(s_{e}, s_{v}\right)$ in $\mathbb{R}^{2}$, with weight $s_{r}$. Each investor, $I$, has a different preference for income and risk, specified as percentages $I_{e}$ and $I_{v}$. A potential investor might wish to identify, say, the ten highest-return stocks, $s$,
for which the weighted score $I_{e} \cdot s_{e}+I_{v} \cdot s_{v}$ is at least an investor-specified threshold $t_{I}$. The equation $I_{e} \cdot s_{e}+I_{v} \cdot s_{v} \geq t_{I}$ defines a halfspace in $\mathbb{R}^{2}$ and we are, thus, interested in the ten highest-return stocks in this halfspace. This is an instance of top-k halfspace range search problem in $\mathbb{R}^{2}$, where $k=10$ and the query, $q$, is the above halfspace.

We obtain the following results for this problem:
Theorem 4.5.4. For top-k halfspace reporting:

- When $d=2$, there is a RAM structure of $O(n \log n)$ space and $O(\log n+k)$ query time, both in expectation.
- When $d \geq 4$, there is a RAM structure of $O(n \log n)$ space and $\tilde{O}\left(n^{1-1 /\lfloor d / 2\rfloor}\right)+O(k)$ query time, both in the worst case.
- When $d \geq 4$, there is an EM structure of $O(n / B)$ space and $O\left((n / B)^{1-1 /\lfloor d / 2\rfloor+\epsilon}+\right.$ $k / B)$ query time, both in the worst case, where $\epsilon>0$ is an arbitrarily small constant.

Circular range reporting is a closely related problem. Again, $\mathcal{A}$ is a set of points in $\mathbb{R}^{d}$, but each $q=(\boldsymbol{q}, r)$ specifies a ball in $\mathbb{R}^{d}$, i.e., all the $\boldsymbol{x}$ satisfying $\operatorname{dist}(\boldsymbol{x}, \boldsymbol{q}) \leq r$, where dist is the Euclidean distance between the vectors $\boldsymbol{x}$ and $\boldsymbol{q}$, and $r$ is a positive real value (query parameters are $\boldsymbol{q}$ and $r$ ). Circular reporting is fundamental in spatial databases and similarity retrieval; e.g., see [69]. By the standard "lifting trick" [58], we obtain directly from Theorem 4.5.4:

Corollary 4.5.1. For top-k circular reporting with $d \geq 3$, there is:

- A RAM structure of $O(n \log n)$ space and $\tilde{O}\left(n^{1-1 /\lfloor(d+1) / 2\rfloor}\right)+O(k)$ query time, both in the worst case.
- An EM structure of $O(n / B)$ space and $O\left((n / B)^{1-1 / L(d+1) / 2\rfloor+\epsilon}+k / B\right)$ query time, both in the worst case, where $\epsilon>0$ is an arbitrarily small constant.

Interval Stabbing. This problem is among the most classic problems in the database area; e.g., see [70]. Here, $\mathcal{A}$ is a set of intervals on the real-line and the query $q$ is a point, such that an element $e=[x, y]$ in $\mathcal{A}$ satisfies the predicate if $q \in[x, y]$. We obtain the following result:

Theorem 4.5.5. For top-k interval stabbing, there is an EM structure of

- $O(n / B)$ space and $O\left(\log _{B} n+k / B\right)$ query time, both in expectation. The structure can be updated in $O\left(\log _{B} n\right) I / O$ s amortized expected per insertion and deletion.
- $O(n / B)$ space and $O\left(\log _{B}^{2} n+k / B\right)$ query time, both in the worst case.

2D Point Enclosure. In this problem, $\mathcal{A}$ is a set of rectangles in $\mathbb{R}^{2}$. The query is a point $q \in \mathbb{R}^{2}$, such that an element $e \in \mathcal{A}$ satisfies the predicate if $q \in e$.

To emphasize the relevance of a top- $k$ query of this type to databases, let us consider a dating website, where a person registers requirements on her/his ideal significant other: age in the range $\left[x_{1}, x_{2}\right]$, and height in the range $\left[y_{1}, y_{2}\right]$. Therefore, his/her requirement can be modeled as a rectangle $\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$. The weight assigned to the rectangle could be the salary of the person. A reasonable query from, say, a lady is:
"Find the 10 gentlemen with the highest salaries such that my age and height fall into their preferred ranges."

This is an instance of a top- $k$ point enclosure query with $k=10$. We obtain:
Theorem 4.5.6. For top-k point enclosure, there is a RAM structure of

- $O\left(n \log ^{*}(n)\right)$ space and $O(\log n \log \log n+k)$ query time, both in expectation.
- $O\left(n \log ^{*}(n)\right)$ space and $O\left(\log ^{2} n \frac{\log \log n}{\log \log \log n}+k\right)$ query time, both in the worst case.

3D Dominance. In this problem, $\mathcal{A}$ is a set of points in $\mathbb{R}^{3}$. The query is a point $q=(x, y, z)$, such that an element $e=\left(e_{x}, e_{y}, e_{z}\right)$ in $\mathcal{A}$ satisfies the predicate if $e_{x} \leq x$, $e_{y} \leq y$, and $e_{z} \leq z$. A practical top- $k$ query of this type is
"Find the 10 best-rated hotels whose (i) prices are at most $x$ dollars per night, (ii) distances from the town center are at most $y \mathrm{~km}$, and (iii) security rating is at least z."

We obtain:
Theorem 4.5.7. For top-k 3D dominance, there is a RAM structure of $O(n \log n / \log \log n)$ space and $O\left(\log ^{1.5} n+k\right)$ query time, both in expectation.

### 4.6 Previous Results

The top- $k$ problem has been well-studied in many domains, including, for example, web search, information retrieval, recommender systems, etc. We refer the reader to Ilyas et al. for an excellent discussion of top- $k$ query processing in relational databases [71].

We will focus on the geometric version of the top- $k$ problem here. The work of [72] appears to be the first attempt to incorporate top- $k$ features into conventional reporting queries. Since then, work on the topic has grown into a sizable literature. The most extensively studied (and, hence, the best understood) problem is top-k orthogonal range reporting, whose 1D version was studied in [73, 74, 75, 76, 77], and 2D version in $[4,5]$. See also [78] for a colored version of the problem in 1D. The work [79] investigated more sophisticated colored top- $k$ versions of several computational geometry problems. Top- $k$ queries on text retrieval problems have been considered in [80, 81, 78, 82]; see also a recent survey [83].

Closely related to the top- $k$ problem is the problem of reporting only the point with the $k$ th-heaviest weight in the query range. Gagie et al. [84] and Navarro et al. [85] answer this query in $\mathbb{R}^{1}$ and $\mathbb{R}^{2}$, respectively.

## Chapter 5

## First Generic Reduction: Using counting and reporting structures

In this chapter we will present our first reduction and prove Theorem 4.4.1. We first outline the key steps in our query algorithm and then discuss each step in detail.

### 5.1 Key steps

Given a query pair $(q, k)$, we do the following:

1. Perform initial check: Let $\mathcal{A}(q)$ be the set of objects of $\mathcal{A}$ intersected by $q$. If $|\mathcal{A}(q)| \leq k$, then we simply report all the objects in $\mathcal{A}(q)$ and stop. Otherwise, if $\mathcal{A}(q)>k$, we proceed to step 2 .
2. Find a threshold object: We determine an object $a_{t}$ in $\mathcal{A}(q)$ that has the $k$ th-largest weight and proceed to step 3 . We call $a_{t}$ a threshold object.
3. Report top- $k$ objects: Given $a_{t}$, we report all objects in $\mathcal{A}(q)$ whose weights are greater than or equal to $w_{t}$.

As we will see, steps 1 and 3 are essentially instances of the underlying GIQ counting and reporting problems, respectively. Step 2 will employ a binary search-based approach to quickly identify $a_{t}$.

### 5.2 Implementation of step 1

Let $\mathcal{D}_{C}$ (resp. $\mathcal{D}_{R}$ ) denote a data structure for the counting (resp. reporting) version of the underlying GIQ problem on $\mathcal{A}$. That is, given a query object $q, \mathcal{D}_{C}$ (resp. $\mathcal{D}_{R}$ ) returns the count $|\mathcal{A}(q)|$ (resp. the set $\mathcal{A}(q)$ ). (For example, for the top- $k$ orthogonal range search problem, $\mathcal{D}_{C}$ (resp. $\mathcal{D}_{R}$ ) is a data structure for the counting (resp. reporting) version of orthogonal range search.) For future use, we assume that $\mathcal{D}_{C}$ and $\mathcal{D}_{R}$ support updates.

We do step 1 by querying $\mathcal{D}_{C}$ with $q$. If $|\mathcal{A}(q)| \leq k$, then we also query $\mathcal{D}_{R}$ with $q$ and output $\mathcal{A}(q)$.

### 5.3 Implementation of step 2

Intuition: W.l.o.g. let $a_{1}, \ldots, a_{n}$ be an ordering of the objects of $\mathcal{A}$ by non-increasing weight (ties broken arbitrarily). Our goal is to find the $k$ th-leftmost object in this ordering that is intersected by $q$; this is the threshold object $a_{t}$. Consider object $a_{m}$, where $m=\lfloor n / 2\rfloor$, and let $\mathcal{A}^{\prime}$ (resp. $\mathcal{A}^{\prime \prime}$ ) be the ordered subset of $\mathcal{A}$ consisting of objects at or to the left of $a_{m}$ (resp. to the right of $a_{m}$ ). We count the number of objects in $\mathcal{A}^{\prime}$ that are intersected by $q$, i.e., we compute $\left|\mathcal{A}^{\prime}(q)\right|$. If $\left|\mathcal{A}^{\prime}(q)\right| \geq k$, then $a_{t}$ is in $\mathcal{A}^{\prime}$ and is the $k$ th-leftmost object in $\mathcal{A}^{\prime}(q)$. Therefore, we search recursively in $\mathcal{A}^{\prime}$ for the $k$ th-leftmost object. However, if $\left|\mathcal{A}^{\prime}(q)\right|<k$, then $a_{t}$ is in $\mathcal{A}^{\prime \prime}$ and is the $\left(k-\left|\mathcal{A}^{\prime}(q)\right|\right)$ th-leftmost object in $\mathcal{A}^{\prime \prime}(q)$. Therefore, we search recursively in $\mathcal{A}^{\prime \prime}$ for the $\left(k-\left|\mathcal{A}^{\prime}(q)\right|\right)$ th-leftmost object.

We implement the above idea as follows: We sort the objects of $\mathcal{A}$ by non-increasing weight (breaking ties arbitrarily) and store them in left-to-right order at the leaves of a balanced binary search tree $\mathcal{T}$. At each node $v$ of $\mathcal{T}$, we store an instance, $\mathcal{D}_{C}^{v}$, of the structure $\mathcal{D}_{C}$ which is built on the objects stored in $v$ 's subtree.

Let $r$ be the root of $\mathcal{T}$. At the beginning of this step, our objective is to find the $k$ th-leftmost leaf among the leaves of $\mathcal{T}$ that store objects intersected by $q$; this leaf contains $a_{t}$. However, as the algorithm progresses and reaches some subtree of $\mathcal{T}$, our objective will change in the sense that we will now be seeking the $k^{\prime}$ th-leftmost leaf among the leaves of this subtree that store objects intersected by $q$, for some $k^{\prime} \leq k$.

Specifically, let $v_{\text {cur }}$ denote the root of the subtree of $\mathcal{T}$ that the search is at currently.

Initially, we know (from step 1) that $q$ intersects more than $k$ objects among the ones stored in $\mathcal{T}$ 's leaves, so we must search in the left subtree of $r$ for the $k$-th leftmost object intersected by $q$. Thus, initially $v_{\text {cur }}$ is set to the left child of $r$ and $k^{\prime}$ is set to $k$. Let $C\left(v_{c u r}\right)$ be the count returned when $\mathcal{D}_{C}^{v_{c u r}}$ is queried with $q$. If $C\left(v_{c u r}\right) \geq k^{\prime}$, then the leaf containing $a_{t}$ is in the left subtree of $v_{c u r}$, so the search proceeds to this subtree with $k^{\prime}$ unchanged. However, if $C\left(v_{c u r}\right)<k^{\prime}$, then the leaf containing $a_{t}$ is in the subtree of the sibling of $v_{c u r}$, so the search proceeds to the sibling's subtree with $k^{\prime}$ set to $k^{\prime}-C\left(v_{c u r}\right)$. This process repeats iteratively until the leaf, $u$, containing $a_{t}$ is reached.

### 5.4 Implementation of step 3

We store the objects of $\mathcal{A}$ at the leaves of a balanced binary search tree $\mathcal{T}^{\prime}$, in the same order in which they appear at the leaves of $\mathcal{T}$. At each node $v$ of $\mathcal{T}^{\prime}$, we store an instance, $\mathcal{D}_{R}^{v}$, of the structure $\mathcal{D}_{R}$ which is built on the objects stored in $v$ 's subtree. Also, if object $a_{i}$ appears at leaf $u$ of $\mathcal{T}$ and at a leaf $u^{\prime}$ of $\mathcal{T}^{\prime}$, then we store a pointer, $p t r$, at $u$ that points to $u^{\prime}$; i.e., $p \operatorname{tr}(u)=u^{\prime}$. (In fact, we could use $\mathcal{T}$ to store instances of both $\mathcal{D}_{C}$ and $\mathcal{D}_{R}$. We use a separate structure $\mathcal{T}^{\prime}$ only for ease of exposition.)

To report all objects in $\mathcal{A}(q)$ whose weights are greater than or equal to $w_{t}$, we query $\mathcal{T}^{\prime}$ with $q$, as follows:

Let $u$ be the leaf of $\mathcal{T}$ that is found to contain the threshold object $a_{t}$ in step 2 . We follow $\operatorname{ptr}(u)$ to find the leaf $u^{\prime}$ of $\mathcal{T}^{\prime}$ that contains $a_{t}$. We then walk from $u^{\prime}$ up to the root of $\mathcal{T}^{\prime}$ following parent pointers, thereby tracing a path, $\Pi$, in $\mathcal{T}^{\prime}$. Let $Z$ be the set of nodes, $v$, in $\mathcal{T}^{\prime}$ such that $v$ is the left child of a node on $\Pi$ but is itself not on $\Pi$. We also include in $Z$ the leaf $u^{\prime}$. $Z$ consists of both leaves and internal nodes and we call each such node a canonical node. Note that $|Z|=O(\log n)$ and, moreover, for each $v \in Z$, the range $\left[w_{t}, \infty\right)$ contains the weights of all the objects stored in $v$ 's subtree. For each $v \in Z$, we query $\mathcal{D}_{R}^{v}$ with $q$, which causes all objects in $v$ 's subtree that are intersected by $q$ to be reported.

This concludes the description of the 3 -step query algorithm. The algorithm is presented in pseudocode as Algorithm 1.

## Algorithm 1: Query algorithm for top- $k$ GIQ <br> Input: Data structures $\mathcal{T}$ and $\mathcal{T}^{\prime}$ storing objects of $\mathcal{A}$ as described in <br> Sections 5.2-5.4, query object $q$, and integer $k>0$. <br> Output: The $k$ largest-weight objects of $\mathcal{A}$ that are intersected by $q$. <br> begin <br> // Step 1

Query $\mathcal{D}_{C}^{r}$ with $q$ to compute the number, $C(r)$, of objects in $r$ 's subtree that are intersected by $q$, where $r$ is the root of $\mathcal{T}$.
if $C(r) \leq k$ then
Query $\mathcal{D}_{R}^{r^{\prime}}$ with $q$ to find all the objects in $r^{\prime}$ 's subtree that are intersected
by $q$, where $r^{\prime}$ is the root of $\mathcal{T}^{\prime}$. Report these objects and exit.
// Step 2
$v_{\text {cur }} \longleftarrow$ left child of $r$
$k^{\prime} \longleftarrow k$
while $v_{\text {cur }} \neq$ nil do
Query $\mathcal{D}_{C}^{v_{c u r}}$ with $q$ to compute the number of objects, $C\left(v_{c u r}\right)$, in $v_{c u r}$ 's subtree that are intersected by $q$.
$u \longleftarrow v_{c u r}$
if $C\left(v_{\text {cur }}\right)<k^{\prime}$ then
$k^{\prime} \longleftarrow k^{\prime}-C\left(v_{c u r}\right)$
$v_{c u r} \longleftarrow$ sibling of $v_{c u r}$
else
$v_{c u r} \longleftarrow$ left child of $v_{c u r}$
// Step 3
$u^{\prime} \longleftarrow$ leaf of $\mathcal{T}^{\prime}$ corresponding to $u$
Walk up $\mathcal{T}^{\prime}$ from $u^{\prime}$ and identify the set, $Z$, of canonical nodes. For each $v \in Z$, query $\mathcal{D}_{R}^{v}$ with $q$ and report all objects returned.

### 5.5 An example

We illustrate the query algorithm in Figure 5.1. Part (a) shows the input objects (points in $\mathbb{R}^{2}$ ) and the query object $q$ (a rectangle), part (b) shows the structure $\mathcal{T}$, and part (c) shows the structure $\mathcal{T}^{\prime}$. To avoid clutter, the structures $\mathcal{D}_{C}$ and $\mathcal{D}_{R}$ are not shown at the nodes. For simplicity, we refer to the points by their weights. For $k=4$, the threshold point is 40 and the top- 4 points are $80,60,50$, and 40 . Let $v_{1}$ be the root of $\mathcal{T}$. Step 1 finds $C\left(v_{1}\right)$ to be 5 , corresponding to the points $80,60,50,40$, and 20 in $v_{1}$ 's subtree that lie inside $q$. Since $C\left(v_{1}\right)>k$ we proceed to Step 2 .

In Step 2 our objective is to find a leaf node $v$ such that among the points stored at $v$ and the leaf nodes to the left of $v$, exactly 4 points lie inside $q$. Initially, $v_{c u r}=v_{2}$ and $k^{\prime}=k=4$. Querying $\mathcal{D}_{C}^{v_{2}}$ gives $C\left(v_{2}\right)=3$, corresponding to the points 80,60 , and 50 in $v_{2}$ 's subtree that lie inside $q$. Thus, the threshold point is not in the subtree of $v_{2}$ but instead is in the subtree of its sibling node $v_{3}$. Since $k=4$ and $C\left(v_{2}\right)=3, k^{\prime}$ is reset to $k-A\left(v_{2}\right)=1$, and the search proceeds to $v_{3}$. Querying $\mathcal{D}_{C}^{v_{3}}$ gives $C\left(v_{3}\right)=2$, corresponding to the points 40 and 20 in $v_{3}$ 's subtree that lie inside $q$. Since $C\left(v_{3}\right)>k^{\prime}$, we proceed to $v_{3}$ 's left child $v_{4}$. Querying $\mathcal{D}_{C}^{v_{4}}$ we find that $C\left(v_{4}\right)=1$, corresponding to point 40 lying inside $q$. Since $C\left(v_{4}\right)=k^{\prime}$, we proceed to $v_{4}$ 's left child $v_{5}$. Querying $\mathcal{D}_{C}^{v_{5}}$ yields $C\left(v_{5}\right)=1$, corresponding to point 40 lying inside $q$. Since $C\left(v_{5}\right)=k^{\prime}$, we proceed to $v_{5}$ 's left child which happens to be nil. At this point we exit the while-loop with $u=v_{5}$ containing the threshold point 40 .

Finally, in step 3, we follow $\operatorname{ptr}\left(v_{5}\right)$ (not shown) to locate the leaf in $\mathcal{T}^{\prime}$ storing threshold point 40 , identify the path $\Pi$ and the set $Z$ of canonical nodes, and query $\mathcal{D}_{R}^{v}$ at each node $v \in Z$ with $q$ to report the top-4 points in $q$.

### 5.6 Proof of Theorem 4.4.1

The correctness of the query algorithm follows from the discussion in Sections 5.2-5.4.
We now analyze the space bound. Let $v_{1}, v_{2}, \ldots, v_{t}$ be the nodes of $\mathcal{T}$ at a given level (i.e., distance from the root) and let $n_{1}, n_{2}, \ldots, n_{t}$ be, respectively, the number of objects stored at the leaves of their subtrees. The space used by all the secondary structures, $\mathcal{D}_{C}^{v_{i}}$, at these nodes is $\sum_{i=1}^{t} S_{c}\left(n_{i}, d\right)=\sum_{i=1}^{t}\left(S_{c}\left(n_{i}, d\right) / n_{i}\right) \times n_{i} \leq\left(S_{c}(n, d) / n\right) \sum_{i=1}^{t} n_{i}=$ $O\left(S_{c}(n, d)\right)$, since $S_{c}\left(n_{i}, d\right) / n_{i}$ is non-decreasing, $n_{i} \leq n$, and $\sum_{i=1}^{t} n_{i} \leq n$. Since $\mathcal{T}$ has


Figure 5.1: The general technique illustrated for top- $k$ orthogonal range search in $\mathbb{R}^{2}$, with $k=4$. (a) Set $\mathcal{A}$ consisting of 8 weighted points and query rectangle $q$. Points shown filled are the $k$ largest-weight objects intersected by $q$. (b) Finding the threshold point by querying $\mathcal{T}$. The nodes visited by the query algorithm are shown filled. (c) Search path, $\Pi$, in $\mathcal{T}^{\prime}$ (shown in heavy lines) and canonical nodes (shown filled).
height $O(\log n)$, the space used by $\mathcal{T}$ is $O\left(S_{c}(n, d) \log n\right)$. Similarly, the space used by $\mathcal{T}^{\prime}$ is $O\left(S_{r}(n, d) \log n\right)$. Thus, the overall space is $O\left(\max \left\{S_{c}(n, d), S_{r}(n, d)\right\} \log n\right)=$ $O(S(n, d) \log n)$.

Next, we analyze the query time. The time for step 1 is $O\left(Q_{c}(n, d)+Q_{r}(n, d)+k\right)$. For step 2 , consider the path in $\mathcal{T}$ from the root to the leaf node containing $a_{t}$. At each node $v$ on the path, the secondary structure $\mathcal{D}_{C}^{v}$ is queried with $q$. Also, if $v$ is a right child of its parent, then the secondary structure at the left child of $v$ 's parent is also queried. So, at each level of $\mathcal{T}$, the secondary structures of at most two nodes, $v_{1}$ and $v_{2}$, at that level are queried. Let $n_{i}, i=1,2$, be the number of objects stored at the leaves of $v_{i}$ 's subtree. Thus step 2 takes $\sum_{i=1}^{2} Q_{c}\left(n_{i}, d\right)$ time. Since $Q_{c}\left(n_{i}, d\right)$ is non-decreasing and $n_{i} \leq n, i=1,2$, the query time per level is $\sum_{i=1}^{2} Q_{c}\left(n_{i}, d\right)=O\left(Q_{c}(n, d)\right)$. Summing over the $O(\log n)$ levels of $\mathcal{T}$ gives an overall query time of $O\left(Q_{c}(n, d) \log n\right)$ time for step 2.

In Step 3, it takes $O(\log n)$ time to identify the set, $Z$, of canonical nodes. For each $v_{i} \in Z$, let $n_{i}$ be the number of objects stored at the leaves of $v_{i}$ 's subtree and let $k_{i}$ be the number of these objects intersected by $q$. Querying $\mathcal{D}_{R}^{v_{i}}$ with $q$ at each $v_{i} \in Z$ takes $O\left(Q_{r}\left(n_{i}, d\right)+k_{i}\right)$ time. Thus the total query time in step 3 is $O\left(\sum_{i=1}^{|Z|}\left(Q_{r}\left(n_{i}, d\right)+k_{i}\right)\right)$.

Since $Q_{r}\left(n_{i}, d\right)$ is non-decreasing, and since $\sum_{i=1}^{|Z|} k_{i}=k$, the query time for step 3 is $O\left(Q_{r}(n, d) \log n+k\right)$.

Therefore, the time for steps $1-3$ is $O\left(\max \left\{Q_{c}(n, d)+Q_{r}(n, d)\right\} \log n+k\right)=O(Q(n, d) \log n+$ $k)$.

Finally, we consider the update time. If $\mathcal{T}$ and $\mathcal{T}^{\prime}$ are implemented as $B B(\alpha)$ trees, then the technique of Willard et al. [86] can be used to keep the trees balanced as updates are performed. As shown in [86], the amortized update time for $\mathcal{T}$ and $\mathcal{T}^{\prime}$ will be $O\left(U_{c}(n, d) \log n\right)$ and $O\left(U_{r}(n, d) \log n\right)$, respectively. Thus, the overall update time will be $O\left(\max \left\{U_{c}(n, d)+U_{r}(n, d)\right\} \log n\right)=O(U(n, d) \log n)$ (amortized).

### 5.7 Remarks

1. In [4] we presented experimental results by applying this general reduction to two problems: orthogonal range searching and rectangle stabbing. The experiments showed that our data structures were quite efficient in practice, in terms of storage and query time.
2. In our current solution, we are trying to find the object $a_{t}$ which has the $k$ thlargest weight in $\mathcal{A}(q)$. However, if we observe closely, it suffices to find any object $a$ which has $k^{\prime}$ th-largest weight in $\mathcal{A}(q)$, where $k^{\prime} \in[k, c k]$ for some constant c. In the implementation of step 3 we will end up reporting $k^{\prime}=\Theta(k)$ objects from which we can filter the top- $k$ objects in $O\left(k^{\prime}\right)$ time by a standard selection algorithm. Lets call $a$ an approximate threshold object.
How can we make use of the idea of approximate threshold object? It turns out that instead of a counting structure $\mathcal{D}_{C}^{v}$ at each node of the tree $\mathcal{T}$, one can store an approximate counting structure which reports a $c$-approximate value (if the exact counting structure reports $t$ then the approximate counting structure reports any value in the range $[t, c t]$ ). Now repeating the same query algorithm as before, it can be seen that one can obtain an approximate threshold object.
For many GIQ problems (such as halfspace range searching), approximate counting structures have far better bounds than the exact counting structures and hence, this observation of approximate threshold object is useful for such problems. For
example, consider the halfplane range searching in $\mathbb{R}^{2}$ problem. There is linearsized data structure which answers the exact counting query for this problem in roughly $O(\sqrt{n})$ time [87], whereas there is a linear-sized data structure which answers a $c$-approximate counting query in merely $O(\log n)$ time [88].

## Chapter 6

## Second Generic Reduction: Using top-1 and prioritized reporting structures

In this chapter we will prove Theorem 4.4.2 and Theorem 4.4.3. Recall that in Theorem 4.4.2 we prove that prioritized reporting is no harder than top- $k$ reporting for any GIQ. Next, in proving Theorem 4.4.3 we present our second reduction which uses the max reporting and the prioritized reporting structure without any performance loss in the space, the query time and the update time (in the expected sense).

### 6.1 Prioritized reporting is no harder than top- $k$ reporting

In this section we prove Theorem 4.4.2. Assume there is a data structure, $\mathcal{D}$, which can answer the top- $k$ GIQ. Suppose we have a set, $\mathcal{A}$, of $n$ objects and we want to answer a prioritized reporting query on $\mathcal{A}$. We will show that this can be done using a data structure that uses $O\left(\mathcal{S}_{\text {top }}(n)\right)$ space and has a query time of $O\left(\mathcal{Q}_{\text {top }}(n)+t / B\right) \mathrm{I} / \mathrm{Os}$, where $t$ is the number of points reported.

Based on the objects of $\mathcal{A}$ we build an instance of the data structure $\mathcal{D}$. Clearly the space occupied by $\mathcal{D}$ will be $O\left(\mathcal{S}_{\text {top }}(n)\right)$.

Given a query $q$ and a real value $\tau$, the query algorithm is executed in multiple
rounds. In round $j$ (starting with $j=1$ ), we query $\mathcal{D}$ with $\left(q, k=2^{j-1} \cdot B \cdot \mathcal{Q}_{\text {top }}(n)\right)$. Two cases arise:

1. If exactly $2^{j-1} \cdot B \cdot \mathcal{Q}_{\text {top }}(n)$ objects are reported, then we scan the reported objects to find the object with the smallest weight (say $w_{i}$ ). If $w_{i}<\tau$, then we do not go to the next round. Otherwise, we go to round $j+1$.
2. If less than $2^{j-1} \cdot B \cdot \mathcal{Q}_{\text {top }}(n)$ objects are reported, then we do not go to the next round.

If the query does not go beyond round $j$, then among the objects reported in round $j$, we remove each object whose weight is less than $\tau$. The remaining objects are the output of the prioritized reporting query on $\mathcal{A}$ with $q$ and $\tau$.

Now we analyze the time taken to answer the prioritized reporting query. There are two cases:

1. Only one round is executed: Then the query time will be $O\left(\mathcal{Q}_{\text {top }}(n)\right)$ since the value of $k=B \cdot \mathcal{Q}_{\text {top }}(n)$.
2. There are $i>1$ rounds of execution: Then the query time will be

$$
O\left(\sum_{j=1}^{i}\left(\mathcal{Q}_{\text {top }}(n)+\frac{2^{j-1} \cdot B \cdot \mathcal{Q}_{t o p}(n)}{B}\right)\right)=O\left(2^{i} \cdot \mathcal{Q}_{\text {top }}(n)\right)
$$

The crucial observation is that since the $(i-1)$-th round was executed and we then entered $i$-th round, we have $t \geq 2^{i-2} \cdot B \cdot \mathcal{Q}_{\text {top }}(n)$, which implies that $2^{i} \cdot B \cdot \mathcal{Q}_{\text {top }}(n) \leq$ $4 t$. Therefore, the query time will be $O\left(2^{i} \cdot \mathcal{Q}_{\text {top }}(n)\right)=O(t / B)$.

Therefore, the overall query time will be $O\left(\mathcal{Q}_{\text {top }}(n)+t / B\right)$.

### 6.2 Reduction

In this section, we present a reduction to establish the correctness of Theorem 4.4.3. Our discussion focuses on $n \geq B \cdot \mathcal{Q}_{\max }(n)$; otherwise, a top- $k$ query can be trivially answered by performing $k$-selection on the whole $D$ in $O(n / B)=O\left(\mathcal{Q}_{\max }(n)\right) \mathrm{I} / \mathrm{Os}$.

Key Idea and Challenges. We start with some definitions. Let $S$ be a set of elements. By independently sampling each element of $S$ with probability $p$, we obtain a $p$-sample set $R$. Furthermore, let us assume that the elements of $S$ are distinct and are drawn from an ordered domain. We say that an element $e \in S$ has rank $i$, if $e$ is the $i$-th greatest in $S$. Intuitively, given an integer $k$ that is reasonably large and $p=1 / k$, the element $e_{\text {max }}$ with rank 1 in $R$ has some positive probability of having rank in the range $[k, c k]$ in $S$, for some constant $c$. If this happens, then we can use $e_{\text {max }}$ to retrieve the top- $k$ objects in $S$ (report all objects in $S$ with weight greater than $e_{\max }$ ). The key technical challenges are the following: (i) the value of $k$ will be known only during the query, so our random samples should be able to handle all values of $k$, and (ii) how to efficiently handle the case where $e_{\text {max }}$ 's rank in $S$ is not in the range $[k, c k]$ ?

Rank Sampling. The following lemma formalizes the intuition presented above.
Lemma 6.2.1. Let $S$ be a set of $n$ elements, and $K \geq 2$ a real value satisfying $n \geq 4 K$. For a $(1 / K)$-sample set $R$ of $S$, the following hold simultaneously with probability at least 0.09:

- $|R| \geq 1$
- The largest element in $R$ has rank in $S$ greater than $K$ but at most $4 K$.

Proof. The first bullet fails only if none of the elements in $D$ were sampled, which occurs with a probability

$$
(1-1 / K)^{n} \leq(1-1 / K)^{4 K} \leq 1 / e^{4}
$$

where the last inequality used the fact that $(1-x)^{1 / x}<1 / e$ for all $x \geq 0$.
Let $e$ be the largest element in $R$ (note: this should be distinguished from the base of natural logarithm; the semantics of each occurrence of " $e$ " should be clear from the context throughout the thesis). Denote by $\hat{K}$ the rank of $e$ in $D$. Next, we bound the probability of the event $\hat{K}>4 K$, which occurs only if none of the $4 K$ largest elements in $D$ were sampled. Hence:

$$
\operatorname{Pr}[\hat{K}>4 K]=(1-1 / K)^{4 K} \leq 1 / e^{4}
$$

Finally, we bound the probability of the event $\hat{K} \leq K$, which occurs only if at least one of the $K$ largest elements in $D$ was sampled. Hence:

$$
\operatorname{Pr}[\hat{K} \leq K]=1-(1-1 / K)^{K}
$$

Applying the fact that $(1-1 / x)^{x} \geq 1 / e^{2}$ for all $x \geq 2$, we know:

$$
\operatorname{Pr}[\hat{K} \leq K] \leq 1-1 / e^{2}
$$

The union bound now shows that the probability of violating at least one bullet of Lemma 6.2.1 is at most

$$
2 / e^{4}+\left(1-1 / e^{2}\right)<0.91
$$

We thus complete the proof.
Structure. We now describe how to design a top- $k$ structure from (i) a prioritized structure, which uses $\mathcal{S}_{p r i}(n)$ space on $n$ elements and answers a prioritized query in $\mathcal{Q}_{p r i}(n)+O(t / B) \mathrm{I} / \mathrm{Os}$, and (ii) a max structure, which uses $\mathcal{S}_{\max }(n)$ space and answers a max query in $\mathcal{Q}_{\max }(n) \mathrm{I} / \mathrm{Os}$.

Fix a constant $\sigma=1 / 20$. For each integer $i \geq 1$, define:

$$
K_{i}=B \cdot \mathcal{Q}_{\max }(n) \cdot(1+\sigma)^{i-1}
$$

Let $h$ be the largest $i$ such that $K_{i} \leq n / 4$; clearly, $h=O(\log (n / B))$. We create a prioritized structure on $\mathcal{A}$. Also, for each $i \in[1, h]$, we take a $\left(1 / K_{i}\right)$-sample set $R_{i}$ of $\mathcal{A}$, and create a max structure on $R_{i}$.

Query. Let us first eliminate queries with $k<B \cdot \mathcal{Q}_{\max }(n)$. Given such a query $q$, we first treat it as a top- $\left(B \cdot \mathcal{Q}_{\max }(n)\right)$ query, i.e., extracting the $B \cdot \mathcal{Q}_{\max }(n)$ elements with the greatest weights in $\mathcal{A}(q)$. Then, the final result of the original query can be obtained by performing $k$-selection on those elements. The total cost is $O\left(\mathcal{Q}_{\max }(n)\right)$ plus the time of the top- $\left(B \cdot \mathcal{Q}_{\max }(n)\right)$ query.

Let us now focus on a top- $k$ query $q$ with $k \geq B \cdot \mathcal{Q}_{\max }(n)$. If $k>K_{h}$, the query is answered naïvely by reading the whole $\mathcal{A}$ in $O(n / B)$ I/Os, which is $O(k / B)$ because $k>K_{h} \geq n /(4(1+\sigma))=\Omega(n)$.

If $k \leq K_{h}$, identify the smallest $i$ such that $K_{i} \geq k$; note that $K_{i}=\Theta(k)$. Setting $j=i$, we carry out a round with the steps below:

1. If $|\mathcal{A}(q)| \leq 4 K_{j}$, solve the query with the prioritized structure on $\mathcal{A}$ in the costmonitoring manner (see Section 7.3 ), which costs $\mathcal{Q}_{p r i}(n)+O\left(K_{j} / B\right)$ I/Os. The algorithm declares the round succeeded and terminates.
2. Otherwise, identify the element $e$ in $R_{j}(q)$ with the maximum weight from the $\max$ structure on $R_{j}$ in $\mathcal{Q}_{\max }(n) \mathrm{I} / \mathrm{Os}$. In the special case where $R_{j}(q)$ is empty, treat $e$ as a dummy element with $w(e)=-\infty$.
3. Perform a prioritized query on $\mathcal{A}$ with $q$ and threshold $\tau=w(e)$ in a costmonitoring manner:
(a) Either the query terminates by itself-let $S$ be the set of elements retrieved,
(b) Or we terminate it as soon as $4 K_{j}+1$ elements have been reported.

In both cases, the cost is $\mathcal{Q}_{\text {pri }}(n)+O\left(K_{j} / B\right)$.
4. Declare this round failed if either of the following is true:

- Case 3(a) occurred, but $|S| \leq K_{j}$.
- Case 3(b) occurred.

Otherwise, declare this round succeeded.
5. If succeeded, perform $k$-selection on $S$ to produce the $k$ elements in $\mathcal{A}(q)$ with the largest weights, and terminate the algorithm by returning them as the final answer.
6. Otherwise (i.e., failed), increase $j$ by 1.
(a) If $j \leq h$, start the next round from Step 1.
(b) Else (i.e., $j=h+1$ ), answer the top- $k$ query naïvely by reading the whole $\mathcal{A}$ in $O(n / B)=O\left(K_{h} / B\right) \mathrm{I} / \mathrm{Os}$; the algorithm then terminates. This is the only scenario where termination can happen in a failed round.

To analyze the cost of the algorithm, notice that a round fails only if (i) $|\mathcal{A}(q)|>4 K_{j}$ (otherwise, Line 1 terminates the algorithm), and (ii) one of the two bullets in Step 4 is true. Thus, Lemma 6.2.1 tells us that failure happens with probability at most
$1-0.09=0.91$, noticing that $R_{i}(q)$ is a $\left(1 / K_{j}\right)$-sample set of $\mathcal{A}(q)$. This implies that round $j$-for a specific $j \geq i$-is executed only with probability $0.91^{j-i}$, namely, only when all the preceding rounds have failed. Also observe that round $j$, regardless of whether it fails, performs at most

$$
\mathcal{Q}_{p r i}(n)+\mathcal{Q}_{\max }(n)+O\left(K_{j} / B\right)
$$

I/Os. Thus, the expected cost of the algorithm is bounded by

$$
\begin{align*}
& \sum_{j=i}^{h} O\left(\left(\mathcal{Q}_{p r i}(n)+\mathcal{Q}_{\max }(n)+\frac{K_{j}}{B}\right) \cdot 0.91^{j-i}\right) \\
= & O\left(\mathcal{Q}_{p r i}(n)+\mathcal{Q}_{\max }(n)+\sum_{j=i}^{h} \frac{K_{j}}{B} 0.91^{j-i}\right) \tag{6.1}
\end{align*}
$$

Notice that $K_{j}=K_{i} \cdot(1+\sigma)^{j-i}=O(k) \cdot(1+\sigma)^{j-i}$. Plugging these into (6.1) shows that the expected cost is

$$
O\left(\mathcal{Q}_{p r i}(n)+\mathcal{Q}_{\max }(n)+\frac{k}{B} \sum_{j=i}^{h}((1+\sigma) \cdot 0.91)^{j-i}\right)
$$

which is $O\left(\mathcal{Q}_{\text {pri }}(n)+\mathcal{Q}_{\max }(n)+k / B\right)$ because $(1+\sigma) \cdot 0.91<1$.
Handling updates. It remains to discuss how to support insertions and deletions on the input set $\mathcal{A}$. This is in fact fairly easy, if one observes that each element $e \in \mathcal{A}$ has in expectation only $O(1)$ copies in the entire structure - recall that the sampling rate of $R_{i}$ equals $1 / K_{i}$, which geometrically decreases as $i$ increases. Hence, the insertion of $e$ triggers one insertion into the prioritized structure, and one insertion into $O(1) \max$ structures in expectation. The total cost is thus $O\left(\mathcal{U}_{\text {pri }}+\mathcal{U}_{\text {max }}\right)$ expected. Also, we can record in $O(1)$ expected words which max structures include $e$. By hashing, this "bookkeeping" itself can be maintained in $O(1)$ expected I/Os as $e$ is inserted/deleted, without increasing the overall space complexity. In this way, a deletion of $e$ can also be supported in $O\left(\mathcal{U}_{p r i}+\mathcal{U}_{\text {max }}\right)$ expected I/Os.

The above argument still works even if one or both of $\mathcal{U}_{\text {pri }}$ and $\mathcal{U}_{\text {max }}$ are amortized. This completes the proof of Theorem 4.4.3.

### 6.3 Remarks

1. At a conceptual level, our reduction may be reminiscent of a method by Aronov and Har-Peled [36] that reduces approximate counting to emptiness queries. However, our approach differs substantially in both algorithmic and technical details, a quick proof of which is the following fact: the counting structure of [36] suffers from performance degradation by a logarithmic factor compared to the emptiness structure, while our reduction incurs no performance degradation.
2. Open Problem: Is there a reduction which obtains the same bounds as our reduction but also holds in the worst-case. This looks like a challenging problem and will require new ideas.

## Chapter 7

## Third generic reduction: Using only the prioritized reporting structure

This section serves as a proof of Theorem 4.4.4. We will need the Chernoff bounds given in the appendix (at the end of the chapter).

### 7.1 Key Ideas

We use two new ideas to build a top- $k$ strucuture using only the prioritized reporting structure. Firstly, when $k$ is large we prove the existence of a core-set that allows us to reduce the problem to a top $-\Theta(\log n)$ query. Secondly, when $k$ is small we construct nested core-sets $R_{1}, R_{2}, \ldots, R_{h}$ and then to answer a query on any $R_{i}$, we use a recursive mechanism that "fine-tunes" the results of queries on $R_{i+1}, \ldots, R_{h}$.

### 7.2 Top-k Core-Set

Rank Sampling. Let $S$ be a set of elements. By independently sampling each element of $S$ with probability $p$, we obtain a $p$-sample set $R$. Furthermore, let us further assume that the elements of $S$ are distinct, and drawn from an ordered domain. We say that an element $e \in S$ has rank $i$, if $e$ is the $i$-th greatest in $S$. Intuitively, given an integer
$k$ that is reasonably large, the element with rank $k p$ in $R$ ought to have rank roughly $k$ in $S$. The next lemma formalizes this intuition.

Lemma 7.2.1. Let $S$ be a set of $n$ elements, and $R$ be a p-sample set of $S$. Suppose that integer $k \geq 1$ and real value $\delta \in(0,1)$ satisfy $k p \geq 3 \ln (3 / \delta)$ and $n \geq 4 k$. Then, the following hold simultaneously with probability at least $1-\delta$ :

- $|R|>2 k p$
- The element with rank $\lceil 2 k p\rceil$ in $R$ has rank between $k$ and $4 k$ in $S$.

Proof. The first bullet fails with probability

$$
\begin{aligned}
\operatorname{Pr}[|R| \leq 2 k p] & =\operatorname{Pr}[|R| \leq(2 k / n) \cdot n p] \\
& \leq \operatorname{Pr}[|R| \leq(1 / 2) n p] \\
\text { (Chernoff bound (7.9)) } & \leq \exp (-n p / 12) \\
& \leq \exp (-k p / 3) \\
& \leq \delta / 3 .
\end{aligned}
$$

Let $e$ be the element with rank $\lceil 2 k p\rceil$ in $R$, and $\hat{k}$ be the rank of $e$ in $S$. Next, we bound the probability of the event $\hat{k}>4 k$. For $i \in[1,4 k]$, define $x_{i}$ to be 1 if the $i$-th greatest element in $S$ is sampled, or 0 otherwise. Let $X=\sum_{i=1}^{4 k} x_{i}$, and thus, $\mathbf{E}[X]=4 k p \geq 12 \ln (3 / \delta)$. Event $\hat{k}>4 k$ implies $X \leq\lceil 2 k p\rceil-1$. We have:

$$
\begin{aligned}
\operatorname{Pr}[\hat{k}>4 k] & \leq \operatorname{Pr}[X \leq\lceil 2 k p\rceil-1] \\
& =\operatorname{Pr}[X<2 k p] \\
& =\operatorname{Pr}[X<(1 / 2) \cdot \mathbf{E}[X]]
\end{aligned}
$$

(Chernoff bound (7.9)) $\leq \exp (-\mathbf{E}[X] / 12)$.

$$
\leq \delta / 3
$$

Finally, we bound the probability of the event $\hat{k}<k$. Define $Y=\sum_{i=1}^{k} x_{i}$, and thus, $\mathbf{E}[Y]=k p \geq 3 \ln (3 / \delta)$. Event $\hat{k}<k$ implies that $Y \geq\lceil 2 k p\rceil$. We have:

$$
\begin{aligned}
\operatorname{Pr}[\hat{k}<k] & \leq \operatorname{Pr}[Y \geq 2 k p] \\
& =\operatorname{Pr}[Y \geq 2 \mathbf{E}[Y]]
\end{aligned}
$$

(Chernoff bound (7.10)) $\leq \exp (-\mathbf{E}[Y] / 3)$

$$
\leq \delta / 3
$$

By the union bound, the two bullets in the lemma hold simultaneously with probability at least $1-\delta$.

Core-Set. As stated in Theorem 4.4.4, suppose that the underlying problem is polynomially bounded. More specifically, we say that the problem is $\lambda$-polynomially bounded if for any input $\mathcal{A}$ of $n$ elements, there are at most $n^{\lambda}$ distinct outcomes for $\mathcal{A}(q)$ over all possible $q$, where $\lambda$ is a constant.

Given a subset $R$ of $\mathcal{A}$, we say that an element $e \in R$ has weight rank $i$ in $R$ if it has the $i$-th greatest weight in $R$. The next lemma proves the existence of a small-size core-set that approximately captures a specific rank for all the "large" queries whose predicates are satisfied by many elements.

Lemma 7.2.2 (Top-k Core-Set Lemma). For any integer $K \geq 4 \lambda \ln n$, there is a subset $R$ of $\mathcal{A}$ such that

- $|R| \leq 12 \lambda \cdot(n / K) \ln n$.
- For any $q$ satisfying $|\mathcal{A}(q)| \geq 4 K$, the following hold:
$-|R(q)|>8 \lambda \ln n$
- The element with weight rank $\lceil 8 \lambda \ln n\rceil$ in $R(q)$ has weight rank between $K$ and $4 K$ in $\mathcal{A}(q)$.

Proof. Set $p=4(\lambda / K) \ln n$, and $\delta=1 /\left(2 n^{\lambda}\right)$. These values ensure:

$$
\begin{equation*}
K p=4 \lambda \ln n \geq 3 \ln (3 / \delta) \tag{7.1}
\end{equation*}
$$

Let $R$ be a $p$-sample set of $\mathcal{A}(q)$. We will prove that $R$ satisfies all the conditions in the lemma with a non-zero probability.

Fix a $q$ satisfying $|\mathcal{A}(q)| \geq 4 K$. Clearly, $R(q)$ is a $p$-sample set of $\mathcal{A}(q)$. Applying Lemma 7.2 .1 on $S=\mathcal{A}(q)$ (the application is enabled by (7.1)), we know that with probability at least $1-\delta$, the following hold simultaneously:

- $|R(q)|>2 K p=8 \lambda \ln n$.
- The element with rank $\lceil 2 K p\rceil$ has rank between $K$ and $4 K$ in $\mathcal{A}(q)$.

By $\lambda$-polynomially boundedness and the union bound, the above holds for all queries with probability at least $1-\delta n^{\lambda}=1 / 2$.

Finally, as $|R|$ equals $n p$ in expectation, by Markov's inequality, $|R| \leq 3 n p=$ $12 \lambda(n / K) \ln n$ with probability at least $2 / 3$. It thus follows that all the conditions of the lemma hold with probability at least $1-(1 / 2+1 / 3)>0$.

### 7.3 Structure

We proceed to explain how to use a prioritized reporting structure to design a top- $k$ reporting structure on a problem that is $\lambda$-polynomially bounded for a constant $\lambda$. Recall that the former structure consumes space $\mathcal{S}_{p r i}(n)$ space on $n$ elements, and answers a prioritized query in $\mathcal{Q}_{\text {pri }}(n)+O(t / B)$ I/Os.

Define:

$$
\begin{align*}
g & =\frac{\mathcal{Q}_{p r i}(n)}{\log _{B} n}  \tag{7.2}\\
f & =12 \lambda B \cdot \mathcal{Q}_{p r i}(n) \tag{7.3}
\end{align*}
$$

Note that $g \geq 1$ (as required by Theorem 4.4.4), and for $B \geq 64$, both the following are fulfilled:

$$
\begin{align*}
\frac{12 \lambda}{f} \cdot \ln n & \leq \frac{1}{g \sqrt{B}}  \tag{7.4}\\
f & \geq\lceil 8 \lambda \ln n\rceil \tag{7.5}
\end{align*}
$$

To prove Theorem 4.4.4, next we first describe our solution to top- $k$ queries with $k \leq f$, and then, queries with larger $k$.

Queries with $\boldsymbol{k} \leq \boldsymbol{f}$. It suffices, in fact, to consider $k=f$. Given a query $q$ with $k<f$, we first treat it as a top- $f$ query, i.e., retrieving the set of $f$ elements with the greatest weights in $\mathcal{A}(q)$. Then, the final result of $q$ can be easily obtained by performing $k$-selection [10] on these elements in $O(f / B)=O\left(\mathcal{Q}_{\text {pri }}(n)\right)$ I/Os. Apart from this, the cost depends only on the top- $f$ query.

Given a top- $f$ query $q$, we answer it directly using a prioritized structure on $\mathcal{A}$, if $|\mathcal{A}(q)| \leq 4 f$. We do not need any counting structure for estimating $\mathcal{A}(q)$. Instead, we
can achieve the purpose by issuing a prioritized query with predicate $q$ and threshold $\tau=-\infty$ in a cost monitoring manner:

- Either the query terminates by itself
- Or we terminate it manually as soon as $4 f+1$ elements have been reported.

In both cases, the number of I/Os performed by the query is at most $\mathcal{Q}_{\text {pri }}(n)+O(f / B)=$ $O\left(\mathcal{Q}_{p r i}(n)\right)$. In the former case, we obtain the final result of the top- $f$ query by performing $k$-selection on the elements fetched by the prioritized query. In the latter case, it must hold that $|\mathcal{A}(q)|>4 f$; we answer such queries with a structure constructed as follows.

Take a core-set $R_{1}$ of $\mathcal{A}$ using Lemma 7.2 .2 with $K=f$, and build a prioritized structure on $R_{1}$. This process is then carried out recursively: for every $i \geq 2$, we take a core-set $R_{i+1}$ of $R_{i}$ with the same $K=f$, and build a prioritized structure on $R_{i+1}$. The recursion ends at some $i=h$ where $\left|R_{h}\right| \leq 4 f$.

For convenience, let us treat $\mathcal{A}$ as $R_{0}$. For each $R_{i}(0 \leq i \leq h-1)$, it holds that $f \geq 4 \lambda \ln n \geq 4 \lambda \ln \left|R_{i}\right|$; hence, by Lemma 7.2.2:

$$
\begin{align*}
\left|R_{i+1}\right| \leq \frac{12 \lambda \cdot\left|R_{i}\right|}{f} \ln \left|R_{i}\right| & \leq \frac{12 \lambda \cdot\left|R_{i}\right|}{f} \ln n \\
(\text { by }(7.4)) & \leq \frac{\left|R_{i}\right|}{g \sqrt{B}} \tag{7.6}
\end{align*}
$$

The total space of all the prioritized structures is therefore $O\left(\mathcal{S}_{\text {pri }}(n)\right)$ by the fact that $\mathcal{S}_{\text {pri }}(n)$ is geometrically converging. Furthermore, (7.6) indicates that

$$
h=O\left(\log _{g \sqrt{B}} n\right)
$$

We now explain inductively how to answer a top- $f$ query on any $R_{i}$ for $i \in[0, h]$ in no more than

$$
\begin{equation*}
c \cdot(h-i+1) \cdot \mathcal{Q}_{p r i}(n) \tag{7.7}
\end{equation*}
$$

$\mathrm{I} / \mathrm{Os}$, for some constant $c \geq 1$. At the bottom level $i=h$, the purpose can be easily achieved by scanning the entire $R_{h}$ in $O(f / B) \mathrm{I} / \mathrm{Os}$, which is at most $c_{1} \cdot \mathcal{Q}_{\text {pri }}(n)$ for some constant $c_{1} \geq 1$. Assuming that this can be done for all $i \geq j+1$, consider $i=j$, at which level we distinguish two scenarios:

- $\left|R_{j}(q)\right| \leq 4 f$ : Answer the query in the cost monitoring manner as explained earlier using the prioritized structure on $R_{j}$. The cost is $\mathcal{Q}_{\text {pri }}\left(\left|R_{j}\right|\right)+O(f / B) \leq c_{2} \cdot \mathcal{Q}_{\text {pri }}(n)$ for some constant $c_{2} \geq 1$.
- $\left|R_{j}(q)\right|>4 f$ : According to Lemma 7.2.2, $R_{j+1}(q)$ must have size at least $\left\lceil 8 \lambda \ln \left|R_{j}(q)\right|\right\rceil$. By (7.5), it must hold:

$$
f \geq\left\lceil 8 \lambda \ln \left|R_{j}(q)\right|\right\rceil
$$

Therefore, we can retrieve the element $e$ with weight rank $\left\lceil 8 \lambda \ln \left|R_{j}(q)\right|\right\rceil$ in $R_{j+1}(q)$ by issuing a top- $f$ query on $R_{j+1}$ in at most

$$
c \cdot(h-i) \cdot \mathcal{Q}_{p r i}(n)
$$

I/Os. Lemma 7.2.2 indicates that the weight rank of $e$ in $R_{j}(q)$ is between $f$ and $4 f$. We deploy the prioritized structure on $R_{j}$ to fetch all the elements of $R_{j}(q)$ with weights at least $w(e)$ in $\mathcal{Q}_{p r i}\left(\left|R_{j}\right|\right)+O(f / B) \leq c_{2} \cdot \mathcal{Q}_{p r i}(n)$ I/Os. The result of the top- $f$ query can be obtained from these objects with " $k$-selection" in no more than $c_{3} \cdot \mathcal{Q}_{\text {pri }}(n)$ I/Os for some constant $c_{3} \geq 1$.

We choose $c$ to be $\max \left\{c_{1}, c_{2}+c_{3}\right\}$, which ensures:

$$
\begin{aligned}
& c \cdot(h-i) \cdot \mathcal{Q}_{p r i}(n)+\left(c_{2}+c_{3}\right) \cdot \mathcal{Q}_{p r i}(n) \\
& \leq c \cdot(h-i+1) \cdot \mathcal{Q}_{p r i}(n)
\end{aligned}
$$

and hence, completing our claim in (7.7). It thus becomes clear that the cost of answering a query on $\mathcal{A}$ is

$$
O\left(h \cdot \mathcal{Q}_{p r i}(n)\right)=O\left(\mathcal{Q}_{p r i}(n) \cdot \log _{g \sqrt{B}} n\right)
$$

Plugging in the definition equation (7.2) of $g$ gives the claimed complexity in Theorem 4.4.4.

Queries with $\boldsymbol{k}>\boldsymbol{f}$. We apply Lemma 7.2 .2 to take a core-set $R[i]$ of $\mathcal{A}$ with $K=2^{i-1} f$, for $i=1,2, \ldots, h$, where $h$ is the largest integer $i$ satisfying $2^{i-1} f \leq n$. It is easy to verify from (7.3) that

$$
\begin{equation*}
h=O(\log (n / B)) \tag{7.8}
\end{equation*}
$$

Our structure has two components:

- A prioritized structure on $\mathcal{A}$.
- On each $R[i]$ where $1 \leq i \leq h$, build a top- $f$ structure, namely, the structure we just explained for answering queries with $k \leq f$. Since $|R[i]| \leq 12 \lambda\left(n /\left(2^{i-1} f\right)\right) \ln n$, all these top- $f$ structures use in total

$$
\begin{aligned}
& O\left(\sum_{i=1}^{h} \mathcal{S}_{p r i}\left(\frac{12 \lambda \cdot n \ln n}{2^{i-1} f}\right)\right) \\
= & O\left(\mathcal{S}_{p r i}(n)+h\right)=O\left(\mathcal{S}_{p r i}(n)\right)
\end{aligned}
$$

space, where the derivation used the facts that (i) $\mathcal{S}_{p r i}(n)$ is geometrically converging, (ii) $\mathcal{S}_{p r i}(n)$ obviously needs to be $\Omega(n / B)$, and hence, by Equation (7.8), $h=O\left(\mathcal{S}_{\text {pri }}(n)\right)$.

The total space occupied by our structure is therefore $O\left(\mathcal{S}_{\text {pri }}(n)\right)$.
Now consider a top- $k$ query $q$ with $f<k \leq n$. First, if $k \geq n / 2$, we answer it by simply scanning the entire $\mathcal{A}$ in $O(n / B)=O(k / B)$ I/Os. Next, we consider $k<n / 2$.

Identify the smallest $i \in[1, h]$ such that $2^{i-1} f \geq k$. Fix the value of $K$ to $2^{i-1} f$ in the rest of the section. Note that $k \leq K<2 k$. We then proceed as follows:

- If $|D(q)| \leq 4 K$, we answer the query with cost monitoring through the prioritized structure on $\mathcal{A}$ in $\mathcal{Q}_{\text {pri }}(n)+O(K / B)$ I/Os.
- If $|D(q)|>4 K$, Lemma 7.2.2 indicates that $R[i](q)$ has size at least $\lceil 8 \lambda \ln n\rceil$, and that the element $e$ with weight rank $\lceil 8 \lambda \ln n\rceil$ in $R[i](q)$ has weight rank between $K$ and $4 K$ in $\mathcal{A}(q)$.

Retrieve $e$ by issuing a top- $f$ query on $R[i]$. By searching the top- $f$ structure on $R[i]$, the query finishes in $O\left(\mathcal{Q}_{p r i}(n) \log _{g \sqrt{B}} n\right)$ I/Os, as proved earlier. Extract from the prioritized structure on $\mathcal{A}$ the elements in $\mathcal{A}(q)$ whose weights are at least $w(e)$; this entails $\mathcal{Q}_{\text {pri }}(n)+O(K / B)$ I/Os. Finally, the query result can be produced with $k$-selection in $O(K / B) \mathrm{I} / \mathrm{Os}$.

Overall, the query performs $O\left(\mathcal{Q}_{p r i}(n) \log _{g \sqrt{B}} n+K / B\right) \mathrm{I} / \mathrm{Os}$. This completes the proof of Theorem 4.4.4.

### 7.4 Remark

Open Problem: Is it possible to obtain a top- $k$ structure with $\mathcal{S}_{\text {top }}(n)=O\left(\mathcal{S}_{\text {pri }}(n)\right)$ and $\mathcal{Q}_{\text {top }}(n)=O\left(\mathcal{Q}_{\text {pri }}(n)\right)$ ? This would have a strong implication, namely that the top- $k$ reporting and the prioritized reporting are equivalent problems for any GIQ.

## Appendix: Chernoff Bounds

Let $X_{1}, \ldots, X_{n}$ be independent Bernoulli variables such that $\operatorname{Pr}\left[X_{i}=1\right]=p_{i}$. Let $X=\sum_{i=1}^{n} X_{i}$ and $\mu=\mathbf{E}[X]=\sum_{i=1}^{n} p_{i}$. Then for any $\alpha \in(0,1)$,

$$
\begin{equation*}
\operatorname{Pr}[X \leq(1-\alpha) \mu] \leq e^{-\alpha^{2} \mu / 3} \tag{7.9}
\end{equation*}
$$

For any $\alpha \geq 2$,

$$
\begin{equation*}
\operatorname{Pr}[X \geq \alpha \mu] \leq e^{-\alpha \mu / 6} \tag{7.10}
\end{equation*}
$$

The above inequalities can be found in many papers and textbooks, e.g., [89, 90]

## Chapter 8

## New Top- $k$ GIQ structures

In this chapter we present new top- $k$ structures for various GIQ problems. In the process, we prove Theorems 4.5.1-4.5.7. While those theorems were presented essentially in descending order of their importance to database query-retrieval, here we will prove them in a different order: from the least sophisticated to the most.

### 8.1 Top- $k$ Interval Stabbing (Theorem 4.5.5)

We make the following observations, which, as we will see, lead to Theorem 4.5.5. The prioritized-reporting version of the problem has been studied by Tao [91] (where the version is called ray stabbing), who gave an $O(n / B)$-size structure that answers a query in $O\left(\log _{B} n+t / B\right) \mathrm{I} / \mathrm{Os}$, and supports an update in $O\left(\log _{B} n\right)$ amortized I/Os. The max-reporting version has been studied by Agarwal et al. [64], who gave an $O(n / B)$-size structure that answers a query in $O\left(\log _{B} n\right) \mathrm{I} / \mathrm{Os}$, and supports an update in $O\left(\log _{B} n\right)$ amortized I/Os.

First bullet of Theorem 4.5.5. To prove this, we will use our second reduction (Theorem 4.4.3), which requires a priortized-reporting structure and a max-reporting structure. Plugging in the bounds of these structures into Theorem 4.4.3, we obtain an EM structure of $O(n / B)$ space and $O\left(\log _{B} n+k / B\right)$ query time, both in expectation. The update time will be $O\left(\log _{B} n\right)$ amortized I/Os.

Second bullet of Theorem 4.5.5. To prove this, we will use our third reduction (Theorem 4.4.4), which requires only a priortized-reporting structure. Plugging in the bounds of the prioritized structure into Theorem 4.4.4, we obtain an EM structure of $O(n / B)$ space and $O\left(\log _{B}^{2} n+k / B\right)$ query time, both in the worst-case.

### 8.2 Top- $k$ Orthogonal Range Reporting (Thm. 4.5.1-4.5.3)

Proof of Theorem 4.5.1. We will use the second reduction (Theorem 4.4.3), which requires a priortized-reporting structure and a max-reporting structure. The prioritizedreporting structure is the external-memory priority search tree [92] which uses $O\left(\frac{n}{B}\right)$ space and answers a query in $O\left(\log _{B} n+t / B\right)$ I/Os. The max-reporting structure can be obtained by augmenting the standard B-tree which uses $O\left(\frac{n}{B}\right)$ space and answers a query in $O\left(\log _{B} n\right)$ I/Os. Plugging in these bounds into Theorem 4.4.3 leads to an EM structure which uses $O\left(\frac{n}{B}\right)$ space and answers a top- $k$ query in $O\left(\log _{B} n+k / B\right)$ I/Os (both in expectation). By setting $B$ to be a constant, we obtain the bounds for the RAM structure.

Proof of Theorem 4.5.2. We will use the second reduction (Theorem 4.4.3), which requires a priortized-reporting structure and a max-reporting structure. The prioritizedreporting version of the problem has been studied by Afshani, Arge and Larsen [51] in the RAM model and by Rahul and Tao [5] in the EM model. The RAM structure uses $O\left(n \frac{\log n}{\log \log n}\right)$ space and answers a query in $O(\log n+t)$ time. The EM structure uses $O\left(\frac{n}{B} \frac{\log n}{\log \log B_{B} n}(\log \log B)^{2}\right)$ space and answers a query in $O\left(\log _{B} n+t / B\right)$ I/Os. The max-reporting version has been studied by Rahul and Tao [5]. The RAM structure uses $O\left(n \frac{\log n}{\log \log n}\right)$ space and answers a query in $O(\log n)$ time. The EM structure uses $O\left(\frac{n}{B} \frac{\log n}{\log \log _{B} n}\right)$ space and answers a query in $O\left(\log _{B} n\right)$ I/Os.

Now we plug these bounds into Theorem 4.4.3 to obtain a RAM structure of $O\left(n \frac{\log n}{\log \log n}\right)$ space and $O(\log n+k)$ query time (both in expectation), and an EM structure of $O\left(\frac{n}{B} \frac{\log n}{\log \log _{B} n}(\log \log B)^{2}\right)$ space and $O\left(\log _{B} n+k / B\right)$ query time (both in expectation).

Proof of Theorem 4.5.3. We will use the first reduction (Theorem 4.4.1). For that we use the following structure: the classical $d$-dimensional range tree [58]. In $\mathbb{R}^{d}$ it
occupies $O\left(n \log ^{d-1} n\right)$ space, handles an update in $O\left(\log ^{d} n\right)$ amortized time, answers a counting query in $O\left(\log ^{d} n\right)$ time and a reporting query in $O\left(\log ^{d} n+t\right)$ time. This leads to a top- $k$ structure of $O\left(n \log ^{d} n\right)$ space, $O\left(\log ^{d+1} n+k\right)$ query time and $O\left(\log ^{d+1} n\right)$ amortized update time.

### 8.3 Top- $k$ Point Enclosure (Theorem 4.5.6)

The prioritized-reporting version of the problem has been studied by Rahul [1], who gave a structure of $O\left(n \log ^{*} n\right)$ size and $O(\log n \log \log n+t)$ query time.

Next, we explain how to solve the max-reporting version with a structure that uses $O(n \log n)$ space and answers a query in $O(\log n)$ time. Based on the above, the first and second bullets of Theorem 4.5.6 follow from Theorems 4.4.3 and Theorem 4.4.4, respectively.

1D Stabbing Max. Section 8.1 already mentioned a dynamic structure for solving the max-reporting version of interval stabbing. In fact, if the goal is to design a static structure, that problem can be settled with a very simple structure using $O(n)$ space and $O(\log n)$ time. Although this should be folklore, we give the details nonetheless because it will be helpful later.

Let $D$ be a set of $n$ weighted intervals in $\mathbb{R}$. The $2 n$ endpoints of the intervals divide $\mathbb{R}$ into at most $2 n+1$ disjoint subintervals. With each subinterval $I$, we associate the maximum weight of all the intervals in $D$ that span $I$. Given a value $q \in \mathbb{R}$, a query returns the maximum weight of the intervals of $D$ containing $q$. This is precisely the weight associated with the subinterval containing $q$. Finding the subinterval is essentially predecessor search, which can be carried out in $O(\log n)$ time by performing binary search on the endpoints.

2D Stabbing Max (Point Enclosure Max). Now we return to the max-reporting version of point enclosure. The input is a set $D$ of $n$ weighted axes-aligned rectangles. Create a segment tree $T$ on the x-projections of those rectangles. For each node $u$ of $T$, define $D_{u}$ to be the set of segments assigned to $u$. Build a 1D stabbing max structure on $D_{u}$. The overall space is clearly $O(n \log n)$.

Given a point $q=(x, y)$, a query returns the maximum weight of the rectangles
of $D$ containing $q$. To process the query, we descend along a root-to-leaf path $\Pi$ of $T$ according to $x$, and then, on each node $u \in \Pi$, issue a 1D stabbing max query on $D_{u}$ with $y$. The final answer is the maximum of the results of these 1D queries. The algorithm takes $O\left(\log ^{2} n\right)$ time, which can be improved to $O(\log n)$ with fractional cascading [21] because, as mentioned earlier, each 1D query performs nothing but predecessor search on a sorted list.

### 8.4 Top- $k$ 3D Dominance (Theorem 4.5.7)

The prioritized-reporting version of the problem has been studied by Afshani et al. [34] (where the version is called $4 D$ dominance reporting), who gave a structure with size $O(n \log n / \log \log n)$ and query time $O\left(\log ^{1.5} n+t\right)$.

Next, we explain how to solve the max-reporting version with a structure that uses $O(n)$ space and answers a query in $O\left(\log ^{1.5} n\right)$ time. Plugging in these bounds into Theorem 4.4.3 proves Theorem 4.5.7.

In this setting, $D$ is a set of $n$ weighted points in $\mathbb{R}^{3}$. Let $e_{1}, e_{2}, \ldots, e_{n}$ be the sequence of points in descending order of weight. With each point $e_{i}$, we associate a region $\rho_{i}$ in $\mathbb{R}^{3}$ satisfying the following constraint: any point $q=(x, y, z)$ belongs to $\rho_{i}$ if and only if $e_{i}$ is the point with the maximum weight in $(-\infty, x] \times(-\infty, y] \times(-\infty, z]$. The region assignment below ensures the constraint for all points $e_{i}=\left(e_{i x}, e_{i y}, e_{i z}\right)$ :

$$
\text { - } \rho_{1}=\left[e_{1 x}, \infty\right) \times\left[e_{1 y}, \infty\right) \times\left[e_{1 z}, \infty\right) .
$$

- For $i \in[2, n]$ :

$$
\rho_{i}=\left[e_{i x}, \infty\right) \times\left[e_{i y}, \infty\right) \times\left[e_{i z}, \infty\right) \backslash \bigcup_{j=1}^{i-1} \rho_{j} .
$$

Each non-empty region $\rho_{i}$ is decomposed into axes-aligned disjoint cuboids by performing a vertical decomposition. If $\rho_{i}$ has $n_{i}$ vertices, then the number of cuboids in the decomposition of $\rho_{i}$ will be $O\left(n_{i}\right)$. It can be verified [35] that $\sum_{i=1}^{n} n_{i}=O(n)$.

Therefore, the max reporting problem can be transformed to a point location problem: Given a query point $q$, find the cuboid (if any) containing $q$ from a set of $O(n)$ disjoint axes-aligned cuboids. Rahul [1] presented a structure of size $O(n)$ to answer such a query in $O\left(\log ^{1.5} n\right)$ time.

### 8.5 Top- $k$ Halfspace Reporting: $d=2$

## (Theorem 4.5.4: 1st Bullet)

We will show:

- The prioritized-reporting version of the problem can be settled by an $O(n \log n)$ size structure that answers a query in $O(\log n+t)$ time.
- The max-reporting version can be settled by an $O(n)$-size structure that answers a query in $O(\log n)$ time.

Plugging in these results into Theorem 4.4.3 proves the first bullet of Theorem 4.5.4.
Prioritized Reporting. Chazelle et al. [93] settled the original 2D halfspace reporting problem. Specifically, they showed that $n$ points in $\mathbb{R}^{2}$ can be stored in an $O(n)$-size structure such that, given a halfspace $q$, all the $t$ input points falling in $q$ can be reported in $O(\log n+t)$ time. Their query algorithm, in fact, starts with finding the predecessor of some query value (that depends on $q$ ) in a pre-computed list of real values. This accounts for the $O(\log n)$ term. Once the predecessor is found, the rest of the algorithm finishes in $O(1+t)$ time.

Next, we leverage the above structure to tackle the prioritized-reporting version. In this setting, the input is a set $D$ of $n$ weighted points in $\mathbb{R}^{2}$. Create a balanced binary search tree $T$ on their weights, with each weight stored in a leaf, which is associated with the corresponding point in $D$. For each node $u$ of $T$, denote by $D_{u}$ the set of points stored in the subtree of $u$. Create a halfspace reporting structure of [93] on $D_{u}$. The total space is $O(n \log n)$.

Given a halfspace $q$ and a threshold $\tau$, a query returns all the points $e \in D$ such that $e \in q$ and weight $w(e) \geq \tau$. We answer it as follows. First, collect the canonical set $U(\tau)$ of nodes $u_{1}, u_{2}, \ldots, u_{m}$ with the smallest $m$ such that $D_{u_{1}}, D_{u_{2}}, \ldots, D_{u_{m}}$ are disjoint, and their union equals $\{e \in D \mid w(e) \geq \tau\}$. It is rudimentary to find these $m=O(\log n)$ nodes in $O(\log n)$ time. Then, perform a halfspace reporting query using $q$ on $D_{u_{i}}$, for each $i \in[1, m]$. The final answer is the union of the outputs of all these $m$ queries.

As explained earlier, each halfspace reporting query spends $O(\log n)$ time on a predecessor search, which makes the total query time $O\left(\log ^{2} n+t\right)$. A standard application of fractional cascading reduces the time to $O(\log n+t)$.

Max Reporting. The input is again a set $D$ of $n$ weighted points. Given a halfspace $q$, a query returns the maximum weight of the points of $D$ covered by $q$. By standard duality, we consider instead the following equivalent stabbing max problem. The input is a set $D^{\prime}$ of $n$ weighted halfspaces in $\mathbb{R}^{2}$. The goal is to store $D^{\prime}$ in a data structure such that, given a point $q^{\prime}$ in $\mathbb{R}^{2}$, we can report efficiently the maximum weight of the halfspaces of $D^{\prime}$ containing $q^{\prime}$. Below we describe an $O(n)$-size structure with $O(\log n)$ query time.

Using the idea in Section 8.4, we can transform the problem into a point location problem on a planar subdivision of complexity $O(n)$. Let $e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{n}^{\prime}$ be the halfspaces of $D^{\prime}$, in descending order of weight. For each $e_{i}^{\prime}$, define a region $\rho_{i}$ in $\mathbb{R}^{2}$ satisfying the following constraint: any point $q$ belongs to $\rho_{i}$ if and only if $e_{i}^{\prime}$ is the halfspace with the maximum weight among all the halfspaces containing $q$. The region assignment below ensures the constraint:

- $\rho_{1}=e_{1}^{\prime}$.
- For $i \in[2, n], \rho_{i}=e_{i}^{\prime} \backslash \bigcup_{j=1}^{i-1} \rho_{j}$.

Here $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ are disjoint polygons such that the planar subdivision they induce has at most $n$ vertices. To see this, imagine generating $\rho_{i}$ in ascending order of $i$ as follows. If $e_{i}^{\prime}$ falls entirely in $\bigcup_{j=1}^{i-1} \rho_{j}$, then $e_{i}^{\prime}$ introduces no vertex on the subdivision. Otherwise, at least one point $p$ on the boundary line of $e_{i}^{\prime}$ must be outside $\bigcup_{j=1}^{i-1} \rho_{j}$. Walk from $p$ along the boundary line towards one direction, and stop as soon as hitting the boundary line of any of the halfspaces already considered. The stopping point is a new vertex on the subdivision. Similarly, walking from $p$ towards the other direction will determine another new vertex.

Given a query point $q^{\prime}$, it suffices to find the polygon of the subdivision containing $q^{\prime}$. This can be done in $O(\log n)$ time with an $O(n)$-size structure [19].

### 8.6 Top- $k$ Halfspace Reporting: $d \geq 4$ <br> (Theorem 4.5.4: 2nd and 3rd Bullets)

The subsequent discussion demonstrates the power of Theorem 4.4.4 in showing the asymptotic equivalence between top- $k$ reporting and prioritized reporting, when the query time is large.

RAM. We will show that the prioritized-reporting version of the problem can be settled by an $O(n \log n)$-size structure that answers a query in $\tilde{O}\left(n^{1-1 /\lfloor d / 2\rfloor}\right)+O(t)$ time. Plugging this into Theorem 4.4.4 yields the second bullet of Theorem 4.5.4.

In the original halfspace reporting problem, we want to store $n$ points in $\mathbb{R}^{d}$ in a structure such that, given any halfspace $q$ in $\mathbb{R}^{d}$, all the input points falling in $q$ can be reported efficiently. Afshani and Chan [94] gave a structure of $O(n)$ space and query time $\tilde{O}\left(n^{1-1 /\lfloor d / 2\rfloor}\right)+O(t)$.

Recall that Section 8.5 presented a prioritized reporting structure in 2 D space, where there is a 2D halfspace reporting structure on each $D_{u}$. To obtain a prioritized reporting structure for $\mathbb{R}^{d}$, we simply replace that 2 D structure with the $d$-dimensional halfspace reporting structure of [94]. A prioritized query is answered in the way as described in Section 8.5, excluding the part about fractional cascading. The claimed space and query bounds follow from the same analysis as in Section 8.5.

EM. We will show that the prioritized-reporting version of the problem can be settled by an $O(n / B)$-size structure that answers a query in $O\left((n / B)^{1-1 /\lfloor d / 2\rfloor+\epsilon}+t / B\right)$ time. Plugging this into Theorem 4.4.4 yields the third bullet of Theorem 4.5.4.

For the original halfspace reporting problem, Agarwal et al. [68] gave a structure of $O(n / B)$ space and query time $O\left((n / B)^{1-1 /\lfloor d / 2\rfloor+\epsilon^{\prime}}+t / B\right)$ for any arbitrarily small constant $\epsilon^{\prime}>0$, which we utilize below to design the required structure for prioritized reporting.

The input is a set $D$ of $n$ weighted points in $\mathbb{R}^{d}$, which we denote as $e_{1}, e_{2}, \ldots, e_{n}$ in descending order of weight. Set $f=(n / B)^{\epsilon / 2}$. Build a B-tree $T$ on the weights of the $n$ points with leaf capacity $B$ and internal fanout $f$. Store each point together with its weight in the corresponding leaf. For each node $u$ of $T$, denote by $D_{u}$ the set of points
stored in the subtree of $u$; we create a structure of [68] on $D_{u}$ by setting $\epsilon^{\prime}=\epsilon / 2$. The overall space consumption is $O(n / B)$-noticing that $T$ has $O(1)$ levels.

To answer a query with halfspace $q$ and threshold $\tau$, we collect the canonical set $U(\tau)$ of nodes $u_{1}, u_{2}, \ldots, u_{m}$ with the smallest $m$ such that $D_{u_{1}}, \ldots, D_{u_{m}}$ are disjoint, and their union equals $\{e \in D \mid w(e) \geq \tau\}$. It is rudimentary to find these $m=O(f)$ nodes in $O(1+f / B)$ I/Os. We then perform a halfspace reporting query using $q$ on $D_{u_{i}}$, for all $i \in[1, m]$. The final answer is the union of the outputs of all these $m$ queries. The query cost is

$$
O\left(m \cdot(n / B)^{1-1 /\lfloor d / 2\rfloor+\epsilon^{\prime}}+t / B\right)=O\left((n / B)^{1-1 /\lfloor d / 2\rfloor+\epsilon}+t / B\right) \mathrm{I} / \mathrm{Os}
$$

## Part III

## Approximate Range Counting

## Chapter 9

## Approximate Range Counting

### 9.1 Problem statement

Let $S$ be a set of $n$ geometric objects in $\mathbb{R}^{d}$ which are segregated into disjoint groups (i.e., colors). Given a query $q \subseteq \mathbb{R}^{d}$, a color $c$ intersects (or, is present in) $q$ if any object in $S$ of color $c$ intersects $q$, and let $k$ be the number of colors of $S$ present in $q$. In the approximate colored range-counting problem, the task is to preprocess $S$ into a data structure, so that for a query $q$, one can efficiently report the approximate number of colors present in $q$. Specifically, return any value in the range $[(1-\varepsilon) k,(1+\varepsilon) k]$, where $\varepsilon \in(0,1)$ is a pre-specified parameter.


Figure 9.1: An instance of a colored setting.

Colored range searching and its related problems have been studied before [95, 96, 97, 81, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110]. They are known as GROUP-BY queries in the database literature. A popular variant is the colored orthogonal range searching problem: $S$ is a set of $n$ colored points in $\mathbb{R}^{d}$, and $q$ is
an axes-aligned rectangle. As a motivating example for this problem, consider the following query: "How many countries have employees aged between $X_{1}$ and $X_{2}$ while earning annually more than $Y$ dollars?". An employee is represented as a colored point (age, salary), where the color encodes the country, and the query is the axes-aligned rectangle $\left[X_{1}, X_{2}\right] \times[Y, \infty)$.

### 9.2 Previous work and background

In the standard approximate range counting problem there are no colors. One is interested in the approximate number of objects intersecting the query. Specifically, if $k$ is the number of objects of $S$ intersecting $q$, then return a value in the range $[(1-\varepsilon) k,(1+\varepsilon) k]$.
$\varepsilon$-approximations. In the additive-error $\varepsilon$-approximation, a set $Z \subseteq S$ is picked such that, given a query $q$, we only inspect $Z$ and return a value which lies in the range [ $k-\varepsilon n, k+\varepsilon n]$. Vapnik and Chervonenkis [23] proved that a random sample $Z$ of size $O\left(\frac{\delta}{\varepsilon^{2}} \log \frac{\delta}{\varepsilon}\right)$ provides an $\varepsilon$-approximation with good probability, where $\delta$ is the VCdimension ( $\delta$ is usually a constant).

Relative ( $p, \varepsilon$ )-approximation. Har-Peled and Sharir [111] introduced the notion of relative ( $p, \varepsilon$ )-approximation for geometric settings. The goal is to pick a small set $Z \subset S$ which can be used to compute a relative approximation for queries with large value of $k$. Formally, given a parameter $p \in(0,1)$, a set $Z \subset S$ is a relative $(p, \varepsilon)$-approximation if:

$$
|Z \cap q| \cdot \frac{n}{|Z|} \in\left\{\begin{array}{lc}
{[(1-\varepsilon) k,(1+\varepsilon) k]} & \text { if } k \geq p n \\
{[k-\varepsilon p n, k+\varepsilon p n]} & \text { otherwise }
\end{array}\right.
$$

Har-Peled and Sharir prove that a sample $Z$ from $S$ of size $O\left(\frac{1}{\varepsilon^{2} p}\left(\delta \log \frac{1}{p}+\log \frac{1}{q}\right)\right)$ will succeed with probability at least $1-q$.

Har-Peled and Sharir construct relative ( $p, \varepsilon$ )-approximations for point sets and halfspaces in $\mathbb{R}^{d}$, for $d \geq 2$, and use them to answer approximate counting for any query which contains more than $p n$ points. A nice feature of these results is that they are sensitive to the value of $k$. Specifically, the larger the value of $k$ is, the faster the query
is answered. The intuition is that the larger the value of $k$ is, the larger is the error the query is allowed to make and hence, a smaller sample suffices. Even though relative ( $p, \varepsilon$ )-approximations give a relative approximation only for queries with large values of $k$, Aronov and Sharir [112], and Sharir and Shaul [113] incorporated them into data structures which give an approximate count for all values of $k$.

General reduction to companion problems. Aronov and Har-Peled [36], and Kaplan, Ramos and Sharir [37] presented general techniques to answer approximate range counting queries. In both instances, the authors reduce the task of answering an approximate counting query, into answering a few queries in data structures solving an easier (companion) problem. Aronov and Har-Peled's companion problem is the emptiness query, where the goal is to report whether $|S \cap q|=0$. Specifically, assume that there is a data structure of size $S(n)$ which answers the emptiness query in $O(Q(n))$ time. Aronov and Har-Peled show that there is a data structure of size $O(S(n) \log n)$ which answers the approximate counting query in $O(Q(n) \log n)$ time (for simplicity we ignore the dependency on $\varepsilon$ ). Kaplan et al.'s companion problem is the range-minimum query, where each object of $S$ has a weight associated with it and the goal is to report the object in $S \cap q$ with the minimum weight.

Even though the reductions of [36] and [37] seem different, there is an interesting discussion in Section 6 of [36] about the underlying "sameness" of both techniques.

Levels. Informally, for a set $S$ of $n$ objects, a $t$-level of $S$ is a surface such that if a point $q$ lies above (resp., on/below) the surface, then the number of objects of $S$ containing $q$ is $>t$ (resp., $\leq t$ ). Range counting can be reduced in some cases to deciding the level of a query point. Unfortunately, the complexity of a single level is not well understood. For example, for hyperplanes in the plane, the $t$-level has super-linear complexity $\Omega\left(n 2^{\sqrt{\log t}}\right)$ [114] in the worst-case (the known upper bound is $O\left(n t^{1 / 3}\right)$ [115] and closing the gap is a major open problem). In particular, the prohibitive complexity of such levels makes them inapplicable for the approximate range counting problem, where one strives for linear (or near-linear) space data structures.

Shallow cuttings. A t-level shallow cutting is a set of simple cells, that lies strictly below the $2 t$-level, and their union covers all the points below (and on) the $t$-level.

For many geometric objects in two and three dimensions, such $t$-shallow cuttings have $O(n / t)$ cells [116]. Using such cuttings leads to efficient data structures for approximate range counting. Specifically, one uses binary search on a "ladder" of approximate levels (realized via shallow cuttings) to find the approximation.

For halfspaces in $\mathbb{R}^{3}$, Afshani and Chan [88] avoid doing the binary search and find the two consecutive levels in optimal $O\left(\log \frac{n}{k}\right)$ expected time. Later, Afshani, Hamilton and Zeh [117] obtained a worst-case optimal solution for many geometric settings. Interestingly, their results hold in the pointer machine model, the I/O-model and the cache-oblivious model. However, in the word-RAM model their solution is not optimal and the query time is $\Omega\left(\log \log U+(\log \log n)^{2}\right)$.

Specific problems. Approximate counting for orthogonal range searching in $\mathbb{R}^{2}$ was studied by Nekrich [109], and Chan and Wilkinson [118] in the word-RAM model. In this setting, the input set is points in $\mathbb{R}^{2}$ and the query is a rectangle in $\mathbb{R}^{2}$. A hyperrectangle in $\mathbb{R}^{d}$ is $(d+k)$-sided if it is bounded on both sides in $k$ out of the $d$ dimensions and unbounded on one side in the remaining $d-k$ dimensions. Nekrich [109] presented a data structure for approximate colored 3-sided range searching in $\mathbb{R}^{2}$, where the input is points and the query is a 3 -sided rectangle in $\mathbb{R}^{2}$. However, it has an approximation factor of $(4+\varepsilon)$, whereas we are interested in obtaining a tighter approximation factor of $(1+\varepsilon)$. To the best of our knowledge, this is the only work directly addressing an approximate colored counting query.

### 9.3 Motivation

Avoiding expensive counting structures. A search problem is $O(1)$-decomposable if given two disjoint sets of objects $S_{1}$ and $S_{2}$, the answer to $F\left(S_{1} \cup S_{2}\right)$ can be computed in constant time, given the answers to $F\left(S_{1}\right)$ and $F\left(S_{2}\right)$ separately. This property is widely used in the literature [12] for counting in standard problems (going back to the work of Bentley and Saxe [119] in the late 1970s). For colored counting problems, however, $F(\cdot)$ is not $O(1)$-decomposable. If $F\left(S_{1}\right)$ (resp. $F\left(S_{2}\right)$ ) has $n_{1}$ (resp. $n_{2}$ ) colors, then this information is insufficient to compute $F\left(S_{1} \cup S_{2}\right)$, as they might have common colors.

As a result, for many exact colored counting queries the known space and query time
bounds are expensive. For example, for colored orthogonal range searching problem in $\mathbb{R}^{d}$, existing structures use $O\left(n^{d}\right)$ space to achieve polylogarithmic query time [106]. Any substantial improvement in the preprocessing time and the query time would lead to a substantial improvement in the best exponent of matrix multiplication [106] (which is a major open problem). Similarly, counting structures for colored halfspace counting in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}[100]$ are expensive.

Instead of an exact count, if one is willing to settle for an approximate count, then this work presents a data structure with $O(n$ polylog $n)$ space and $O($ polylog $n)$ query time.

Approximate counting at the speed of an emptiness query. In an emptiness query, the goal is to decide if $S \cap q$ is empty. The approximate counting query is at least as hard as the emptiness query: When $k=0$ and $k=1$, no error is tolerated. Therefore, a natural goal while answering approximate range counting queries is to match the bounds of its corresponding emptiness query.

### 9.4 Our results and techniques

### 9.4.1 Specific problems

The focus of this work is in building data structures for approximate colored counting queries, which exactly match or almost match the bounds of their corresponding emptiness problem.

3 -sided rectangle stabbing in 2-d and related problems. In the colored interval stabbing problem, the input is $n$ colored intervals with endpoints in $[U]=\{1, \ldots, U\}$, and the query is a point in $[U]$. We present a linear-space data structure which answers the approximate counting query in $O(\log \log U)$ time. The new data structure can be used to handle some geometric settings in 2-d: the colored dominance search (the input is a set of $n$ points, and the query is a 2 -sided rectangle) and the colored 3 -sided rectangle stabbing (the input is a set of $n 3$-sided rectangles, and the query is a point). The results are summarized in Table 9.1.

Range searching in $\mathbb{R}^{2}$. The input is a set of $n$ colored points in the plane. For 3 -sided query rectangles, an optimal solution (in terms of $n$ ) for approximate counting is obtained. For 4 -sided query rectangles, an almost-optimal solution for approximate counting is obtained. The size of our data structure is off by a factor of $\log \log n$ w.r.t. its corresponding emptiness structure which occupies $O\left(n \frac{\log n}{\log \log n}\right)$ space and answers the emptiness query in $O(\log n)$ time [22]. The results are summarized in Table 9.1.

Dominance search in $\mathbb{R}^{3}$. The input is a set of $n$ colored points in $\mathbb{R}^{3}$ and the query is a 3 -sided rectangle in $\mathbb{R}^{3}$ (i.e., an octant). An almost-optimal solution is obtained requiring $O(n \log \log n)$ space and $O(\log n)$ time to answer the approximate counting query.

### 9.4.2 General reductions

We obtain two general reductions for solving approximate colored counting queries by reducing them to "easy" companion queries. However, in the interest of space, we included only Reduction-I in the thesis.

Reduction-I (Reporting $+C$-approximation). In the first reduction a colored approximate counting query is answered using two companion structures: (a) reporting structure (its objective is to report the $k$ colors), and (b) $C$-approximation structure (its objective is to report any value $z$ s.t. $k \in[z, C z]$, where $C$ is a constant). Significantly, unlike previous reductions [36, 37], there is no asymptotic loss of efficiency in space and query time bounds w.r.t. to the two companion problems.

Reduction-II (Only Reporting). The second reduction is a modification of the Aronov and Har-Peled [36] reduction. We present the reduction for the following reasons:

- Unlike reduction-I, this reduction is "easier" to use since it uses only the reporting structure and avoids the $C$-approximation structure.
- The analysis of Aronov and Har-Peled is slightly complicated because of their insistence on querying emptiness structures. We show that by using reporting structures the analysis becomes simpler. This reduction is useful when the reporting query is not significantly costlier than the emptiness query.

| Dime--nsion | Input, Query | New Results | Previous Approx. Counting Results | Exact Counting Results | Model |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | intervals, point | $\begin{gathered} \text { S: } n, \\ \text { Q: } \log \log U \end{gathered}$ | $\begin{gathered} \text { S: } n, \\ \text { Q: } \log \log U+ \\ (\log \log n)^{2} \end{gathered}$ | $\begin{gathered} \text { S: } n, \\ \text { Q: } \log \log U+ \\ \log _{w} n \end{gathered}$ | WR |
| 2 | points, 2-sided rectangle |  |  |  |  |
| 2 | 3 -sided, rect., point | Theorem 10.0.1 | Remark 1 | Remark 2 |  |
| 2 | points, 3 -sided rectangle | S: $n$, Q: $\log n$ Theorem $12.0 .1(\mathrm{~A})$ | $\begin{gathered} \text { S: } n \log ^{2} n, \\ \text { Q: } \log ^{2} n \\ \text { Remark } 3 \\ \hline \end{gathered}$ | not studied | PM |
| 2 | points, 4-sided rectangle | S: $n \log n$, Q: $\log n$ <br> Theorem 12.0.1(B) | S: $n \log ^{3} n$, Q: $\log ^{2} n$ Remark 3 | $\begin{gathered} \text { S: } n^{2} \log ^{6} n, \\ \text { Q: } \log ^{7} n \end{gathered}$ <br> Kaplan et al. [106] | PM |
| 3 | points, <br> 3 -sided <br> rectangle | S: $n \log ^{*} n$, Q: $\log n \cdot \log \log n$ | $\begin{aligned} & \text { S: } n \log ^{2} n, \\ & \text { Q: } \log ^{2} n \end{aligned}$ | not studied | PM |

Table 9.1: A summary of the results obtained for several approximate colored counting queries. To avoid clutter, the $O(\cdot)$ symbol and the dependency on $\varepsilon$ is not shown in the space and the query time bounds. For the second column in the table, the first entry is the input and the second entry is the query. For each results column in the table, the first entry is the space occupied by the data structure and the second entry is the time taken to answer the query. WR denotes the word-RAM model and PM denotes the pointer machine model.

### 9.4.3 Our techniques

The results are obtained via a non-trivial combination of several techniques. For example, (a) new reductions from colored problems to standard problems, (b) obtaining a linear-space data structure by performing random sampling on a super-linear-size data structure, (c) refinement of path-range trees of Nekrich [109] to obtain an optimal data structure for $C$-approximation of colored 3 -sided range search in $\mathbb{R}^{2}$, and (d) random sampling on colors to obtain the two general reductions.

In addition, we introduce nested shallow cuttings for 3 -sided rectangles in 2-d. The
idea of using a hierarchy of cuttings (or samples) is, of course, not new. However, for this specific setting, we get a hierarchy where there is no penalty for the different levels being compatible with each other. Usually, cells in the lower levels have to be clipped to cells in the higher levels of the hierarchy, leading to a degradation in performance. In our case, however, cells at lower levels are fully contained in the cells at level above it.

Organization. To keep the thesis concise we have only included a few solutions. In Chapter 10, we present a solution to the colored 3 -sided rectangle stabbing in 2 -d problem. In Chapter 11, reduction-I is described. Finally, in Chapter 12, the application of reduction-I to colored orthogonal range search in 2-d is shown.

## Chapter 10

## Nested Shallow Cuttings

The goal of this chapter is to prove the following theorem.
Theorem 10.0.1. Consider the following three colored geometric settings:

1. Colored interval stabbing in 1-d, where the input is a set $S$ of $n$ colored intervals in one-dimension and the query $q$ is a point. The endpoints of the intervals and the query point lie on a grid $[U]$.
2. Colored dominance search in 2-d, where the input is a set $S$ of $n$ colored points in 2-d and the query $q$ is a quadrant of the form $\left[q_{x}, \infty\right) \times\left[q_{y}, \infty\right)$. The input points and the point $\left(q_{x}, q_{y}\right)$ lie on a grid $[U] \times[U]$.
3. Colored 3-sided rectangle stabbing in 2-d, where the input is a set $S$ of $n$ colored 3 -sided rectangles in 2-d and the query $q$ is a point. The endpoints of the rectangles and the query point lie on a grid $[U] \times[U]$.

Then there exists an $O_{\varepsilon}(n)$ size word-RAM data structure which can answer an approximate counting query for these three settings in $O_{\varepsilon}(\log \log U)$ time. The notation $O_{\varepsilon}(\cdot)$ hides the dependency on $\varepsilon$.

Our strategy for proving this theorem is the following: In Section 10.1, we present a transformation of these three colored problems to the standard 3 -sided rectangle stabbing in 2-d problem. Then in Section 10.2, we construct nested shallow cuttings and use them to solve the standard 3 -sided rectangle stabbing in 2 -d problem.

### 10.1 Transformation to a standard problem

From now on the focus will be on colored 3 -sided rectangle stabbing in 2-d problem, since the geometric setting of (1) and (2) in Theorem 10.0.1 are its special cases. We present a transformation of the colored 3 -sided rectangle stabbing in 2-d problem to the standard 3 -sided rectangle stabbing in 2-d problem.

Let $S_{c} \subseteq S$ be the set of 3 -sided rectangles of a color $c$. In the preprocessing phase, we perform the following steps: (1) Construct a union of the rectangles of $S_{c}$. Call it $\mathcal{U}\left(S_{c}\right)$. (2) The vertices of $\mathcal{U}\left(S_{c}\right)$ include original vertices of $S_{c}$ and some new vertices. Perform a vertical decomposition of $\mathcal{U}\left(S_{c}\right)$ by shooting a vertical ray upwards from every new vertex of $\mathcal{U}\left(S_{c}\right)$ till it hits $+\infty$. This leads to a decomposition of $\mathcal{U}\left(S_{c}\right)$ into $\Theta\left(\left|S_{c}\right|\right)$ pairwise-disjoint 3 -sided rectangles. Call these new set of rectangles $\mathcal{N}\left(S_{c}\right)$.


Figure 10.1: Transformation to a standard problem.
Given a query point $q$, we can make the following two observations:

- If $S_{c} \cap q=\emptyset$, then $\mathcal{N}\left(S_{c}\right) \cap q=\emptyset$. See query point $q_{1}$ in the above figure.
- If $S_{c} \cap q \neq \emptyset$, then exactly one rectangle in $\mathcal{N}\left(S_{c}\right)$ is stabbed by $q$. See query point $q_{2}$ in the above figure.

Let $\mathcal{N}(S)=\bigcup_{\forall c} \mathcal{N}\left(S_{c}\right)$, and clearly, $|\mathcal{N}(S)|=O(n)$. Therefore, the colored 3sided rectangle stabbing in 2 -d problem on $S$ has been reduced to the standard 3 -sided rectangle stabbing in 2-d problem on $\mathcal{N}(S)$.

### 10.2 Standard 3-sided rectangle stabbing in 2-d

In this section we will prove the following lemma.

Lemma 10.2.1. (Standard 3 -sided rectangle stabbing in 2-d.) Given a set $S$ of $n$ uncolored 3 -sided rectangles of the form $\left[x_{1}, x_{2}\right] \times[y, \infty)$ whose endpoints lie on a grid $[U] \times[U]$, and a query $q$ which is a point, there exists a data structure of size $O_{\varepsilon}(n)$ which can answer an approximate counting query for this geometric setting in $O_{\varepsilon}(\log \log U)$ time.

By a standard rank-space reduction, the rectangles of $S$ can be projected to a $[2 n] \times$ $[n]$ grid: Let $S_{x}$ (resp., $S_{y}$ ) be the list of the $2 n$ vertical (resp., $n$ horizontal) sides of $S$ in increasing order of their $x$ - (resp., $y$-) coordinate value. Then each rectangle $r=\left[x_{1}, x_{2}\right] \times[y, \infty) \in S$ is projected to a rectangle $\left[\operatorname{rank}\left(x_{1}\right), \operatorname{rank}\left(x_{2}\right)\right] \times[\operatorname{rank}(y), \infty)$, where $\operatorname{rank}\left(x_{i}\right)$ (resp., $\operatorname{rank}(y)$ ) is the index of $x_{i}$ (resp., $y$ ) in the list $S_{x}$ (resp., $S_{y}$ ). Given a query point $q \in[U] \times[U]$, we can use the van Emde Boas structure [120] to perform a predecessor search on $S_{x}$ and $S_{y}$ in $O(\log \log U)$ time to find the position of $q$ on the $[2 n] \times[n]$ grid. Now we will focus on the new setting and prove the following result.

Lemma 10.2.2. For the standard 3 -sided rectangle stabbing in 2-d problem, consider a setting where the rectangles have endpoints lying on a grid $[2 n] \times[n]$. Then there exists a data structure of size $O_{\varepsilon}(n)$ which can answer the approximate counting query in $O_{\varepsilon}(1)$ time.

### 10.2.1 Nested shallow cuttings

To prove Lemma 10.2.2, we will first construct shallow cuttings for 3 -sided rectangles in 2 -d. Unlike the general class of shallow cuttings, the shallow cuttings that we construct for 3 -sided rectangles will have a stronger property of cells in the lower level lying completely inside the cells of a higher level.

Lemma 10.2.3. Let $S$ be a set of 3 -sided rectangles (of the form $\left[x_{1}, x_{2}\right] \times[y, \infty)$ ) whose endpoints lie on $a[2 n] \times[n]$ grid. A $t$-level shallow cutting of $S$ produces a set $\mathcal{C}$ of interior-disjoint 3 -sided rectangles $/$ cells of the form $\left[x_{1}, x_{2}\right] \times(-\infty, y]$. There exists a set $\mathcal{C}$ with the following three properties:

1. $|\mathcal{C}|=2 n / t$.
2. If $q$ does not lie inside any of the cell in $\mathcal{C}$, then $|S \cap q| \geq t$.

(b)

(c)

Figure 10.2: (a) A portion of the $t$-level and $2 t$-level is shown. Notice that by our construction, each cell in the $t$-level is contained inside a cell in the $2 t$-level. (b) A cell in the $t$-level and the set $\mathcal{C}_{r}$ associated with it. (c) A high-level summary of our data structure.

## 3. Each cell in $\mathcal{C}$ intersects at most $2 t$ rectangles of $S$.

Proof. Partition the plane into $\frac{2 n}{t}$ vertical slabs, such that $t$ vertical lines of $S$ lie in each slab, i.e., each slab has a width of $t$. See Figure 10.2(a). Consider a slab $s=\left[x_{1}, x_{2}\right] \times(-\infty,+\infty)$. Among all the rectangles of $S$ which completely span the slab $s$, let $y_{t}$ be the $y$-coordinate of the rectangle with the $t$-th smallest $y$-coordinate. If less than $t$ segments of $S$ span slab $s$, then set $y_{t}:=+\infty$. Let the upper segment of the slab $s$ be the horizontal segment $\left[x_{1}, x_{2}\right] \times\left[y_{t}\right]$. Each slab contributes a cell $\left[x_{1}, x_{2}\right] \times\left(-\infty, y_{t}\right]$ to set $\mathcal{C}$. See Figure 10.2(a).

Property 1 is easy to verify, since $\frac{2 n}{t}$ slabs are constructed. To prove Property 2, consider a point $q$ which lies in slab $s$ but does not lie in the cell $\left[x_{1}, x_{2}\right] \times\left(-\infty, y_{t}\right]$. This implies that there are at least $t$ rectangles of $S$ which contain $q$, and hence, $|S \cap q| \geq t$. To prove Property 3 , consider a cell $r$ and its corresponding slab $s$. The rectangles of $S$ which intersect $r$ either span the slab $s$ or partially span the slab $s$. By our construction, there can be at most $t$ rectangles of $S$ of each type.

Observation 3. (Nested Property) Let $t$ and $i$ be integers. Consider a $t$-level and a $2^{i} t$-level shallow cutting. By our construction, each cell in $2^{i} t$-level contains exactly $2^{i}$ cells of the $t$-level. More importantly, each cell in the $t$-level is contained inside a single cell of $2^{i} t$-level (see Figure 10.2(a)).

### 10.2.2 Data structure

Now we will use nested shallow cuttings to find a constant-factor approximation for the 3 -sided rectangle stabbing in 2-d problem. In [117], the authors show how to convert a constant-factor approximation into a $(1+\varepsilon)$-approximation for this geometric setting. The solution is based on $\left(t, t^{\prime}\right)$-level-structure and $(\leq \sqrt{\log n})$-level shared table.
$\left(t, t^{\prime}\right)$-level structure. Let $i, t$ and $t^{\prime}$ be integers s.t. $t^{\prime}=2^{i} t$. If $q\left(q_{x}, q_{y}\right)$ lies between the $t$-level and the $t^{\prime}$-level cutting of $S$, then a $\left(t, t^{\prime}\right)$-level-structure will answer the approximate counting query in $O(1)$ time and occupy $O\left(n+\frac{n}{t} \log t^{\prime}\right)$ space.

Structure. Construct a shallow cutting of $S$ for levels $2^{j} t, \forall j \in[0, i]$. For each cell, say $r$, in the $t$-level we do the following: Let $\mathcal{C}_{r}$ be the set of cells from the $2^{1} t, 2^{2} t, 2^{3} t, \ldots, 2^{i} t$ level, which contain $r$ (Observation 3 guarantees this property). Now project the upper segment of each cell of $\mathcal{C}_{r}$ onto the $y$-axis (each segment projects to a point). Based on the $y$-coordinates of these $\left|\mathcal{C}_{r}\right|$ projected points build a fusion-tree [9]. Since there are $O(n / t)$ cells in the $t$-level and $\left|\mathcal{C}_{r}\right|=O\left(\log t^{\prime}\right)$, the total space occupied is $O\left(\frac{n}{t} \log t^{\prime}\right)$. See Figure 10.2(b).

Query algorithm. Since $q_{x} \in[2 n]$, it takes $O(1)$ time to find the cell $r$ of the $t$-level whose $x$-range contains $q_{x}$. If the predecessor of $q_{y}$ in $\mathcal{C}_{r}$ belongs to the $2^{j} t$-level, then $2^{j} t$ is a constant-factor approximation of $k$. The predecessor query also takes $O(1)$ time.
$(\leq \sqrt{\log n})$-level shared table. Suppose $q$ lies in a cell in the $\sqrt{\log n}$-level shallow cutting of $S$. Then constructing the $(\leq \sqrt{\log n})$-level shared table will answer the exact counting query in $O(1)$ time. We will need the following lemma.

Lemma 10.2.4. For a cell $c$ in the $\sqrt{\log n}$-level shallow cutting of $S$, its conflict list $S_{c}$ is the set of rectangles of $S$ intersecting c. Although the number of cells in the $\sqrt{\log n}$ level is $O\left(\frac{n}{\sqrt{\log n}}\right)$, the number of combinatorially "different" conflict lists is merely $O(\sqrt{n})$.

Proof. Consider any set $S_{c}$ from the shallow cutting. By a standard rank-space reduction the endpoints of $S_{c}$ will lie on a $\left[2\left|S_{c}\right|\right] \times\left[\left|S_{c}\right|\right]$ grid. Any set $S_{c}$ on the $\left[2\left|S_{c}\right|\right] \times\left[\left|S_{c}\right|\right]$ grid can be uniquely represented using $O\left(\left|S_{c}\right| \log \left|S_{c}\right|\right)=O(\sqrt{\log n} \log \log n)$ bits as follows: (a) assign a label to each rectangle, and (b) write down the label of each rectangle
in increasing order of their $y$-coordinates. The label for a rectangle $\left[x_{1}, x_{2}\right] \times[y, \infty)$ will be " $x_{1} x_{2}$ " which requires $O(\log \log n)$ bits. The number of combinatorially different conflict lists which can be represented using $O(\sqrt{\log n} \log \log n)$ bits is bounded by $2^{O(\sqrt{\log n} \log \log n)}=O\left(n^{\delta}\right)$, for an arbitrarily small $\delta<1$. We set $\delta=1 / 2$.

Shared table. Construct a $\sqrt{\log n}$-level shallow cutting of $S$. For each cell $c$, perform a rank-space reduction of its conflict list $S_{c}$. Collect the combinatorially different conflict lists. On each conflict list, the number of combinatorially different queries will be only $O\left(\left|S_{c}\right|^{2}\right)=O(\log n)$. In a lookup table, for each pair of $\left(S_{c}, q\right)$ we store the exact value of $\left|S_{c} \cap q\right|$. The total number of entries in the lookup table is $O\left(n^{1 / 2} \log n\right)$.

Query algorithm. Given a query $q\left(q_{x}, q_{y}\right)$, the following three $O(1)$ time operations are performed: (a) Find the cell $c$ in the $\sqrt{\log n}$-level which contains $q$. If no such cell is found, then stop the query and conclude that $k \geq \sqrt{\log n}$. (b) Otherwise, perform a rank-space reduction on $q_{x}$ and $q_{y}$ to map it to the $\left[2\left|S_{c}\right|\right] \times\left[\left|S_{c}\right|\right]$ grid. Since, $\left|S_{c}\right|=$ $O(\sqrt{\log n})$, we can build fusion trees [9] on $S_{c}$ to perform the rank-space reduction in $O(1)$ time. (c) Finally, search for $\left(S_{c}, q\right)$ in the lookup table and report the exact count.

Final structure. At first thought, one might be tempted to construct a $(0, n)$-levelstructure. However, that would occupy $O(n \log n)$ space. The issue is that the $\left(t, t^{\prime}\right)$-level structure requires super-linear space for small values of $t$. Luckily, the $(\leq \sqrt{\log n})$-level shared table will efficiently handle the small values of $t$.

Therefore, the strategy is to construct the following: (a) a $(\leq \sqrt{\log n})$-level shared table, (b) a $(\sqrt{\log n}, \log n)$-level-structure, and (c) a $(\log n, n)$-level-structure. Now, the space occupied by all the three structures will be $O(n)$. See Figure 10.2(c) for a summary of our data structure.

Remark 1. For the standard 3 -sided rectangle stabbing in 2-d problem, a simple binary search on the levels leads to a linear-space data structure with a query time of $O_{\varepsilon}\left(\log \log U+(\log \log n)^{2}\right)$. The technique of Afshani et al. [117] can be used to answer this approximate counting query. However, their analysis works well for structures with query time of the form $\log n$ or $\log _{B} n$, but breaks down for structures with query time of the form $\log \log n$.

Remark 2. If we want an exact count for the standard 3 -sided rectangle stabbing in 2-d problem, then the problem can be reduced to exact counting for standard dominance search in 2-d [52]. Jaja et al. [55] present a linear-space structure which can answer the exact counting for dominance search in 2-d in $O_{\varepsilon}\left(\log \log U+\log _{w} n\right)$ time.

## Chapter 11

## A General Reduction

Given a colored reporting structure and a colored $C$-approximation structure, we present a general reduction to obtain a colored $(1+\varepsilon)$-approximation structure with no additional loss of efficiency. We need a few definitions before stating the theorem. A geometric setting is polynomially bounded if there are only $n^{O(1)}$ possible outcomes of $S \cap q$, over all possible values of $q$. For example, in $1 d$ orthogonal range search on $n$ points, there are only $\Theta\left(n^{2}\right)$ possible outcomes of $S \cap q$. A function $f(n)$ is converging if $\sum_{i=0}^{t} n_{i}=n$, then $\sum_{i=0}^{t} f\left(n_{i}\right)=O(f(n))$. For example, it is easy to verify that $f(n)=n \log n$ is converging.

Theorem 11.0.1. For a colored geometric setting, assume that we are given the following two structures:

- a colored reporting structure of $\mathcal{S}_{\text {rep }}(n)$ size which can solve a query in $O\left(\mathcal{Q}_{\text {rep }}(n)+\right.$ $\kappa$ ) time, where $\kappa$ is the output-size, and
- a colored C-approximation structure of $\mathcal{S}_{\text {capp }}(n)$ size which can solve a query in $O\left(\mathcal{Q}_{\text {capp }}(n)\right)$ time .

We also assume that: (a) $\mathcal{S}_{\text {rep }}(n)$ and $\mathcal{S}_{\text {capp }}(n)$ are converging, and (b) the geometric setting is polynomially bounded. Then we can obtain a $(1+\varepsilon)$-approximation using a structure that requires $\mathcal{S}_{\varepsilon \text { app }}(n)$ space and $\mathcal{Q}_{\varepsilon a p p}(n)$ query time, such that

$$
\begin{align*}
& \mathcal{S}_{\text {عapp }}(n)=O\left(\mathcal{S}_{\text {rep }}(n)+\mathcal{S}_{\text {capp }}(n)\right)  \tag{11.1}\\
& \mathcal{Q}_{\text {عapp }}(n)=O\left(\mathcal{Q}_{\text {rep }}(n)+\mathcal{Q}_{\text {capp }}(n)+\varepsilon^{-2} \cdot \log n\right) . \tag{11.2}
\end{align*}
$$

### 11.1 Refinement Structure

The goal of a refinement structure is to convert a constant-factor approximation of $k$ into a $(1+\varepsilon)$-approximation of $k$.

Lemma 11.1.1. (Refinement structure) Let $\mathcal{C}$ be the set of colors in set $S$, and $\mathcal{C} \cap q$ be the set of colors in $\mathcal{C}$ present in $q$. For a query $q$, assume we know that:

- $k=|\mathcal{C} \cap q|=\Omega\left(\varepsilon^{-2} \log n\right)$, and
- $k \in[z, C z]$, where $z$ is an integer.

Then there is a refinement structure of size $O\left(\mathcal{S}_{\text {rep }}\left(\frac{\varepsilon^{-2} n \log n}{z}\right)\right)$ which can report a value $\tau \in[(1-\varepsilon) k,(1+\varepsilon) k]$ in $O\left(\mathcal{Q}_{\text {rep }}(n)+\varepsilon^{-2} \log n\right)$ time.

The following lemma states that sampling colors (instead of input objects) is a useful approach to build the refinement structure.

Lemma 11.1.2. Consider a query $q$ which satisfies the two conditions stated in Lemma 11.1.1. Let $c_{1}$ be a sufficiently large constant and $c$ be another constant s.t. $c=\Theta\left(c_{1} \log e\right)$. Choose a random sample $R$ where each color in $\mathcal{C}$ is picked independently with probability $M=\frac{c_{1} \varepsilon^{-2} \log n}{z}$. Then with probability $1-n^{-c}$ we have $\left|k-\frac{|R \cap q|}{M}\right| \leq \varepsilon k$.

Proof. For each of the $k$ colors which are present in $q$, define an indicator variable $X_{i}$. Set $X_{i}=1$, if the corresponding color is in the random sample $R$. Otherwise, set $X_{i}=0$. Then $|R \cap q|=\sum_{i=1}^{k} X_{i}$ and $E[|R \cap q|]=k \cdot M$. By Chernoff bound (see Appendix of Chapter 7),

$$
\begin{array}{r}
\operatorname{Pr}[||R \cap q|-E[|R \cap q|]|>\varepsilon \cdot E[|R \cap q|]]<\exp \left(-\varepsilon^{2} E[|R \cap q|]\right) \\
\quad<\exp \left(-\varepsilon^{2} \cdot k M\right)<\exp \left(-\varepsilon^{2} z M\right)<\exp \left(-c_{1} \log n\right) \leq \frac{1}{n^{c}}
\end{array}
$$

Therefore, with high probability $||R \cap q|-k M| \leq \varepsilon \cdot k M$.
Lemma 11.1.3. (Finding a suitable $R$ ) Pick a random sample $R$ as defined in Lemma 11.1.2. Let $n_{R}$ be the number of objects of $S$ whose color belongs to $R$. We say $R$ is suitable if it satisfies the following two conditions:

- $\left|k-\frac{|R \cap q|}{M}\right| \leq \varepsilon k$ for all queries which have $k=\Omega\left(\varepsilon^{-2} \log n\right)$.
- $n_{R} \leq 10 n M$. This condition is needed to bound the size of the data structure.

A suitable $R$ always exists.
Proof. Let $n^{\alpha}$ be the number of combinatorially different queries $q$ on the set $S$. From Lemma 11.1.2, by setting $c=\alpha+1$, we can conclude that $\tau \longleftarrow \frac{|R \cap q|}{M}$ will lie in the range $[(1-\varepsilon) k,(1+\varepsilon) k]$ with probability at least $1-1 / n^{\alpha+1}$. By the standard union bound, it implies that the probability of the random sample $R$ failing for any query is at most $1 / n^{\alpha+1} \times n^{\alpha}=1 / n$.

Next, it is easy to observe that the expected value of $n_{R}$ is $n M$ : Let $n_{c}$ be the number of objects of $S$ having color $c$. Then $\mathbf{E}\left[n_{R}\right]=\sum_{\forall c} n_{c} \cdot M=n M$. By Markov's inequality, the probability of $n_{R}$ being larger than $10 n M$ is less than or equal to $1 / 10$. By union bound, $R$ will be not be suitable with probability $\leq 1 / n+1 / 10$. Therefore, with probability $\geq 9 / 10-1 / n, R$ will be suitable and hence, we are done.

Refinement structure and query algorithm. In the preprocessing stage pick a random sample $R \subseteq \mathcal{C}$ as stated in Lemma 11.1.2. If the sample $R$ is not suitable, then discard $R$ and re-sample, till we get a suitable sample. Based on all the objects of $S$ whose color belongs to $R$, build a colored reporting structure. Given a query $q$, the colored reporting structure is queried to compute $|R \cap q|$. We report $\tau \longleftarrow(|R \cap q| / M)$ as the final answer. The query time is bounded by $O\left(\mathcal{Q}_{\text {rep }}(n)+\varepsilon^{-2} \log n\right)$, since by Lemma 11.1.2, $|R \cap q| \leq(1+\varepsilon) \cdot k M=O\left(\varepsilon^{-2} \log n\right)$. This finishes the description of the refinement structure.

### 11.2 Overall solution

Data structure. The data structure consists of the following three components:

1. Reporting structure. Based on the set $S$ we build a colored reporting structure. This occupies $O\left(\mathcal{S}_{\text {rep }}(n)\right)$ space.
2. $\sqrt{C}$-approximation structure. Based on the set $S$ we build a $\sqrt{C}$-approximation structure. The choice of $\sqrt{C}$ will become clear in the analysis. This occupies $O\left(\mathcal{S}_{\text {capp }}(n)\right)$ space.
3. Refinement structures. Build the refinement structure of Lemma 11.1.1 for the values $z=(\sqrt{C})^{i} \cdot \varepsilon^{-2} \log n, \forall i \in\left[0, \log _{\sqrt{C}}\left(\left\lceil\varepsilon^{2} n\right\rceil\right)\right]$. The total size of all the refinement structures will be $\sum O\left(\mathcal{S}_{\text {rep }}(n M)\right)=O\left(\mathcal{S}_{\text {rep }}(n)\right)$, since $\mathcal{S}_{\text {rep }}(\cdot)$ is converging and $\sum n M=O(n)$. Note that our choice of $z$ ensures that the size of the data structure is independent of $\varepsilon$.

Query algorithm. The query algorithm performs the following steps:

1. Given a query object $q$, the colored reporting structure reports the colors present in $S \cap q$ till all the colors have been reported or $\varepsilon^{-2} \log n+1$ colors have been reported. If the first event happens, then the exact value of $k$ is reported. Otherwise, we conclude that $k=\Omega\left(\varepsilon^{-2} \log n\right)$. This takes $O\left(\mathcal{Q}_{r e p}(n)+\varepsilon^{-2} \log n\right)$ time.
2. If $k>\varepsilon^{-2} \log n$, then
(a) First, query the $\sqrt{C}$-approximation structure. Let $k_{a}$ be the $\sqrt{C}$-approximate value returned s.t. $k \in\left[k_{a}, \sqrt{C} k_{a}\right]$. This takes $O\left(\mathcal{Q}_{\text {capp }}(n)\right)$ time.
(b) Then query the refinement structure with the largest value of $z$ s.t. $z \leq k_{a} \leq$ $\sqrt{C} z$. It is trivial to verify that $k \in[z, C z]$. This takes $O\left(\mathcal{Q}_{\text {rep }}(n)+\varepsilon^{-2} \log n\right)$ time.

### 11.3 Open problem

We do not discuss the preprocessing time in this chapter. It is not known how to verify efficiently if a sample $R$ is "suitable". It would be interesting to find a solution which performs better than the naïve approach of manually verifying if $R$ is suitable for every possible query.

## Chapter 12

## Application of the General Reduction

We illustrate an application of Reduction-I by studying the approximate colored counting query for orthogonal range search in $\mathbb{R}^{2}$.

Theorem 12.0.1. Consider the following two problems:
A) Colored 3 -sided range search in $\mathbb{R}^{2}$. In this setting, the input set $S$ is $n$ colored points in $\mathbb{R}^{2}$ and the query $q$ is a 3-sided rectangle in $\mathbb{R}^{2}$. There is a data structure of $O(n)$ size which can answer the approximate colored counting query in $O\left(\varepsilon^{-2} \log n\right)$ time. This pointer machine structure is optimal in terms of $n$.
B) Colored 4-sided range search in $\mathbb{R}^{2}$. In this setting, the input set $S$ is $n$ colored points in $\mathbb{R}^{2}$ and the query $q$ is a 4-sided rectangle in $\mathbb{R}^{2}$. There is a data structure of $O(n \log n)$ size which can answer the approximate colored counting query in $O\left(\varepsilon^{-2} \log n\right)$ time.

### 12.1 Colored 3-sided range search in $\mathbb{R}^{2}$

We use the framework of Theorem 11.0.1 to prove the result of Theorem 12.0.1(A). For this geometric setting, a colored reporting structure with $\mathcal{S}_{\text {rep }}=n$ and $\mathcal{Q}_{\text {rep }}=\log n$ is already known [110]. The path-range tree of Nekrich [109] gives a $(4+\varepsilon)$-approximation,
but it requires super-linear space. The $C$-approximation structure presented in this section is a refinement of the path-range tree for the pointer machine model.

Lemma 12.1.1. For the colored 3 -sided range search in $\mathbb{R}^{2}$ problem, there is a $C$ approximation structure which requires $O(n)$ space and answers a query in $O(\log n)$ time.

We prove Lemma 12.1.1 in the rest of this section.

### 12.1.1 Reduction to 5 -sided rectangle stabbing in $\mathbb{R}^{3}$

In this subsection we present a reduction of colored 3 -sided range search in $\mathbb{R}^{2}$ problem to the 5 -sided rectangle stabbing problem in $\mathbb{R}^{3}$. Let $S$ be a set of $n$ colored points lying in $\mathbb{R}^{2}$. Let $S_{c} \subseteq S$ be the set of points of color $c$. For each color $c$ which has at least one point inside $q=\left[x_{1}, x_{2}\right] \times\left[y_{1}, \infty\right)$, the objective is to identify the topmost point (in terms of $y$-coordinate) among $S_{c} \cap q$. Consider a point $p\left(p_{x}, p_{y}\right) \in S_{c}$. Starting from the $x$-coordinate value $p_{x}$, we walk to the left (resp. right) along the $x$-axis till we find the first point $p^{l}\left(p_{x}^{l}, p_{y}^{l}\right) \in S_{c}$ (resp. $p^{r}\left(p_{x}^{r}, p_{y}^{r}\right) \in S_{c}$ ) which has a higher $y$-coordinate value than $p$. (Conceptually imagine two dummy points at $(+\infty,+\infty)$ and $(-\infty,+\infty)$ to ensure that $p^{l}$ and $p^{r}$ always exist). Now we make the following important observation.

Observation 4. A point $p \in S_{c}$ will be the topmost point in $S_{c} \cap q$ iff (1) $p$ lies inside $q$, and (2) $p_{r}$ and $p_{l}$ do not lie inside $q$. In other words, $p \in S_{c}$ will be the topmost point in $S_{c} \cap q$ iff $\left(x_{1}, x_{2}, y_{1}\right) \in\left[p_{x}^{l}, p_{x}\right] \times\left[p_{x}, p_{x}^{r}\right] \times\left(-\infty, p_{y}\right]$.

Figure 12.1 is an illustration of the above observation. Based on the above observation, we perform the following transformation: Each point $p \in S$ is transformed into a 5 -sided rectangle $\left[p_{x}^{l}, p_{x}\right] \times\left[p_{x}, p_{x}^{r}\right] \times\left(-\infty, p_{y}\right]$. The query rectangle $q=\left[x_{1}, x_{2}\right] \times\left[y_{1}, \infty\right)$ is transformed into a point $q^{\prime}\left(x_{1}, x_{2}, y_{1}\right) \in \mathbb{R}^{3}$. Now we can observe that (i) If a color $c$ has at least one point inside $q$, then exactly one of its transformed rectangle will contain $q^{\prime}$, and (ii) If a color $c$ has no point inside $q$, then none of its transformed rectangles will contain $q^{\prime}$.

### 12.1.2 Interval tree

Our solution is based on an interval tree and we will need the following fact about it.


Figure 12.1: Reduction from colored 3 -sided range search in $\mathbb{R}^{2}$ problem to the 5 -sided rectangle stabbing problem in $\mathbb{R}^{3}$.

Lemma 12.1.2. Using interval trees, a query on $(3+t)$-sided rectangles in $\mathbb{R}^{3}$ can be broken down into $O(\log n)$ queries on $(2+t)$-sided rectangles in $\mathbb{R}^{3}$. Here $t \in[1,3]$.

Proof. Let $R$ be a set of $n(3+t)$-sided rectangles. We build an interval tree $I T$ as follows: W.l.o.g., assume that the rectangles are bounded along the $x$-axis. Let $h$ be a plane perpendicular to the $x$-axis such that there are equal number of endpoints of $R$ on each side of the plane. The splitting halfplane $h$ is stored at the root of $I T$ and the two subtrees are built recursively. In general, $h(v)$ is the splitting halfplane stored at a node $v \in I T$. A rectangle $r \in R$ is stored at the highest node $v$ s.t. $r$ intersects $h(v)$. Let $R_{v}$ be the set of rectangles stored at a node $v$. Each rectangle in $r \in R_{v}$ is split by $h(v)$ into two rectangles $r^{-}$and $r^{+}$. Define $R_{v}^{-}:=\bigcup_{r \in R_{v}} r^{-}$and $R_{v}^{+}:=\bigcup_{r \in R_{v}} r^{+}$.

Given a query point $q$, trace a path $\Pi$ of length $O(\log n)$ from the root to a leaf node corresponding to $q$. For a node $v \in \Pi$, if $q$ lies to the left (resp., right) of $h(v)$, then answering a query on $R_{v} \cap q$ is equivalent to answering it on $R_{v}^{-} \cap q$ (resp., $R_{v}^{+} \cap q$ ), and we can treat $R_{v}^{-}$(resp., $R_{v}^{+}$) as $(2+t)$-sided rectangles in $\mathbb{R}^{3}$, since $h(v)$ is effectively $+\infty$ (resp., $-\infty$ ).

### 12.1.3 Initial structure

Lemma 12.1.3. For the colored 3 -sided range search in $\mathbb{R}^{2}$ problem, there is a 2 approximation structure which requires $O(n)$ space and answers a query in $O\left(\log ^{3} n\right)$ time.

Proof. We will use the reduction shown in subsection 12.1.1. For brevity, we will refer to 5 -sided rectangle stabbing problem as 5 -sided RSP. There is a simple linear-size data
structure which reports in $O\left(\log ^{3} n\right)$ time a 2 -approximation for the 5 -sided RSP: By inductively applying Lemma 12.1.2 twice, we can decompose 5-sided RSP to $O\left(\log ^{2} n\right)$ 3 -sided RSPs. For 3 -sided RSP, there is a linear-size structure of which reports a 2 approximation in $O(\log n)$ time [117]. By using this structure the 5 -sided RSP can be solved in $O\left(\log ^{3} n\right)$ time.

### 12.1.4 Final structure

Now we will present the optimal $C$-approximation structure of Lemma 12.1.1.
Structure. Sort the points of $S$ based on their $x$-coordinate value and divide them into buckets containing $\log ^{2} n$ consecutive points. Based on the points in each bucket, build a $D$-structure which is an instance of Lemma 12.1.3. Next, build a height-balanced binary search tree $\mathcal{T}$, where the buckets are placed at the leaves from left to right based on their ordering along the $x$-axis. Let $v$ be a proper ancestor of a leaf node $u$ and let $\Pi(u, v)$ be the path from $u$ to $v$ (excluding $u$ and $v$ ). Let $S_{l}(u, v)$ be the set of points in the subtrees rooted at nodes that are left children of nodes on the path $\Pi(u, v)$ but not themselves on the path. Similarly, let $S_{r}(u, v)$ be the set of points in the subtrees rooted at nodes that are right children of nodes on the path $\Pi(u, v)$ but not themselves on the path. See Figure 12.2, which illustrates these sets for two leaves $u=u_{l}$ and $u=u_{r}$. For each pair $(u, v)$, let $S_{l}^{\prime}(u, v)$ (resp., $\left.S_{r}^{\prime}(u, v)\right)$ be the set of points that each have the highest $y$-coordinate value among the points of the same color in $S_{l}(u, v)$ (resp., $\left.S_{r}(u, v)\right)$.

Finally, for each pair $(u, v)$, construct a sketch, $S_{l}^{\prime \prime}(u, v)$, by selecting the $2^{0}, 2^{1}, 2^{2}, \ldots$ th highest $y$-coordinate point in $S_{l}^{\prime}(u, v)$. A symmetric construction is performed to obtain $S_{r}^{\prime \prime}(u, v)$. The number of $(u, v)$ pairs is bounded by $O\left(\left(n / \log ^{2} n\right) \times(\log n)\right)=$ $O(n / \log n)$ and hence, the space occupied by all the $S_{l}^{\prime \prime}(u, v)$ and $S_{r}^{\prime \prime}(u, v)$ sets is $O(n)$.

Query algorithm. To answer a query $q=\left[x_{1}, x_{2}\right] \times[y, \infty)$, we first determine the leaf nodes $u_{l}$ and $u_{r}$ of $\mathcal{T}$ containing $x_{1}$ and $x_{2}$, respectively. If $u_{l}=u_{r}$, then we query the $D$-structure corresponding to the leaf node and we are done. If $u_{l} \neq u_{r}$, then we find the node $v$ which is the least common ancestor of $u_{l}$ and $u_{r}$. The query is now broken into four sub-queries: First, report the approximate count in the leaves $u_{l}$ and $u_{r}$ by querying the $D$-structure of $u_{l}$ with $\left[x_{1}, \infty\right) \times[y, \infty)$ and the $D$-structure of $u_{r}$ with $\left(-\infty, x_{2}\right] \times[y, \infty)$. Next, scan the list $S_{r}^{\prime \prime}\left(u_{l}, v\right)$ (resp., $\left.S_{l}^{\prime \prime}\left(u_{r}, v\right)\right)$ to find a


Figure 12.2: Answering a colored 3 -sided range search in $\mathbb{R}^{2}$ query.
2-approximation of the number of colors of $S_{r}\left(u_{l}, v\right)$ (resp., $\left.S_{l}\left(u_{r}, v\right)\right)$ present in $q$.
The final answer is the sum of the counts returned by the four sub-queries. The time taken to find $u_{l}, u_{r}$ and $v$ is $O(\log n)$. Querying the leaf structures takes $O\left(\left(\log \left(\log ^{2} n\right)\right)^{3}\right)=$ $O(\log n)$ time. The time taken for scanning the lists $S_{r}^{\prime \prime}\left(u_{l}, v\right)$ and $S_{l}^{\prime \prime}\left(u_{r}, v\right)$ is $O(\log n)$. Therefore, the overall query time is bounded by $O(\log n)$. Since each of the four subqueries give a 2 -approximation, overall we get an 8 -approximation.

## 12.2 $C$-approximation for 4 -sided range search

Now we will prove Theorem 12.0.1(B). Again we will use the framework of Theorem 11.0.1. It is straightforward to obtain a data structure with $\mathcal{S}_{\text {capp }}=O(n \log n)$, $\mathcal{Q}_{\text {capp }}=O(\log n)$ and $C=16$. Simply build a binary range tree on the $y$-coordinates of $S$ and at each node build an instance of Lemma 12.1.1 based on the points in its subtree. Given a 4 -sided query rectangle $q$, it can be broken down into two 3 -sided query rectangles. Shi and Jaja [110] presented a reporting structure with $\mathcal{S}_{\text {rep }}=O(n \log n)$ and $\mathcal{Q}_{\text {rep }}=O(\log n)$. Plugging in these values into Theorem 11.0.1 proves Theorem 12.0.1(B).

Remark 3. The technique of [36] can be adapted to answer a colored approximate counting query. For colored 3 -sided range search in $\mathbb{R}^{2}$, plugging in $S(n)=O(n)$ and $Q(n)=O(\log n)[17]$ leads to a data structure of size $O\left(n \log ^{2} n\right)$ and query time $O\left(\log ^{2} n\right)$. For colored 4 -sided range search in $\mathbb{R}^{2}$, plugging in $S(n)=O(n \log n)$ and $Q(n)=O(\log n)$ [58] leads to a data structure of size $O\left(n \log ^{3} n\right)$ and query time
$O\left(\log ^{2} n\right)$ (the structure of Chazelle [22] can be used to obtain slightly better space).

### 12.3 Open problem

The focus of our solutions for approximate counting has been on optimizing the space and the query time bounds in terms of $n$, and not on $\varepsilon$. (Currently, our space and query time bounds have a factor of $\varepsilon^{-2}$.) New ideas might be needed to improve the dependency on $\varepsilon$.

## Chapter 13

## Final Remarks

This thesis has presented new structures for several GIQ problems. There are several interesting open problems. To preserve context, these open problems have been mentioned at the conclusion of the relevant chapters. We wrap-up by reviewing the main techniques which were used to obtain the solutions presented in the thesis.

Random sampling. For approximate counting, random sampling on colors was used to reduce the problem to simpler companion problems of $C$-approximation and reporting query (with small output size). For top- $k$ queries, random sampling on objects was used to reduce the problem to the companion problems of max-reporting and/or prioritizedreporting query. Interestingly, for top- $k$ queries, although the query requests an exact answer, the intermediate steps of the query algorithm involve approximation via random sampling.

Shallow cuttings. For any geometric set, $\mathcal{A}$, whose lower-envelope has linear-complexity, we can efficiently construct a "ladder" of approximate levels via shallow cuttings. In Chapter 3 the set $\mathcal{A}$ was octants in $\mathbb{R}^{3}, q$ was a point, and the aggregation function was reporting. To obtain an optimal query time, we used shallow cuttings to quickly retrieve a superset of $\mathcal{A} \cap q$ whose size was at most $O(|\mathcal{A} \cap q|)$. In the context of approximate counting, we used shallow cuttings to approximate the quantity $|\mathcal{A} \cap q|$. In fact, we constructed nested shallow cuttings which led to an optimal solution for 3 -sided rectangle stabbing in 2-d.

Filtering-search type arguments. Suppose we want to solve a GIQ problem in $O(f(n)+k)$ time, where $k$ is the number of objects to be reported. In this thesis, we made use of the following observations: (a) When $k \leq f(n)$, then we are allowed to answer the query in $O(f(n))$ time, and, hence, we can afford to report a superset of $O(f(n))$ objects before performing a pruning step. (b) When $k \geq f(n)$, then $O(f(n)+k)=O(k)$ and the amount of time the query algorithm can spend "searching" for the answer is $O(k)$, which can be significantly more than $f(n)$. These two observations provide a little freedom to the query algorithm, and helped us in designing data structures and general reductions which occupied less space (for e.g., Section 3.5, 3.6, 6.1, and 6.2).

Miscellaneous. We also used space partitioning techniques (for e.g., range tree, interval tree, segment tree, van Emde Boas tree, fusion tree, $\sqrt{n} \times \sqrt{n}$-grid tree), persistence, word-RAM tricks, and a reduction of a colored problem to an uncolored problem.
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[^0]:    ${ }^{1} \log ^{(0)} n=n$ and $\log ^{(i)} n=\log \left(\log ^{(i-1)} n\right) \cdot \log ^{*} n$ is the smallest value of $i$ s.t. $\log ^{(i)} n \leq 1$.

