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# Link Formation in Mobile and Economic Networks: Model and Empirical Analysis 
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Supervisor: Andrew B. Whinston

In this dissertation, we study three link formation problems in mobile and economic networks: (i) company matching for mergers and acquisitions (M\&A) network in the high-technology (high-tech) industry, (ii) mobile application (app) matching for cross promotion network in mobile app markets, and (iii) online friendship formation in mobile social networks. Each problem can be modeled as link formation problem in a graph, where nodes represent independent entities (e.g., companies, apps, users) and edges represent interactions (e.g., transactions, promotions, friendships) among the nodes.

First, we propose a new data-analytic approach to measure firms' dyadic business proximity to analyze M\&A network in the high-tech industry. Specifically, our method analyzes the unstructured texts that describe firms' businesses using latent Dirichlet allocation (LDA) topic modeling, and constructs
a novel business proximity measure based on the output. Using CrunchBase data including 24, 382 high-tech companies and 1, 689 M\&A transactions, we empirically validate our business proximity measure in the context of industry intelligence and show the measure's effectiveness in an application of M\&A network analysis. Based on the research, we build a cloud-based information system to facilitate competitive intelligence on the high-tech industry.

Second, we analyze mobile app matching for cross promotion network in mobile app markets. Cross promotion (CP) is a new app promotion framework, in which a mobile app is promoted to the users of another app. Using IGAWorks data covering 1,011 CP campaigns, 325 apps, and 301, 183 users, we evaluate the effectiveness of CP campaigns in comparison with existing ad channels such as mobile display ads. While CP campaigns, on average, are still suboptimal as compared with display ads, we find evidence that a careful matching of mobile apps can significantly improve the effectiveness of CP campaigns. Our empirical results show that app similarity, measured by LDA from apps' text descriptions, is a significant factor that increases the user engagement in CP campaigns. With this observation, we propose an app matching mechanism for the CP network to improve the ad effectiveness.

Third, we study friendship network formation in a location-based social network. We build a structural model of social link creation that incorporates individual characteristics and pairwise user similarities. Specifically, we define four user proximity measures from biography, geography, mobility, and short messages (i.e., tweets). To construct proximity from unstructured text
information, we build LDA topic models of user biography texts and tweets. Using Gowalla data with 385,306 users, three million locations, and 35 million check-in records, we empirically estimate the structural model to find evidence on the homophily effect in network formation.
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## Chapter 1

## Introduction

Mobile has changed the computing paradigm and the economy, affecting individuals, developers, businesses, and the society at large. First, from the individual perspective, people are adopting mobile devices as their main Internet devices. According to eMarketer, $74 \%$ of the online population accessed the Internet from their mobile devices in 2013 ${ }^{1}$ Mobile is also a major channel of user communication and networking. A report from Juniper Research indicates that 14.7 trillion mobile messages were exchanges in 2012 and the number will double in $2017 \cdot{ }^{2}$ According to comScore, $68 \%$ of Facebook accesses are via mobile devices and similar phenomena are found in many other social network services (Twitter: $86 \%$, Instagram: $98 \%$, Pinterest: $92 \%$ ). ${ }^{3}$

From the developers' perspective, mobile platforms such as iOS and Android have opened up a unprecedented opportunity. The open nature of the mobile application (app) platform allows third-party, independent developers

[^0]to bring innovative ideas into the mobile app market. New app developers can reach the global market through well-established app distribution channels. As a result, we are experiencing a huge growth in the mobile app markets [85, 20, 119, 74]. As of May 2015, Google Play Store and Apple App Store, two leading app marketplaces, have 1.5 and 1.4 millions apps, respectively, while other platforms also have substantial presence (Amazon Appstore: 360,000, Windows Phone Store: 340,000 , BlackBerry World 130,000$)\left.\right|_{-} ^{4}$ Moreover, the number of app downloads is growing rapidly and the projected number for 2017 is 268 billion 5

Mobile economy has created a huge impact on the businesses. GSMA reported that the total revenue of mobile ecosystem was around 2 trillion dollars in 2013 and projected substantial revenue growth in all segments including network infrastructure, components, apps and contents, and devices ${ }^{6}$ In the high-tech industry, we observed that many of the high profile mergers and acquisitions (M\&A) transactions were motivated by the acquirers' mobile strategies.$^{7}$ Representative cases include Facebook and WhatsApp (\$19 billion), Google and Motorola ( $\$ 12.5$ billion), and Microsoft and Nokia (\$7.2 billion).

[^1]

Figure 1.1: Matching interactions in mobile and economic networks.

Mobile and economic networks involve a massive number of stakeholders ranging from billions of mobile users, to millions of app developers, to thousands of high-tech companies. In each of these levels, searching and matching problems arise in a variety of interactions. Figure 1.1 shows an illustration of interactions in the mobile and economic networks.

In the individual level, mobile users connect to each other in online social networks (e.g., Facebook, Twitter, Foursquare), communicate via mobile messengers (e.g., WhatsApp, Skype, Line, KakaoTalk, WeChat), find dates with online dating services (e.g., Tinder, Match.com, OKCupid), and search for peer-to-peer service providers through online marketplaces (e.g.,

Uber, Lyft, Airbnb, TaskRabbit). In this context, users search for like-minded people to establish online relationships or look for reliable independent service providers to achieve their objectives.

Mobile app markets also experience active interactions in the developer community. For instance, cross promotion has emerged as a new app promotion framework, in which new apps are exposed to potential users who are already using other established apps. For new app developers, this is an effective user acquisition channel because they can target the users by linking to the right established apps. For the established developers, this is an effective way to monetize their traffic. Other emerging app interactions include app bundling (i.e., selling multiple related apps in the app market) and deep linking (i.e., different apps cooperate to complete complicated tasks). As the app marketplaces are occupied with millions of apps, it is a challenge to search and match the right apps in these interactions.

In the organizational level, mobile economy has stimulated a variety of interactions among high-tech companies. Established tech companies seek appropriate M\&A and investment targets in the large pool of early-stage startups in order to build up their mobile strategies. Firms also form strategic alliances to secure competitive advantage in the mobile first business landscape. For instance, Google formed Open Handset Alliance (OHA) with handset manufacturers (e.g., Samsung, LG, HTC) to cope with the challenge from Apple. Another interesting case is the interaction between Samsung and Apple. Samsung supplies mobile processor chips for Apple and, at the same time, the two
companies directly compete in the smartphone market. The common challenge in the aforementioned interactions is how to connect with the right business partners among massive number of possibilities.

In this dissertation, we study three link formation problems in mobile and economic networks: (i) company matching for M\&A transactions in the high-tech industry, (ii) mobile app matching for cross promotion campaigns in the mobile app ad market, and (iii) online friendship formation in the mobile social networks. Each problem can be modeled as link formation problem in a graph, where nodes represent independent entities (e.g., companies, apps, users) and edges represent interactions (e.g., transactions, promotions, friendships) among the nodes. The contribution of this dissertation is threefold. First, based on the underlying properties of each network, we propose statistical models of link formations. Second, we introduce various dyadic proximity measures that quantify the closeness between matching entities, including the novel proximity constructed from latent Dirichlet allocation (LDA) topic models 18 of the entities' text descriptions. Third, we conduct empirical analyses on large scale datasets (e.g., CrunchBase, IGAWorks, Gowalla) to find strong evidence that the proposed proximity measures have statistically significant impact on the link formation procedures in mobile and economic networks.

Chapter 2 proposes a new data-analytic approach to measure firms' dyadic business proximity. Specifically, our method analyzes the unstructured texts that describe firms' businesses using the natural language processing technique of topic modeling, and constructs a novel business proximity measure
based on the output. When compared with existent methods, our approach is scalable for large datasets and provides finer granularity on quantifying firms' positions in the spaces of product, market, and technology. We then validate our business proximity measure in the context of industry intelligence and show the measure's effectiveness in an empirical application of analyzing M\&As in the U.S. high-tech industry. Based on the research, we also build a cloud-based information system to facilitate competitive intelligence on the high-tech industry.

Chapter 3 analyzes mobile app matching in cross promotion (CP), which is a new app promotion framework. In a CP campaign, one mobile app advertises another one. A network of mobile apps emerge with multiple CP campaigns. The performance of this emerging ad framework has not been well studied in the literature. Using data from IGAWorks that covers 1, 011 CP campaigns that ran between September 2013 and May 2014 in Korean app markets, we evaluate CP's effectiveness in comparison with existing ad channels such as mobile display ads. While CP campaigns, on average, are still suboptimal as compared with display ads, we find evidence that a careful matching of mobile apps can significantly improve CP's effectiveness. We model the ad placement in CP campaigns as a matching problem and identify significant factors that contribute to better app matching. The empirical results show that app similarity, measured by LDA topic models from apps' text descriptions, is a significant factor that increases the user engagement in CP campaigns. With the observations, we propose an app matching mechanism
for CP network to optimize app matching processes.
Lastly, Chapter 4 studies friendship network formation in a locationbased social network. We build a structural model of social link creation that incorporates individual characteristics and pairwise user similarities. Specifically, we define four user proximity measures from biography, geography, mobility, and short messages (i.e., tweets). To construct proximity measures from unstructured text information, we build LDA topic models from user biography texts and tweets. Using Gowalla data with 385,306 users, three million locations, and 35 million check-in records, we empirically estimate the structural model to find evidence on the homophily effect in the social network formation. We also conduct a counterfactual analysis to analyze the effect of homophily on link formation.

This dissertation provides insights in understanding the emerging mobile and economic networks in three different layers: users, apps, and firms. The estimated models identified the determinants of the link formations in the three networks. The proposed proximity measures can be used to reduce the search space in link predictions.

## Chapter 2

# Towards A Better Measure of Business Proximity: Topic Modeling for Industry Intelligence 

### 2.1 Introduction

Business proximity measures firms' relatedness in the spaces of product, market, and technology, which is an important concept in industry intelligence and also a central building block in many studies of firm strategy and industrial organization. Not surprisingly, prior studies in different management disciplines have used or developed a handful of measures of business proximity. One common practice has been to classify firms into industries (or sub-industries) and to operationalize business proximity as a binary variable that indicates common industry (or sub-industry) membership. Under this definition, two firms' businesses are either identical or completely different. A refined extension of the common industry membership definition has been to better utilize the hierarchical information provided by some industry classification system, such as Standard Industrial Classification (SIC) or North American Industrial Classification System (NAICS). For example, in

[^2][113], the similarity of two firms' businesses was determined by the number of common consecutive digits in their industry classification codes under NAICS. Since they used the first four digits in NAICS, the similarity quantity was one of five possible values: $0.00,0.25,0.50,0.75$, or 1.00 . However, this measure is still discrete, and the level of granularity it can achieve is constrained by the industry classification system on which it depends. There are also several other measures that were aimed at one specific aspect of firms' businesses, and they typically had stronger data requirements. Stuart [107], Mowery et al. [78], and others constructed a "technological overlap" measure using data of firms' patent holdings. The closeness of a pair of firms was assumed to be proportional to the number of common antecedent patents cited. While this is an elegant, continuous measure in the technology space, it requires complete data on firms' patent portfolios and does not explicitly cover the product and market spaces. Mitsuhashi and Greve [76] applied Jaccard distance on firms' customer geographic regions in measuring "market complementarity." Likewise, this measure focuses only on the (geographic) market space and requires all relevant firms' customer geography data to be available.

While these measures have served the researchers' purposes well, we see an opportunity for a new and more general methodology in light of recent advances in Big Data analytics. In this chapter, we propose a method that requires little manual preprocessing yet provides finer granularity on quantifying firms' positions in the spaces of product, market, and technology. Utilizing a machine learning technique called topic modeling [17], we analyze the publicly
available, unstructured texts that describe firms' businesses. Our automatic approach, the core of which is a Latent Dirichlet Allocation (LDA) algorithm, represents each firm's textual description as a probabilistic distribution over a set of underlying topics, which we interpret as aspects of its business. Then, our measure can be naturally constructed by quantifying the "distance" between a pair of firms' topic distributions.

An important advantage of our method is that it imposes a much less strong data requirement than the existent measures. This makes our approach particularly appealing when the firms under study are small and privately held, for which detailed information on industry classification, patent holding, and product/customer is either highly sparse or not available at all. Motivated by this advantage, we choose the U.S. high technology (high-tech) industry as the empirical context to demonstrate our approach. We collect data from CrunchBase, an open and comprehensive source for high-tech startup activity. For the majority of companies in our dataset, the standardized industry classification code is unavailable, and due to various strategic reasons, most do not disclose their customer information and key intellectual property, so the conventional methods for measuring business proximity cannot be operationalized. Using this dataset as an example, we detail the procedure of our data-analytic approach, and compute business proximity for each pair of companies. We then show the validity and effectiveness of the new measure in the context of industry intelligence by (1) examining the relationships between business proximity and simple category classification, between business proximity and job mo-
bility, and between business proximity and investment respectively, and (2) applying the measure in an empirical application of modeling the matching of companies in mergers and acquisitions (M\&As). In the M\&A application, we employ an innovative statistical network analysis method called Exponential Random Graph Models (ERGMs) to accommodate the relational nature of the data.

This research joins the rapidly growing stream of literature that leverages newly developed data science techniques in examining Big Data for business analytics (e.g., [2, 101, 24, 25, 42, 100, 117]). Our empirical analysis shows in particular how Big Data analytics can be valuable for competitive intelligence in the high-tech industry, where recent years have seen an "entrepreneurial boom" characterized by the explosion of digital startups 1 To further illuminate the practical value of the proposed business proximity measure, we build an information system that allows analysts to use business proximity to explore the competitive landscape of the U.S. high-tech industry. The back end of our system handles data collection, storage, and large-scale computation using Big Data computation platform (Condor), NoSQL database technology (MongoDB), and various programming languages (Python, Scala). The front end of the system is hosted on Google's Cloud Platform and provides users an easy-to-use web interface. It is available to access at http: //146.6.99.242/bizprox.

[^3]We organize the remainder of this chapter as follows. To provide a context for describing the data-analytic method, we first introduce our dataset in Section 2.2. In Section 2.3, we elaborate the procedure for constructing our business proximity. In Section 2.4, we demonstrate the validity and effectiveness of our measure in the context of industry intelligence. We describe the design and implementation of the information system in Section 2.5. We lastly discuss and conclude the chapter in Section 2.6.

### 2.2 CrunchBase Data

The dataset for demonstrating our methodology was collected from CrunchBase 2 CrunchBase is an open and free database of high-tech companies, people, and investors. Regarded as the Wikipedia of the high-tech industry, it provides a comprehensive view of the "startup world." CrunchBase keeps track of the industry by automatically retrieving and extracting information from professionally edited news articles on technology-focused websites. $3^{3}$ In addition, ordinary users can contribute to CrunchBase in a crowdsourcing manner. For quality assurance, each update is reviewed by moderators. Existing data points are also constantly reviewed by the editors. Compared with other high-tech-focused data vendors, CrunchBase has the advantage of more complete coverage on early-stage startups, especially those not (yet) funded by venture capitalists.

[^4]Data collection was carried out between April 2013 and April 2015. All companies' information was collected at the beginning of the period. We limit our dataset to the U.S. based companies and exclude those for which some basic information (e.g., founding date, business description) is missing. We further exclude companies that had already been acquired as of April 2013. The resulted dataset contains 24,382 companies, the vast majority of which are privately held, early-stage startups, unclassified under SIC or NAICS industry codes. As of April 2013, 345 of the companies (1.41\%) in the dataset were public, and the median age of the whole sample was 5.66 years old. For each company, we also observe its headquarter location, industry sector (CrunchBase-defined category), (co)founders, board members, key employees, angel and venture investors that participated in each of its funding rounds, acquisitions, investments, and a business description. Confirming the common knowledge about the high-tech industry, we observe considerable geographic clustering. Figure 2.1 (a) visualizes the spatial distribution of the companies using the headquarter-location data aggregated at the city level. The circles are centered at the cities and their radius is proportional to the number of companies. The major high-tech hub cities include New York City ( $8.08 \%$ of the companies), San Francisco (7.92\%), Los Angeles (2.17\%), Chicago (2.10\%), Seattle (1.93\%), Austin (1.84\%), and Palo Alto (1.81\%). At the state level, as shown in Figure 2.2(a), California leads with $34.72 \%$ of the companies, followed by New York (11.99\%), Massachusetts (5.89\%), and Texas (5.20\%). We also observe a highly uneven distribution of companies across the 19 industry
sectors (CrunchBase-defined categories). The leading sectors are "software" $(19.23 \%)$ and "web" (17.13\%), and the trailing sectors are "semiconductor" $(1.00 \%)$ and "legal" $(0.73 \%)$, as shown in Figure 2.2(b). In the dataset, the people's profiles also contain their past professional experiences. The unstructured, textual business descriptions are mostly of short to moderate length, comprising one or more paragraphs on the key facts about the companies' products, markets, and technologies.

For the validation of the proposed method, we use three types of interfirm interactions: M\&A (one firm acquires another), investment (one firm invests in another), and job mobility (an individual changes job from one firm to another). We constantly monitored these activities from April 2013 to April 2015. Our dataset includes a total of $1,689 \mathrm{M} \& A$ transactions since 2008. Figure 2.1 (b) geo-maps each of the M\&A transactions using the headquarter locations of the involved companies. A little less than two-thirds $(62.59 \%)$ of the deals is cross state. A numerically similar portion of transactions (63.56\%) is cross sector. The distribution of the number of transactions per company is also highly skewed - the top 10 and top 20 buyers made $14.32 \%$ and $21.23 \%$ of all the deals respectively. Among these M\&A transactions, 394 (23.32\%) occurred between April 2013 and April 2015. For investments, a total of 531 transactions are recorded and the post-April-2013 number is 129 (24.29\%). Lastly, the job mobility data are computed based on position changes among the 24,334 people in the dataset. There are 19,697 company pairs connected by the job transitions in total and 9, $792(49.71 \%)$ by post-April-2013 activities.


Figure 2.1: Geo-mapping company locations and M\&A transactions


Figure 2.2: Distribution of companies over state and industry sector

### 2.3 Data-Analytic Method for Measuring Business Proximity

Business proximity measures firms' closeness in the spaces of product, market, and technology. Our objective is to develop a data-driven, analyticsbased measure to improve on scalability, classification granularity, and comprehensiveness. The input of our method - an unstructured, textual business description for each firm - requires no manual classification, and is also much more likely to be available than structured information such as NAICS/SIC code or patent portfolio, especially for high-tech startups.

Our approach builds upon a natural language processing technique called topic modeling. Topic modeling is a statistical method to discover abstract "topics" from a large collection of documents. At present, the most common topic modeling algorithm is Latent Dirichlet Allocation [18]. LDA is an unsupervised learning algorithm, which means it does not require manually labeling each document for training. LDA is a generative model - the underlying assumption is that each word in each document is drawn from the vocabulary of a topic associated with the document. Therefore given a large collection of documents, the vocabularies of topics and the topics of the documents can be jointly estimated.

We use the LDA model to analyze the textual descriptions of the firms. Each description is a document, and all the descriptions together are the input of LDA. The algorithm produces $K$ topics ( $K$ is a parameter specified by the researcher), each of which is represented by a set of relevant words. In addition,

LDA computes the topic distributions of the company descriptions. For each description, a probability value, or weight, is assigned to each discovered topic and the values sum up to 1 . Essentially, through topic modeling, a company $i$ 's description is represented by a topic distribution $T_{i}=\left\{T_{i, 1}, T_{i, 2}, \ldots, T_{i, K}\right\}$, where $T_{i, k}$ is the weight on the $k$-th topic and $\sum_{k=1}^{K} T_{i, k}=1$.

More formally, we let the number of input descriptions (i.e., the total number of companies) be $D$, where each description $d \in\{1,2, \ldots, D\}$ is a collection of words $\left\{w_{n}^{d} \mid n=1,2, \ldots, N^{d}\right\}$. Let the total number of latent "topics" (business aspects) expressed by the descriptions be $K$. Each topic $k \in\{1,2, \ldots, K\}$ is a probabilistic distribution over the whole vocabulary, i.e., the set of unique words in the description corpus. This distribution is denoted $\phi^{k}$, where $\phi_{w}^{k}$ is the probability of word $w$ in topic $k$. The topic proportions for description $d$ are $\theta^{d}$, where $\theta_{k}^{d}$ is the topic proportion for topic $k$ in description $d$. Assume $z_{n}^{d}$ is the topic assignment of the $n$ 'th word in description $d$. Then, given $\theta^{d}$ and $\phi^{k}$, the probability of observing description $d$ is

$$
\begin{equation*}
\prod_{n=1}^{N^{d}}\left(\sum_{k=1}^{K} \mathrm{P}\left(w_{n}^{d} \mid z_{n}^{d}=k, \phi^{k}\right) \mathrm{P}\left(z_{n}^{d}=k \mid \theta^{d}\right)\right)=\prod_{n=1}^{N^{d}}\left(\sum_{k=1}^{K} \phi_{w_{n}^{d}}^{k} \theta_{k}^{d}\right) \tag{2.3.1}
\end{equation*}
$$

where the term inside the product operator is the probability of the $n$ 'th word in description $d$ being $w_{n}^{d}$. LDA takes the Bayesian approach and is a complete generative model. It further assumes Dirichlet priors for both $\theta$ and $\phi$, with hyperparameters $\alpha$ and $\beta$ respectively. Thus, the generative process of LDA
can be represented by the following joint distribution:

$$
\begin{equation*}
\mathrm{P}(w, z, \theta, \phi \mid \alpha, \beta)=\prod_{k=1}^{K} \mathrm{P}\left(\phi^{k} \mid \beta\right) \prod_{d=1}^{D} \mathrm{P}\left(\theta^{d} \mid \alpha\right)\left(\prod_{n=1}^{N^{d}} \mathrm{P}\left(w_{n}^{d} \mid z_{n}^{d}, \phi^{k}\right) \mathrm{P}\left(z_{n}^{d} \mid \theta^{d}\right)\right) . \tag{2.3.2}
\end{equation*}
$$

Having observed the descriptions, hence $w$, we compute the posterior distribution

$$
\begin{equation*}
\mathrm{P}(z, \theta, \phi \mid \alpha, \beta, w)=\frac{\mathrm{P}(w, z, \theta, \phi \mid \alpha, \beta)}{\mathrm{P}(w \mid \alpha, \beta)} \tag{2.3.3}
\end{equation*}
$$

using Monte Carlo methods in Bayesian statistics. Finally, the estimates of $\theta$ and $\phi$ are obtained by examining the posterior distribution.

Using LDA, each company $i$ 's business description is represented as a distribution over the underlying topics, $T_{i}$. We interpret the discovered topics as the different aspects of the companies' business. Finally, we define the business proximity $p_{b}(i, j)$ between two companies $i$ and $j$ as the cosine similarity ${ }^{4}$ of the two corresponding topic distributions $T_{i}$ and $T_{j}$, which can be written as follows:

$$
\begin{equation*}
p_{b}(i, j)=\frac{T_{i} \cdot T_{j}}{\left\|T_{i}\right\|\left\|T_{j}\right\|}=\frac{\sum_{k=1}^{K} T_{i, k} T_{j, k}}{\sqrt{\sum_{k=1}^{K}\left(T_{i, k}\right)^{2}} \sqrt{\sum_{k=1}^{K}\left(T_{j, k}\right)^{2}}} . \tag{2.3.4}
\end{equation*}
$$

The resulting proximity values range between 0 and 1 , where a bigger value indicates closer proximity between the pair of companies.

[^5]| Topic | Dimension | Top 5 Words |
| :---: | :---: | :---: |
| 1 | Product | video,music, digital, entertainment, artists |
| 2 | Product | news, site, blog, articles, publishing |
| 3 | Product | job,jobs,search, employers, career |
| 4 | Product | people, community, members, share,friends |
| 5 | Product | facebook,friends, share, twitter, photos |
| 6 | Product | energy, power, solar, systems, water |
| 7 | Product | systems, design, applications, devices, semiconductor |
| 8 | Product | consulting, clients, support, systems, experience |
| 9 | Product | event,sports, events,fans,tickets |
| 10 | Product | insurance,financial, credit, tax, mortgage |
| 11 | Product | deals,shopping, consumers,local,retailers |
| 12 | Product | health, care,medical, healthcare, patient |
| 13 | Product | students, learning, education, college, school |
| 14 | Product | food,restaurants,fitness,restaurant, pet |
| 15 | Product | investment,financial, investors, capital,trading |
| 16 | Product | advertising, publishers, advertisers, brands, digital |
| 17 | Product | manage, project, documents, document, tools |
| 18 | Product | treatment, medical, research, clinical, diseases |
| 19 | Product | games, game, gaming, virtual, entertainment |
| 20 | Product | security, compliance, secure, protection, access |
| 21 | Product | search, engine, website, seo, optimization |
| 22 | Product | search, user, engine, results, relevant |
| 23 | Product | fashion, art,brands, custom, design |
| 24 | Product | equipment, repair, car,home, accessories |
| 25 | Product | law,legal, government, public,federal |
| 26 | Product | analytics, research, analysis, intelligence, performance |
| 27 | Product | travel,travelers, vacation, hotel, hotels |
| 28 | Product | real, estate, home, buyers, property |
| 29 | Product | payment, card, cards, credit, payments |
| 30 | Technology/Product | phone, email,text, voice,messaging |
| 31 | Technology/Product | wireless, networks, communications, internet, providers |
| 32 | Technology/Product | cloud,storage, hosting, server,servers |
| 33 | Technology/Product | app,apps,iphone, android, applications |
| 34 | Technology/Product | design, applications, application, custom, website |
| 35 | Technology/Product | site, website, free, allows, user |
| 36 | Technology/Product | testing,test, monitoring,tracking, performance |
| 37 | Market/Technology | digital, clients, brand, agency, design |
| 38 | Market | sales, customer,lead, email, leads |
| 39 | Market | solution, cost, costs, applications, enterprise |
| 40 | Market | organizations, community, support, organization, businesses |
| 41 | Market | make, people,time, just,way |
| 42 | Market | quality, customer, needs, clients, provide |
| 43 | Market | systems, operates, headquartered,subsidiary, serves |
| 44 | Market | united,states, offices, america, europe |
| 45 | Market | san, york, city, california, francisco |
| 46 | Market | award, magazine, awards, best, world |
| 47 | Market | million, world, leading,largest,global |
| 48 | Market/Team | team, experience, industry, world, market |
| 49 | Team | partners, ventures, capital,including,san |
| 50 | Team | launched,million, product, ceo, acquired |

Table 2.1: 50 topic model results of CrunchBase data

We carry out the proposed method on the CrunchBase dataset. We run the LDA model and compute the corresponding business proximity for a set of different $K$ values $50,100,200$, and 500 . The main results on coefficient signs and their statistical significance reported in the empirical validation and application section are robust to the different choices. Due to the page limit, we report in the main text for $K=50$. To illustrate that the topic model results comprehensively capture multiple dimensions of a firm's business, in Table 2.1 we list 50 topics that LDA produces from our dataset. Note that each topic is a distribution over all words in the vocabulary and that we only show the top five keywords for brevity. We have checked all 50 topics to find that each topic consists of words that are tightly related to each other, while cross-topic overlaps are very small. We also observe that the topics capture the current trends in the high-tech industry. Using the LDA results, we compute business proximity for all company pairs in the dataset. Thanks to the huge number of pairs (close to 300 million), we parallelize the computation algorithm for speedy processing.

Our new data-driven approach for measuring business proximity has overcome many of the limitations faced by the existing methods. First, the approach is scalable because the construction of the business aspects and business proximity is automated by text mining algorithms, which is a sharp contrast to the domain-expert-based industry classification in which manual annotation is required as the first step. Second, the proposed method provides flexibility to cope with dynamic industry changes. In other words, as the underlying
business descriptions in the industry change, the algorithm can automatically detect the emerging topics in the industry and incorporate them into the business proximity. Third, our approach provides finer granularity than the existing discrete similarity measures as the algorithm provides continuous similarity measures. Forth, our approach is generally applicable to a wide range of firms (either public or private) as long as textual business descriptions exist for the firms. In contrast, industry classification is only sparsely available for small companies and financial filings data are only available to public companies. Note that only $1.41 \%$ of the high-tech companies in our dataset are public, as discussed in Section 2.2.

### 2.4 Empirical Validation and Application

### 2.4.1 Validation

To validate the constructed business proximity measure, we first examine the relationship between the newly proposed method and the simple category classification. While the NAICS-based proximity cannot be constructed due to the data limitation (in fact, the CrunchBase companies are already in a narrowly focused industry), we instead leverage the company category information defined by CrunchBase (see Figure 2.2 for the category information). Note that a binary indicator for same-category membership can be constructed and serve a benchmark business proximity measure. Specifically, we compare the business proximity measures of two groups of company pairs: (i) company pairs in the same category and (ii) those with different categories.


Figure 2.3: Distributions of business proximity: Same- and cross-industry company pairs. Note: The upper and lower hinges of the boxes indicate the 25th and 75th percentiles.

Figure 2.3 compares the business proximity values between the two groups. The upper and lower hinges of the boxes indicate the first and third quartiles (the 25th and 75 th percentiles). The results show that, on average, the same-category company group (mean: 0.12) has a business proximity value twice as large as the other (mean: 0.06). The Pearson's correlation coefficient between business proximity and category match is 0.11 , with the $t$-statistic being 61.94 and $p$-value being smaller than $2.2 e^{-16}$. The large $t$-statistic and low $p$-value indicate a very high correlation between the proposed business proximity and the simple category classification.

For further validation, we test the predictive power of the proposed business proximity on three types of inter-firm interactions: M\&A, investment,


Figure 2.4: Distributions of business proximity: M\&A, investment, job mobility, and random samples. Note: The upper and lower hinges of the boxes indicate the 25 th and 75 th percentiles.
and job mobility. The rationale of choosing these interactions is the following: $\mathrm{M} \& \mathrm{~A}$ is a serious inter-firm transaction that connects two companies that are either substitutes or complements in terms of technology [21, 96], market [21], or other factors. Inter-firm investments also involve technological overlaps [78], that may lead to future M\&A transactions [73]. The labor economics literature found evidence that a significant portion of the job moves involve companies that are in the same industry [77], related [19], or competing [34]. Based on the literature, we expect our business proximity to have high values for company pairs connected by the three types of inter-firm interactions.

Operationally, we compare the realized business proximity among four groups (M\&A, invest, job mobility, and random) of company pairs to test if
the business proximity has a leading effect on the corresponding inter-firm interactions. One may argue that high business proximity values could be the results of various firm relationships. For example, after an M\&A transaction takes place, it is very likely that the acquiring company's business description will incorporate various aspects of the acquired company. To avoid this reversal effect, we only consider inter-firm actions after the business proximity was constructed (April 2013). Our inter-firm interaction dataset contains 394 company pairs associated to M\&A transactions, 129 with inter-firm investments, and 9,792 with job mobility ${ }^{5}$ Lastly, to construct the baseline, we randomly select company pairs from the whole sample.

Figure 2.4 compares the business proximity values among the company pairs constructed by M\&A, investments, job mobility, and random. On average, the first three groups have more than three times higher proximity than the randomly-paired group: M\&A (0.293), investments (0.224), job mobility (0.218), and random (0.068). Given the fact that M\&A is a rare, significant inter-firm transaction, it is intuitive to find that M\&A-paired firms have higher similarities than other two interaction types (investments and job mobility).

### 2.4.2 Empirical Application on M\&A Networks

In this subsection, we demonstrate the business proximity measure's value for empirical modeling. Specifically, we apply it in analyzing high-tech

[^6]M\&As. Our objective is to document the relationship between the likelihood of a pair of firms' matching in an M\&A transaction and their individual and pairwise characteristics, among which the newly developed business proximity is of our primary interest. We first summarize the theoretical basis for the importance of business proximity as well as proximity in three other dimensions in modeling M\&As. Next, we briefly introduce the statistical network analysis method and explain our empirical specifications. Lastly, we present estimation results.

### 2.4.2.1 Proximity and M\&A

The high-tech industry is characterized by active and rapid innovation, significant geographic clustering (at a handful of high-tech hubs), rapid job mobility, high concentration of ownership at the company level, and strong influence of angel and venture investors. We posit that business proximity, geographic vicinity, social linkage, and common ownership are associated with the likelihood of two firms' matching in an M\&A transaction.

## Business Proximity

Business proximity measures firms' relatedness in the spaces of product, market, and technology. It has been widely recognized in the literature that the potential synergy in products, markets, and technologies is a key driver for M\&As [90] and is especially important in high-tech acquisitions [3]. The central idea of business synergy is that economic surplus can be created from
novel recombination of the acquirer and target's resources and capabilities. Hence, one of the determinants for the matching of the acquirer and target should be the recombination potential, which is in turn influenced by the relatedness of the two firms' products, markets, and technology (e.g., Cassiman et al. 2005). Therefore, we expect the business proximity is associated with the M\&A matching likelihood.

## Geographic Proximity

Geographic or spatial proximity refers to the closeness of physical locations and it has been shown to have a moderating effect in a diversity of financial transactions. In the M\&A domain, Erel et al. [32] analyzed cross-border mergers to show that, among other factors, geographic proximity increases the likelihood of mergers between two countries. At the firm level, Chakrabarti and Mitchell [22] found that chemical manufacturers prefer spatially proximate acquisition targets. The main reasoning behind these findings is that information propagation is subject to spatial distance; geographic proximity brings a higher level of knowledge exchange and hence a lower level of information asymmetry. For the same reason, we predict that geographic proximity is positively associated with the M\&A likelihood.

We operationalize geographic proximity by measuring the great-circle distance ${ }^{6}$ between two companies' headquarters. First, we translate the street address of each company's headquarters into its latitude $(\phi)$ and longitude

[^7]$(\lambda)$ coordinates by using Google Maps API. 7 For companies whose full street address is missing, we use the city center as an approximate. Next, we use the latitude and longitude coordinates to calculate the great-circle distance. Specifically, let $\left(\phi_{i}, \lambda_{i}\right)$ and $\left(\phi_{j}, \lambda_{j}\right)$ be the coordinates for companies $i$ and $j$, and $\Delta \lambda$ be the absolute difference in their longitudes. Then the geographic proximity $p_{g}(i, j)$ between companies $i$ and $j$ is defined as
\[

$$
\begin{equation*}
p_{g}(i, j)=-R \arccos \left(\sin \phi_{i} \sin \phi_{j}+\cos \phi_{i} \cos \phi_{j} \cos \Delta \lambda\right) \tag{2.4.1}
\end{equation*}
$$

\]

where the constant $R$ is the sphere radius of the earth. The negative sign is to convert distance to proximity.

## Social Proximity

Social proximity of two firms is defined according to the social linkage between the individuals associated with the two firms. Personal linkage is an important factor in coordinating transactions and promoting private information exchange between business entities through mutual trust and kinship [52, 28, 108]. We believe two factors about the high-tech industry greatly contribute to the importance of personal linkage's role in transmitting vital information across companies. First, the U.S. high-tech industry, especially the startup sphere of it, is characterized by high job mobility, which creates the paths and opportunities for private information flow (Fallick et al. 2006). Second, early-stage digital startups are mostly very small in size; thus, infor-

[^8]mation about them is often scarce outside the teams' social circles. Moreover, many startups intentionally stay in a "stealth mode" before their products and technologies mature. Hence, we argue that companies with closer social proximity are likely to be aware of each other's products and intellectual property, which would lead to a higher M\&A probability.

We operationalize social proximity by using the "people" part of our dataset. For each company, we observe the individuals who are or have previously been affiliated with it either as a (co)founder, or as a board member, or as an employee. Let $S_{i}$ denote this set of individuals for company $i$. Then we define the social proximity $p_{s}(i, j)$ between two companies $i$ and $j$ as

$$
\begin{equation*}
p_{s}(i, j)=\left|S_{i} \cap S_{j}\right|, \tag{2.4.2}
\end{equation*}
$$

i.e., the number of people who are identified having experiences in both companies.

## Investor Proximity

Investment proximity is defined according to the common angel and venture investors who have founded the firms. In the high-tech industry, startups depend on external investments to support product development before they establish a stable cash flow. As compared with other types of investors, angel and venture investors often play a more active role in management and can be highly influential on strategic decisions [6, 45], such as pursuing M\&A opportunities. Hence, common early investors of two high-tech companies can
form a critical information bridge or even an initiator and enabler of collaboration between them, which we predict leads a higher likelihood of M\&A.

Our operationalization of investor proximity is methodologically similar to that of social proximity. Given two companies $i$ and $j$, their investor proximity $p_{f}(i, j)$ is defined as

$$
\begin{equation*}
p_{f}(i, j)=\left|I_{i} \cap I_{j}\right|, \tag{2.4.3}
\end{equation*}
$$

where $I_{i}$ and $I_{j}$ are the sets of investors who have funded companies $i$ and $j$ in any of the funding rounds respectively.

## Correlation Analysis

We explore the realizations of the business, geographic, social, and investor proximities in our CrunchBase dataset and analyze their correlations with the matching of M\&A. Note that we compute all proximity measures using company data collected in April 2013 and only use the M\&A transactions that occurred between April 2013 and April 2015 to avoid any possible reversal effect.

For each of the four proximity measures, we compare its different distributions in two groups of company pairs: (1) group of M\&A-matched company pairs and (2) that of randomly selected pairs. Figure 2.5 shows the empirical cumulative distribution functions (CDF) of the four proximity measures. For the (b) geographic dimension, we plot the distance rather than proximity for intuitiveness. Also note that the business and geographic proximity values


Figure 2.5: Distributions of proximity: M\&A sample v.s. random sample. Note: In (b), we plot geographic distance rather than geographic proximity.
are continuous, whereas the other two are discrete. In each subfigure, the red line represents the distribution for the group of company pairs defined by M\&A transactions and the green line shows that of random pairs. For each proximity measure, we observe a distinction between the two lines, suggesting the existence of dependency between the proximity measures and M\&A transactions (the differences in the two lower subplots are visually less distinct because both social and investor proximity measures are discrete and have a large point mass at 0 ). Next, we appeal to a more rigorous statistical model for further analysis.

### 2.4.2.2 Statistical Model

Using statistical terminology, the matching of a pair of firms is a binary outcome: Either they are part of an M\&A transaction or they are not. Thus it could be tempting to use binary response econometric models such as logistic regression for the empirical analysis. However, they are inappropriate in this context due to the relational nature of the data. For example, an M\&A transaction between firms $i$ and $j$ and that between $i$ and $k$ (which would be two observations in a logistic regression) are correlated since they involve a common party, i.e. firm $i$. Hence, the key assumption of independent observations, which underlies the binary response econometric models, is clearly violated. So instead of treating the M\&A transactions as independent observations, we model all of them together as a network.

Exponential random graph models (ERGMs), also known as $p^{*}$ models,
have been developed in statistical network analysis over the past three decades and recently have become perhaps the most important and popular class of statistical models of network structure (see 43] for a survey of models in this field). As far as we are aware, this modeling framework has not been widely used in the information systems literature thus far, so we briefly introduce it here $\triangle$ We also provide a list of important notations used in this and the following sections in Table 2.2 for reference.

A network is a way to represent relational data in the form of a mathematical graph. A graph consists of a set of nodes and a set of edges, where an edge is a directed or undirected link between a pair of nodes. A network of $n$ nodes can also be mathematically represented by an $n \times n$ adjacency matrix $Y$, where each element $Y_{i j}$ can be zero or one, with one indicating the existence of the $i-j$ edge and zero meaning otherwise. Self-edges are disallowed so $Y_{i i}=0$ $\forall i$. If edges are undirected (i.e., the $i-j$ edge is not distinguished from the $j-i$ edge), then $Y_{i j}=Y_{j i} \forall i, j$ (i.e., $Y$ is a symmetric matrix).

In applications, the nodes in a network are used to represent economic or social entities, and the edges are used to represent certain relations between the entities. In this present research, the nodes and the edges are high-tech companies and the M\&A transactions between them respectively, and they together form an M\&A network. In terms of the adjacency-matrix represen-

[^9]

Table 2.2: ERGM notations
tation, we define

$$
Y_{i j}= \begin{cases}1, & \text { if } i \text { and } j \text { are part of an M\&A transaction }, \\ 0, & \text { otherwise }\end{cases}
$$

With this definition, the resultant M\&A network is undirected $?^{9}$
ERGMs treat network graph, or equivalently adjacency matrix $Y$, as a random outcome. For a network of $n$ nodes, the set of all possible graphs (denoted $y$ ) is finite. The observed network is one realization of the underlying random graph generation process. For some $y \in \mathcal{y}$, the probability of it occurring is assumed to be

$$
\begin{equation*}
\mathrm{P}(Y=y)=\frac{1}{\Psi} \exp \left\{\sum_{k=1}^{K} \theta_{k} z_{k}(y)\right\} \tag{2.4.4}
\end{equation*}
$$

where $K$ is the number of network statistics, $z_{k}(y)$ is the $k$-th network statistic, the $\theta_{k}$ 's are parameters, and the denominator $\Psi$ is a normalizing constant ${ }^{10}$ The $z_{k}(y)$ terms capture certain properties of the network and are assumed to affect the likelihood of its occurring. They are analogous to the independent variables in a regression model. One common example of network statistics is the total number of edges in the network (or a constant multiple of it). $z_{k}(y)$ can be a function of not only the network graph $y$, but also other exogenous covariates on the nodes. For example, suppose we have a categorical variable

[^10]on the nodes. Then one such statistic is the number of edges where the two ending nodes belong to the same category. To interpret the parameters $\theta_{k}$, we can rewrite equation (2.4.4) in terms of log-odds of the conditional probability:
\[

$$
\begin{equation*}
\operatorname{logit}\left(\mathrm{P}\left(Y_{i j}=1 \mid Y_{-i j}\right)\right)=\sum_{k=1}^{K} \theta_{k} \Delta z_{k} \tag{2.4.5}
\end{equation*}
$$

\]

where $Y_{-i j}$ is all but the $i j$ element in the adjacency matrix. Therefore, the interpretation of $\theta_{k}$ is: If forming the $i-j$ edge increases $z_{k}$ by 1 and the other statistics stay constant, then the log-odds of it forming is $\theta_{k} \cdot{ }^{11}{ }^{12}$

### 2.4.2.3 Specification

Our ERGM specification includes the statistics $\left(z_{k}\right.$ 's $)$ for degree distribution, selective mixing, and proximity. We iterate them and explain their interpretations in the M\&A context in the following paragraphs. In the discussion, we translate the generic terms nodes and edges into the more specific terms firms and transactions.

The degree distribution statistics include: $t$, the total number of M\&A

[^11]transactions, and $d_{2}$, the number of firms that each are a party of at least two different transactions. $t$ measures the density of transactions in the M\&A network and its coefficient serves a similar role as the constant term in a regression model. In fact, equation 2.4.5 implies that the coefficient of $t$ is the log-odds of transaction happening if $t$ were the only statistic in the equation. Given the sparsity of the M\&A network, we expect $t$ 's coefficient to be negative. The reason why we also include the $d_{2}$ statistic is because it has been demonstrated in the prior research that firms with different relational capabilities [71] participate in significantly different levels of M\&A activities. Wang and Zajac [113] specifically showed that an acquisition is more likely to occur if any of the two parties have prior acquisition experiences. Moreover, we have found in the exploratory data analysis in Section 2.2 that the number of M\&A transactions in which a firm is a party follows the power-law distribution. Hence we predict a transaction where either of the two parties that has previously engaged in M\&A transactions should have a different likelihood than when neither has. The $d_{2}$ statistic captures exactly this effect and we expect its coefficient to be positive.

Selective mixing captures the matching of firms according to the combination of their nodal-level characteristics. In other words, these characteristics are first defined at the individual firm level, and then combined to the pair level and lastly aggregated to the corresponding network statistics. In the network analysis literature, one widely adopted form of selective mixing is assortative mixing: Social and economic entities tend to form relationships with others
that are "similar." We include two groups of statistics that reflect an analogous kind of selective mixing in M\&As and they are constructed based on two categorical covariates we have on the firms, i.e., state and industry sector. We expect that a pair of firms belonging to the same category are more likely to match than otherwise. Specifically, statistic $h_{s}^{s t a}$ is the number of transactions between two firms whose headquarters are both located in state $s$, where $s$ is one of the 50 states plus the District of Columbia; $h_{c}^{\text {sec }}$ is the number of transactions between two firms that belong to the same industry sector $c$, where $c$ is any of the 19 sectors described in Section 2.2. We also want to point out that these two groups of statistics can serve as alternative operationalizations of geographic and business proximity.

Lastly, the statistics of most interest are the four proximity measures that capture the matching process based on dyadic-level characteristics. We normalize the four proximity measures to ensure they have the same standard deviation. The four statistics each equal the sum of the corresponding characteristic values over all transactions. We use $p_{g}, p_{s}, p_{f}$, and $p_{b}$ to denote the sums of geographic proximity, social proximity, investor proximity, and business proximity respectively. The rationale of including them has been discussed in Section 2.4.2.1. In the benchmark specification, we include a linear term for $p_{b}$. We also estimate an additional specification with a quadratic term of $p_{b}$ to allow for a curvilinear effect of business proximity on matching.

To sum up, our benchmark model specification can be written:
$\mathrm{P}(Y=y)=\frac{1}{\Psi} \exp \left\{\theta_{t} t+\theta_{d 2} d_{2}+\sum_{s} \theta_{s}^{s t a} h_{s}^{s t a}+\sum_{c} \theta_{c}^{c a t} h_{c}^{c a t}+\theta_{g} p_{g}+\theta_{s} p_{s}+\theta_{f} p_{f}+\theta_{b} p_{b}\right\}$,
and the corresponding conditional form is

$$
\begin{align*}
& \operatorname{logit}\left(\mathrm{P}\left(Y_{i j}=1 \mid Y_{-i j}\right)\right) \\
= & \theta_{t} \Delta t+\theta_{d 2} \Delta d_{2}+\sum_{s} \theta_{s}^{s t a} \Delta h_{s}^{s t a}+\sum_{c} \theta_{c}^{c a t} \Delta h_{c}^{c a t}+\theta_{g} \Delta p_{g}+\theta_{s} \Delta p_{s}+\theta_{f} \Delta p_{f}+\theta_{b} \Delta p_{b} \\
= & \theta_{t}+\theta_{d 2} \Delta d_{2}+\sum_{s} \theta_{s}^{s t a} \mathrm{I}\left(s_{i}=s_{j}=s\right)+\sum_{c} \theta_{c}^{c a t} \mathrm{I}\left(c_{i}=c_{j}=c\right) \\
& +\theta_{g} p_{g, i j}+\theta_{s} p_{s, i j}+\theta_{f} p_{f, i j}+\theta_{b} p_{b, i j} . \tag{2.4.7}
\end{align*}
$$

where $\mathrm{I}(\cdot)$ is an indicator function, and, for instance, $\mathrm{I}\left(s_{i}=s_{j}=s\right)$ means companies $i$ and $j$ are in the same state $s$ and $\mathrm{I}\left(c_{i}=c_{j}=c\right)$ means $i$ and $j$ belong to the same sector $c$.

### 2.4.2.4 Results

The final dataset contains a total of 24,382 companies. This seemingly moderate number of nodes is actually huge for estimating network models, since the number of potential edges - in our case un-ordered pairs - close to 300 million. Given our current computational capacity, we cannot handle the whole dataset in one estimation procedure. To carry out the analysis, we decide to randomly select $25 \%$ of the whole dataset for estimation and repeatedly do so 100 times. Since the estimation for each subsample is an independent, computation-intensive task, we parallelized the estimation job using Condor

|  |  | Number of <br> Samples with <br> Expected Sign | Number of <br> Samples with <br> $p$-value | Median <br> Coefficient <br> Value |
| ---: | :--- | ---: | ---: | ---: |
|  |  | $<1.0 \%$ |  |  |
| $\theta_{t}$ | edges | $100(<0)$ | 98 | -14.7837 |
| $\theta_{d 2}$ | degree $>2$ | $97(>0)$ | 92 | 3.0064 |

Table 2.3: Degree distribution coefficients (100 samples)
system $\sqrt{13}$ which is a Big Data platform to support high throughput computing. For each of the 100 different samples ( 6,096 companies each), we estimate the model coefficients by using the Markov Chain Monte Carlo maximum likelihood estimation procedure outlined in Hunter and Handcock [54].

We summarize the resultant 100 set of coefficients for the degree distribution, selective mixing, and proximity statistics in Tables 2.3, 2.4, and 2.5 respectively. For each statistic, we report the number of samples that yield a coefficient with the expected sign, and the number(s) of samples that yield a coefficient that has the expected sign and is statistically significant at one or more selected confidence level(s). Also, to provide an example, we report the full estimation result for one particular sample in Table 2.6 .

Table 2.3 reports the coefficients of the degree distribution statistics. Among the 100 samples, all $\theta_{t}$ coefficients are negative and $97 \theta_{d 2}$ coefficients are positive. At the $99.0 \%$ confidence level, $98 \theta_{t}$ estimates are significant and $92 \theta_{d 2}$ estimates are significant. Hence the results for the two degree distribution statistics are both consistent with our expectations. As discussed,
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Table 2.4: Selective mixing coefficients (100 samples)

|  |  | Number of Samples with Coefficient $>0$ | Number of Samples with $p$-value $<5.0 \%$ | Number of Samples with $p$-value $<1.0 \%$ | Number of Samples with $p$-value $<0.1 \%$ | Median <br> Estimate Estimate |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{g}$ | Geographic | 46 | 8 | 5 | 3 | -0.0173 |
| $\theta_{s}$ | Social | 79 | 73 | 70 | 69 | 0.1460 |
| $\theta_{f}$ | Investor | 62 | 52 | 51 | 46 | 0.0689 |
| $\theta_{b}$ | Business | 100 | 92 | 86 | 79 | 0.5315 |

Table 2.5: Proximity coefficients (100 samples)
the negativity of $\theta_{t}$ indicates only the overall small probability of an $\mathrm{M} \& \mathrm{~A}$ transaction occurring; the positive sign of $\theta_{d 2}$ means that an M\&A transaction of which firms with some M\&A experience are involved is more likely to occur.

In part (a) of Table 2.4, we find most state-based selective mixing statistics are dropped. This is due the sparsity of M\&A transactions during the data collection period - the likelihood that two same-state companies merged in an individual sample is low for most states. Indeed, the states that yield the most coefficients, namely CA, NY, and MA, are where well-known high-tech hubs are located. In part (b) of Table 2.4, we observe that for almost all category-based selective mixing statistics, an overwhelmingly large proportion of the coefficient estimates are positive, but it turns out their statistical significance, when using the $99.0 \%$ confidence level, is not strongly supported. One possible explanation of their statistical insignificance is the inclusion of our business proximity measure. As mentioned, the selective mixing statistics based on industry sector can also be thought of as alternative, but coarser operationalizations of business proximity. Therefore, when including both the

|  | Coeff | S.E. | $p$-value |  | Coeff | S.E. | $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Geographic | -0.2699 | 0.3440 | 0.4326 | NV | - | - | - |
| Social | 0.0532 | 0.0108 | 0.0000 | NY | - | - | - |
| Investor | 0.0270 | 0.0522 | 0.6049 | OH | - | - | - |
| Business | 0.4635 | 0.1378 | 0.0008 | OK | - | - | - |
| Edges | -12.5625 | 3.7908 | 0.0009 | OR | - | - | - |
| Degree> 2 | 2.4820 | 0.6438 | 0.0001 | PA | - | - | - |
| State |  |  |  | RI | - | - | - |
| AL | - | - | - | SC | - | - | - |
| AR | - | - | - | SD | - | - | - |
| AZ | - | - | - | TN | - | - | - |
| CA | 2.3899 | 0.8178 | 0.0035 | TX | - | - | - |
| CO | - | - | - | UT | - | - | - |
| CT | - | - | - | VA | - | - | - |
| DC | - | - | - | VT | - | - | - |
| DE | - | - | - | WA | - | - | - |
| FL | - | - | - | WI | - | - | - |
| GA | - | - | - | WV | - | - | - |
| HI | - | - | - | WY | - | - | - |
| IA | - | - | - | Category |  |  |  |
| ID | - | - | - | advertising | - | - | - |
| IL | - | - | - | biotech | - | - | - |
| IN | - | - | - | cleantech | - | - | - |
| KS | - | - | - | consulting | - | - | - |
| KY | - | - | - | ecommerce | - | - | - |
| LA | - | - | - | education | - | - | - |
| MA | 4.6361 | 1.1201 | 0.0000 | enterprise | 2.9201 | 0.8882 | 0.0010 |
| MD | - | - | - | games video | 3.0284 | 1.0953 | 0.0057 |
| ME | - | - | - | hardware | 3.7045 | 1.7912 | 0.0386 |
| MI | - | - | - | legal | - | - | - |
| MN | - | - | - | mobile | 1.8611 | 1.2047 | 0.1223 |
| MO | - | - | - | network hosting | - | - | - |
| MS | - | - | - | other | - | - | - |
| MT | - | - | - | public relations | - | - | - |
| NC | - | - | - | search | - | - | - |
| NE | - | - | - | security | - | - | - |
| NH | 9.7899 | 1.5931 | 0.0000 | semiconductor | - | - | - |
| NJ | 5.6899 | 1.6428 | 0.0005 | software | - | - | - |
| NM | - | - | - | web | -0.9020 | 2.1375 | 0.6731 |

Table 2.6: Model coefficients from Sample 1
selective mixing statistics and our business proximity measure in the ERGM specification, the effect of the selective mixing statistics is superceded by the effect of the more refined proximity measure, causing the model to produce insignificant coefficients for the selective mixing statistics. To test the validity of this explanation, we also estimate another ERGM specification, which excludes the business proximity measures and for which we report the corresponding results for the selective mixing coefficients in Table 2.7. Comparing the last columns of Tables 2.4 and 2.7, we find that when using the specification without proposed business proximity, a much higher proportion of the samples produces statistically significant (at the $1.0 \%$ significance level) estimates for the selective mixing coefficients. This is thus supporting evidence for the superiority of the proximity measures we use: They are correlated with the alternative, coarser measures, but statistically more powerful in explaining the matching in M\&As.

In Table 2.5 we report the estimation results for the four proximity measures. First and foremost, the new business proximity measure is found to be strongly associated with the matching likelihood: All the samples produce positive coefficients and among them 79 estimates are significant at the 99.9\% confidence level. Furthermore, when comparing the proximity measures across the rows, we observe three among the four proximity measures (except $\theta_{g}$ geographic) are positively associated with the likelihood of matching in M\&As, and in particular, our newly developed business proximity measure also outperforms the other three in terms of statistical significance. Moreover, since we
(a) Category

|  | Number of <br> Samples <br> with <br> Coefficient | Number of <br> Samples <br> Coefficient <br> $>0$ | Number of <br> Samples <br> $p$-value <br> $<1.0 \%$ |
| :--- | :---: | :---: | :---: |
| advertising | 28 | 28 | 14 |
| biotech | 37 | 37 | 32 |
| cleantech | 12 | 12 | 10 |
| consulting | 12 | 12 | 9 |
| ecommerce | 12 | 12 | 6 |
| education | 0 | - | - |
| enterprise | 22 | 22 | 20 |
| games video | 28 | 28 | 16 |
| hardware | 31 | 31 | 29 |
| legal | 0 | - | - |
| mobile | 27 | 27 | 16 |
| net hosting | 8 | 8 | 6 |
| other | 0 | - | - |
| pub rel | 10 | 10 | 6 |
| search | 0 | - | - |
| security | 0 | - | - |
| semiconductor | 17 | 17 | 14 |
| software | 89 | 85 | 55 |
| web | 78 | 70 | 22 |

Table 2.7: Category-based selective mixing coefficients (100 samples): Equation (2.4.6) excluding $\theta_{b} p_{b}$
normalize the proximity measures, we can evaluate their economic significance by comparing the magnitude of the coefficients. Using the median estimate from the 100 samples (last column of Table 2.5), we find that the business proximity measure has the largest effect on matching likelihood: A 1-standarddeviation increase in business proximity has the same effect as a 3.64 -standarddeviation increase in social proximity, or a 6.89-standard-deviation increase in investor proximity. These results thus support the value of business proximity in modeling M\&As. Interestingly, in our dataset, the geographic proximity appears to play an insignificant role in identifying high-tech firms' matching in M\&As.

The estimation result of equation 2.4 .6 shows business proximity is positively associated with the M\&A matching likelihood. However, a linear structure might not best capture the true relationship between business proximity and M\&A matching since the economic benefits of merging two firms' businesses may result from not only their similarity but also their complementarity [27, 96]. The value of M\&A could decrease in cases where two firms' businesses are too similar but lack complementarity, so little value of synergy can be achieved through merger. We test this hypothesis by estimating a specification that includes a squared term of business proximity, $\theta_{b 2} p_{b 2}=\theta_{b 2} \sum p_{b, i j}^{2}$, and that is otherwise the same as equation (2.4.6). We expect $\theta_{b 2}$ to be negative and $\theta_{b}$ to be still positive. The estimation results on the proximity measures (of the 100 samples) are reported in Table 2.8. We do observe that for a large number of the samples business proximity is estimated to have a
$\left.\begin{array}{llrrrr}\hline & & \begin{array}{r}\text { Number of } \\ \text { Samples with } \\ \text { Coefficient }\end{array} & \begin{array}{r}\text { Number of } \\ \text { Samples with } \\ \text { Expected Sign }\end{array} & \begin{array}{r}\text { Number of } \\ \text { Samples with }\end{array} & \begin{array}{r}\text { Number of } \\ \text { Samples with }\end{array} \\ & & <5.0 \% & p \text {-value } & p \text {-value }\end{array}\right\}$

Table 2.8: Proximity coefficients (100 samples):
Equation 2.4.6 plus $\theta_{b 2} p_{b 2}$
curvilinear effect on the M\&A matching likelihood. Specifically, for 86 out of the 100 samples, the coefficient of the squared term is negative and that of the linear term is positive, suggesting the matching likelihood first increases with business proximity and then decreases after a certain point. This evidence is thus consistent with our expectation. Meanwhile, we note that the evidence for the statistical significance of the squared term is not as strong as that for the linear term.

### 2.5 Platform Prototype: Information System for Industry Intelligence

During the recent boom of the high-tech industry, the media are often full of reports about high-profile M\&As involving startups ${ }^{14}$ It is well known that M\&As are an important alternative to IPOs as an exit option for hightech entrepreneurs and early investors. Meanwhile, industry giants spend tens of billions of dollars each year in acquiring smaller firms for market entrance,

[^13]strategic intellectual property, and talented employees. ${ }^{15}$ Venture capitalists also arrange mergers between their partially owned startups in order to consolidate resources and reduce competitive pressure ${ }^{16}$ The fierce competition in both demand and supply instantaneously creates the problem of matching between an acquirer and a potential target, since the value (or disvalue) of an M\&A critically depends on the synergy of their products, technologies, and markets. The other side of this problem is search for targets. While almost everyone knows who the top competitors are in a particular space, it is a difficult and time consuming task to find the small companies in the vast startup universe with the right products or technology. Observers have noted data analytics can complement executives' industry knowledge in alleviating some of the problems in M\&A matching and startup search - it is reported that many large M\&A players have already been investing heavily in analytics for identifying the win-win matches by rendering the decision-making processes more "data-driven." ${ }^{17}$ Along these lines, our empirical analysis indicates the potential practical value of the proposed business proximity measure as an important metric in the analytics of M\&A matching and startup search. To show the practical application in a concrete way, we build a prototype for

[^14]

Figure 2.6: Prototype architecture and components
a cloud-based information system that allows entrepreneurs, managers, and analysts to explore the competitive landscape of the U.S. high-tech industry. By incorporating business proximity and making it explicitly available to the users in the search and navigation tools, the platform expedites the process of startup search and competition analysis as well as facilitates efficient new niche-market discovery. The system largely consists of two components as shown in Figure 2.6. The back-end collects raw data from the data sources, integrates and cleans the data, computes business proximity, and stores the processed data in local databases. The front-end is a web application that enables users to explore the data stored in a cloud-based database.

### 2.5.1 Back-End System

The back-end system comprises two modules and two databases. The first module is the data collector written in Python to retrieve data from CrunchBase API ${ }^{18}$ The collector runs periodically to ensure our data is up-todate. The raw data is stored in a MongoDB ${ }^{19}$ database, which is a documentoriented, NoSQL database that stores records in JSON format. The reason why we do not use a relational database is that the structure of the company data may change over time, so the traditional relational database, which requires a pre-defined schema, is not the best technology for our system. Another feature of MongoDB is that it supports scalability: As the data size grows load balancing can be performed using the shrading mechanism. This is a basis for the cloud-based information system.

The second module, the topic model builder, constructs and estimates topic models using the textual company descriptions extracted from the raw data in MongoDB. To run the LDA topic modeling algorithm, we use a Scala implementation in Stanford Topic Model Toolkit. ${ }^{20}$ The topic model builder produces two sets of results: First, each company's profile is transformed into a topic vector, which is stored in the database of processed data in MongoDB. Next we compute the pairwise business proximity between all pairs of companies using the methodology given in Section 2.3. Note that the number of

[^15]companies is relatively large and the number of pairs is even larger, so instead of storing all the pairwise proximity values, the records of the $N$ closest companies for each firm are inserted into the database in JSON format.

### 2.5.2 Front-End System

The front-end is a cloud-based web application, available at http: //146.6.99.242/bizprox, to let users explore various company information with the proposed business proximity. Figure 2.7 shows the screenshots of the user interface. Given a keyword from the user, the search results show the topics and companies associated to the keyword. By selecting topics, the user can interpret the topic with 20 (additional) relevant keywords and the significance of each. If a company is selected from the search results, the interface provides (1) the basic information about the company along with the topic distribution, and (2) a list of potential competitors of the focal company. The basic information of a company includes the founding date, founders, headquarters, and a short business description. With the topic distribution, users can recognize various business aspects of the company. Potential competitors are sorted by the business proximity.

From the system architecture perspective, the front-end is a cloudbased system leveraging platform-as-a-service (PaaS). The static webpages in HTML/CSS are hosted by our local Apache Web Server. The server interacts with the various user inputs such as keyword searches and page navigations.

(a) Search companies and topics of interest

(b) Search results

(c) Focal company with its competitors based on business proximity

Figure 2.7: Prototype front end: User interface screenshots

Each webpage is instrumented with Google Analytics $\sqrt{21}$ so that web analytics is performed to understand user engagement and potentially optimize the service. An API Engine, deployed in Google App Engine ${ }^{222}$ receives queries from the HTML pages and returns relevant data from the cloud database. The cloud database consists of two components: First, the dynamic data is managed in Google Cloud Datastore ${ }^{23}$ a cloud-based NoSQL database system; second, the static data is stored in Google Cloud Storage ${ }^{24}$ which provides a cost-effective content distribution service for static information. The cloudbased approach gives two main benefits: scalability (e.g., the system scales automatically according to user demand and data size) and availability (e.g., almost no downtime due to replication).

### 2.6 Discussion and Conclusion

In this chapter, we set out with the task of developing a new approach for measuring firms' dyadic proximity in the business dimension. Using a unique dataset of the U.S. high-tech industry, we detailed the process of using topic models to analyze the publicly available, unstructured descriptions of company business and computing proximity according to the topic model results. We then validated the new measure by relating it to simple category classification and analyzing its statistical relationships with firm interactions

[^16]including $\mathrm{M} \& \mathrm{~A}$, investment, and job mobility. Through an empirical analysis, we also demonstrated the new measure's usefulness in modeling the matching of M\&As. Moreover, to show the practical value of the proposed measure, we deployed various Big Data and analytics technologies to build a prototype for a cloud-based information system that leverages business proximity for competitive intelligence.

Broadly, this research sheds light on the value of leveraging data science techniques in the development of novel measures for large-scale business analytics (e.g., Einav and Levin 2013). Our data-driven, analytics-based approach requires no expert preprocessing, provides finer granularity (compared with the SIC- or NAICS-based methods), is more comprehensive on quantifying firms' positions in the product, market, and technology spaces (compared with the patent- or customer-based methods), and is fully automated and scalable to Big Data. Thus our general methodology greatly complements the toolkit for measuring business proximity, and it is especially useful when researchers or analysts are studying an already narrowly focused industry or when the firms under study are small and privately held (e.g., startups) so industry classification is largely unavailable. Meanwhile, we wish to stress that our measure is not intended as a replacement for the existing methods in all scenarios. For instance, when the research question is at a relatively macro level, only firms' broad industry membership is important, and all firms' SIC or NAICS codes are available, the researcher should not be hesitant to use the SIC- or NAICS-based methods.

If further extended, the proposed method can have broader implications for both industry intelligence practice and academic research. For analyticsminded analysts and managers, firms' relatedness in business is a very important metric for identifying potential partners, competitors, and alliance or acquisition targets. The saying in management goes, "if you cannot measure it, you cannot manage it." As shown in our study, the new proximity measure we developed provides finer granularity in quantifying a pair of firms' relatedness in spaces of product, market, and technology, and is proved to be effective in high-tech M\&A analytics. Our prototype can be the first step in building a Business Intelligence (BI) platform to fully realize the new measure's practical potential. For business and economics scholars, our method can perhaps be adapted and serve as an alternative approach of defining market boundary or identifying industry rivals, which is a crucial step in the empirical research of industrial organization. Additionally, future research can explore the possibility of combining topic model results and clustering algorithms to build an industry hierarchy, which could be a data-driven alternative to the expertlabeled systems that are currently in use. A data-driven approach is much needed for industries such as high-tech because the underlying technology is rapidly changing and the manually labeled industry classification system can be stale.

In the empirical application on M\&A, we adopted the statistical modeling framework of ERGMs to accommodate the relational nature of the matching data. The network/graph approach has been fruitfully applied to analyzing
a variety of economic exchanges and markets (as surveyed in [31, 56]). However, whereas the literature is abundant with studies on how networks affect the interaction and performance of firms, research using rigorous statistical methods to analyze the structure of inter-firm networks is relatively underdeveloped. To our knowledge, the M\&A application in the study is one of the first that uses a statistical network model to analyze relational transactions among companies. We believe statistical network models are currently underutilized by management scholars in their empirical research on inter-organizational linkage despite the fact that relational data is actually not uncommon in the studies of many very important questions. For example, strategic alliances, investments, and patent license agreements among companies can all be visualized and carefully analyzed as graphs/networks. We predict that with the growing availability of network datasets and ongoing development of largescale computing technologies, statistical network models' value in management research will be increasingly recognized.

In closing, we wish to point out some additional caveats and limitations of the research. First, since SIC- or NAICS-based industry classification or patent data is unavailable in CrunchBase, we could not directly compare the proposed business proximity measure with that based on industry hierarchy [113] or the measure based on patent citation [107] in terms of their explanatory power for M\&A matching. Though this is less crucial for this chapter, since our goal is not to search for the best empirical model for M\&As, it could be an interesting research project to find a suitable dataset where
all the new and traditional measures could be operationalized and compared directly. Second, for our data-analytic approach, the number of topics in LDA is a free parameter for users to choose. When performing topic modeling on the CrunchBase descriptions, we selected a finite set of values for this parameter. While choosing one fixed number of topics is sufficient for our purpose of illustrating the general methodology, from a practical point of view, it is worth investigating whether an "optimal" number of topics exists, and if so, how it should be determined [110]. Third, in the machine learning literature, there are several extensions to the LDA algorithm [110, 55] Future research could investigate how these extensions could benefit understanding company businesses through text analysis. Fourth, some important companylevel characteristics - notably company size and revenue - are unavailable in our dataset, which inevitably limited our ability to extend our empirical application on M\&A matching. For instance, had we observed company size, we would be able to study the moderating effect of companies' size on the relationship between business proximity and the matching likelihood. Lastly, the model we employed in the empirical analysis is a static network model. To deepen our understanding about the dependence structure of M\&A transactions, future research could examine the evolution of the M\&A network by using some dynamic network models [61].

## Chapter 3

## Matching Mobile Applications for Cross Promotion

### 3.1 Introduction

The mobile ecosystem is one of the most successful markets in recent years [85, 20, 119]. Millions of mobile applications (apps) are developed in multiple mobile app markets such as Apple's App Store, Google's Play Store, and Microsoft's Windows Phone Store. Billions of people are adopting smartphones and tablets as their main Internet devices, so the demand for mobile apps keeps increasing. This successful two-sided market is opening up a postPC era in the computing industry.

Product diversity is one of the key success factors in the mobile app market. In addition to the first-party apps developed by the platform builders, open application programming interface (API) allows third-party developers to bring innovative products to the market. Of note is that a significant number of third-party apps are developed by relatively small-sized startups with the support of various platforms. New mobile apps can reach the global market through well-established distribution channels, and new app services

[^17]can support large user demands with cloud services without large investments on infrastructure. As a result, we are experiencing a huge growth in mobile app markets.

Our expectation of this market is that the mobile app popularity follows a long-tail distribution [8]: many apps with small user bases contribute to a significant portion of the total market share. However, recent studies have found evidence that mobile app markets are actually experiencing a "winner-takes-all" phenomenon [85, 121]. A recent TechCrunch report indicated that $54 \%$ of total app store revenue goes to only $2 \%$ of the developers and that almost half of the developers earn less than $\$ 500$ a month ${ }^{\top}$ This is a sharp contrast to other online markets such as video streaming [8], auctions [53], retail [70], and even music stores. Actually, many independent app developers have already switched to more stable positions in established firms ${ }^{2}$ Norumra recently reported that even the Chinese mobile game market shows signs of slowdown because no killer apps emerge in the market $3^{3}$ We argue that this phenomenon can compromise the vitality of the mobile app markets.

It is believed that this market inefficiency is due to the fact that app advertising (ad) heavily relies on app marketplaces' in-house ranking systems, which provide lists of popular and growing apps in different ranking criteria. Hence the developers' primary goal is to somehow get into the rankings, rather

[^18]than to produce high-quality software. Without an efficient app search mechanism, customers are mainly exposed to the top ranked apps, which cover only a small fraction of the whole market. This trend calls for better marketing strategies to promote mobile apps to potential active customers and to enable users to search the right apps that fit their needs.

Cross promotion has recently emerged as a way to recommend new apps to the users who are already using related established apps. For example, game app developers can promote their new products to the active users playing other games of a similar genre. For new app developers, this is an effective ad channel to reach potential customers. For the established app publishers, cross promotion provides a way to monetize their visibility. Potentially established apps may even improve their reputations by providing good app recommendations to their customers. Cross promotions incentivize users to install and use new apps by providing credits (e.g., free game items) in the apps they use.

Figure 3.1 shows a screenshot of a cross promotion event from IGAWorks, a Korean mobile ad company. In this promotion, an app introduces a list of other apps along with the rewards to give if users participate the event by installing or using the apps. There are many active cross promotion networks including AppFlood. $\sqrt{4}^{4}$ Chartboost $\left[{ }^{5}\right.$ Tapjoy $\sqrt{6}^{6}$ and LeadBolt. $\sqrt[7]{7}$ In a

[^19]

Figure 3.1: Screenshot of cross promotion campaigns (Source: IGAWorks)
broader sense, Facebook and Twitter also provides cross promotions by providing their real-estates in news feeds to the app publishers. Despite the pervasiveness of cross promotion, this new ad framework has not been studied in the literature.

This chapter sheds light on the cross promotion platform in mobile app markets. The contribution of the chapter is sixfold.

First, we empirically evaluate the ad effectiveness of cross promotion using data with 1,011 cross promotions conducted from September 2013 to May 2014 in Korean app markets, involving with one million consumers and 325 mobile apps. We compare this emerging ad framework with other user acquisition channels such as organic growth and mobile display ads. While data shows that cross promotion is still suboptimal in terms of the acquired users' engagement, we also find evidence that careful ad placements can significantly improve the ad effectiveness of cross promotions. Based on the observations of successful campaigns, we hypothesize that the effectiveness of a cross promotion depends on pairwise app similarity as well as individual apps' characteristics.

Mobile targeting is the one of the most important agenda items in both academia and industry. There is a growing literature on various user targeting strategies [44, 72, 40, 12, 16]. The industry is also actively experimenting with different approaches to place the ads to the right customers at the right time and location. Facebook is trying to leverage their strong social graph in mobile
app ads market $]^{8}$ Google recently announced a new technology to track mobile app usages along with mobile web behaviors for better ad targeting ${ }^{9}$ Existing approaches target users according to locations, times, and social relationships. Our approach is to target potential active app users by selecting the right apps where cross promotions are conducted. In doing so, we leverage topic model based app similarity between apps hosting the promotions and those to be promoted.

The second contribution of the work is to model ad placement in cross promotion as a matching problem. Given the apps to promote and those where ads can be placed, the cross promotion platform should arrange the most effective matchings between apps to meet the requirements of the stakeholders. Matching markets have been well studied in the economics literature with many applications such as marriage and dating [38, 51], labor market 91, 92, 93], and school admission [1, 33]. To the best of our knowledge, our work is the first to frame a matching problem in mobile app markets.

Third, we propose a novel app similarity measure constructed with apps' text descriptions. Specifically, we apply latent Dirichlet allocation (LDA) topic modeling [18, 17] on the app description texts. The resulting topic model gives the trending topics in the current app market and also transforms individual apps into topic vectors. Then the app similarity is calculated by

[^20]the cosine similarity between topic vectors.
Next, we empirically estimate our model to identify the variables that improve the ad effectiveness in cross promotion. Specifically, we are interested in similarity between source apps (where the ads are placed) and target apps (which are the ones to promote in the campaign). We find evidence that the proposed app similarity has significantly positive effects to improve the ad effectiveness. In other words, a cross promotion is likely to be successful if source and target apps are closely related. This can be a basis for a recommender system for app markets.

Based on the empirical results, we design a matching mechanism for cross promotions. Using the learned model, a linear programming (LP) based algorithm is used to provide stable matchings. Our counterfactual analysis shows that the matching obtained from the LP can improve the ad effectiveness by $260 \%$.

Lastly, this work can serve as an example of Big Data approach to bring machine learning techniques and economic theory into the marketing literature. Many ad frameworks can be modeled as matching problems as done in the present chapter. Also, an unprecedented large amount of unstructured text information about products can be analyzed with machine learning algorithms, as shown in this work.

The remainder of the chapter is organized as follows. In Section 3.2, we describe the data on mobile apps and promotions, then compare the ad
effectiveness of different ad channels. In Section 3.3 we model ad placements in cross promotion as a matching problem, and overview the independent variables in the model with the introduction on the novel app similarity measure in Section 3.4. Empirical results are given in Section 3.5. Based on the observations, a stable matching algorithm is designed in Section 3.6. Section 3.7 concludes the chapter with future directions.

### 3.2 IGAWorks Data

We first describe data on mobile app markets, then compare the effectiveness of three ad channels - organic growth, mobile display ads, and cross promotions - in terms of user engagements.

### 3.2.1 Data Description

We use data from IGAWorks, a leading mobile advertising company in Korea $\sqrt{10}$ The product line includes a mobile app analytics tool called Adbrix and a mobile app monetization platform supporting various promotions such as mobile display ads and cross promotions. It has the largest mobile ad network in Korea, including hundreds of mobile apps and 2.4 million users. The data was shared by the company using a secure channel. All personally identifiable information (PII) is anonymized to preserve user privacy.

The data consists of three parts: app meta data, usage data, and funnel

[^21]data. The meta data includes descriptive information about 383,896 mobile apps in three major app markets in Korea: Apple's App Store, Google's Play Store, and SK Telecom's T-store. Play store and T-store provide Android apps, whereas the App Store serves iOS apps. Each app record contains the app name, text description, screenshots, developer, registration time, last update time, price, number of ratings, average rate, and file size. Note that this information is publicly available in the app markets.

Usage data includes detailed information about user engagements. This user level data includes daily app session times (i.e., how long a customer uses an app), daily connection counts (i.e., how many times a customer executes an app), and daily buy activities (i.e., how many times a customer makes inapp purchases). Usage data is available for 501 apps that adopted the Adbrix analytic tool and a total of 1.1 million users' activity data is captured over a six-month period in our data. Note that buy activity is available only for apps with in-app purchase options.

Lastly, funnel data provides information on promotions that IGAWorks has executed with its clients (app developers). The promotions were conducted from September 2013 to May 2014, involving 310, 183 users and 325 mobile apps. Ad types include cross promotions and mobile display ads. The data keeps track of user acquisition channels for each app. In other words, we observe how and when a given user installed the promoting app, which is the basis to evaluate the effectiveness of promotions.

### 3.2.2 Effectiveness of Ad Channels

We measure the effectiveness of a given ad campaign by combining funnel and usage data. We divide user groups according to the acquisition channels: organic growth, mobile display ads, and cross promotions. A user is organic with respective to a mobile app if the app installation is not associated to any ad campaigns. Users are associated to mobile display ads if they installed the app by clicking the banner ads placed in mobile websites or mobile apps [16]. Lastly, a user is in cross promotion group if he or she installed the app through a reward-based cross promotion conducted in another app. Note that reward is the differentiator of cross promotion as compared with mobile display ads placed in other mobile apps.

Ad effectiveness can be measured with various user engagement metrics such as session times, connection counts, or buy activities. In our study, we focus on session times and connection counts because buy activities are only available in mobile apps with in-app purchase options. We say an ad channel is effective if the users acquired through the channel show active engagements (e.g., longer session time). We argue that the number of app downloads is not a good metric of ad effectiveness because the users acquired from promotions may not end up being active users.

Figure 3.2 shows the average user session times in three user acquisition channels: organic, mobile display ads, and cross promotions. We observe that organic users are the most active group. This finding is intuitive because an app installation without any external inputs indicates the user's strong moti-


Figure 3.2: Ad effectiveness comparison
vation to use the app. User groups from display ads show $50 \%$ less engagement than organic user groups. Lastly, we clearly observe that users acquired by cross promotions are the least active group. Since the app installation in cross promotion is incentivized by the rewards, users may install the promoting apps but do not use them afterwards. This is an issue for both the promotion platform and participating apps because the promotion yields a low return on investment.

Next, we conduct an in-depth analysis within cross promotions. For a given app to advertise (we call it target app), there are multiple apps where the ads can be placed (we call them source apps). For a given target app, we divide its users according to the specific acquisition subchannel (e.g., the source app). Then for each source-target pair, we calculate the average user engagement levels, then identify $1 \%$ and $10 \%$ best pairs for each target app. We find that top $1 \%$ matches are $690 \%$ more effective than the average ones and that the top $10 \%$ are $130 \%$ more effective than the average. Results also show that the top $1 \%$ matches outperform the display ads in almost half of the target apps ( $48 \%$ ), and they even outperform organic acquisitions in $22 \%$ of the samples. Based on these observations, we argue that the app matches in cross promotion should be optimized so that the ads are targeted to the right source apps which users are likely to be active in the target apps.

Given the large impact of source-target matching on the ad effectiveness, the question is what makes a good match. We compare the list of good matches with that of bad ones to find that a pair of apps with similar genres
and topics makes a good match. For example, a new poker game is actively used by the users acquired from other similar gambling games. On the other hand, bad matches involve two unrelated apps such as a celebrity photos app and a utility app. Based on these observations, we hypothesize that app similarity positively contributes to the ad effectiveness of cross promotions. In the next section, we build a model of ad effectiveness in cross promotions. Then we operationalize the app similarity measure in Section 3.4.2.

### 3.3 Modeling Cross Promotion Network

A cross promotion involves with three groups of entities: source app, target app, and the promotion platform. App publishers who want to promote their (target) apps make contracts with the platform to launch a campaign with the specific number of app installations to acquire. Then the cross promotion platform places the ads in the (source) apps that agreed to conduct cross promotions. Note that source apps are mostly popular ones that already have large user bases, whereas targets are usually new apps with limited awareness in the market. Thus we assume no overlaps in source and target apps.

Source apps are paid by the targets according to the number of target app installations they achieved and the promotion platform gets a cut on each installation. Essentially, this is a cost-per-action (CPA) pricing model. A campaign is finalized when the number of app installations reaches the goal. One thing to note is that the utility of source apps and the platform is based on app download counts, where the objective of target apps is to acquire active
users. This misalignment of these two objectives may explain the suboptimal ad effectiveness of the current cross promotion data shown in Section 3.2.2. In order for the promotion market to sustain, the objectives of sources, targets, and the platform should be harmonized.

Another economic insight about cross promotion is that the platform acts as an intermediary match maker to match source and target apps. Thus cross promotion framework creates a two-sided matching market rather than a commodity market. In a commodity market, it is assumed that sellers (source apps in our case) and buyers (target apps in our case) have perfect information about each other and that sellers and buyers can switch their roles in different situations. Also, prices and transactions can be determined without any intermediary. However, the cross promotion market has information asymmetry issues: Source apps have superior information about the customers than do target apps and they may only want to reveal private information to the matched counterparts. Also, the platform has extensive knowledge about the whole market. Thus the existence of the promotion platform as a match maker is essential.

Matching markets have a strong theoretical foundation established in the economics literature [38, 91, 92, 93, 1, 33, 51, 49]. The theory has been applied to many empirical studies involving with marriage [38, online dating [51], labor market 91, 92, 93], and school admission [1, 33].

We frame the ad placement in cross promotion as a matching problem. Let $S$ be the set of source apps where ads can be placed and $T$ be the set of
target apps to be advertised. Then let $G=<V, E>$ be the bipartite graph where $V=S \cup T$ and $S \cap T=\emptyset$. For a given target app $t \in T$, the platform should select a source app $s \in S$, creating an edge $(s, t) \in E$. Note that an edge is not created within the same subset ( $S$ or $T$ ) under our assumption.

The effectiveness of an app match $u(s, t)$ is measured by the user engagement levels in target $t$. Our hypothesis is that the effectiveness depends on the individual characteristics of $s$ and $t$ and the pairwise similarity between $s$ and $t$. Thus the effectiveness of an app match is given by a linear functional form:

$$
\begin{equation*}
u(s, t)=\alpha_{0}+\alpha_{1} X_{s}+\alpha_{2} X_{t}+\alpha_{3} P_{s, t}+\varepsilon_{s, t} \tag{3.3.1}
\end{equation*}
$$

where $X_{s}$ and $X_{t}$ represent individual characteristic vectors of apps $s$ and $t$ (e.g., popularity, quality, age). $\varepsilon_{s, t}$ is the individual heterogeneity of a match $s$ and $t$, and is independent across all pairs $(s, t)$. Then $P_{s, t}$ is the symmetric app similarity between apps $s$ and $t\left(P_{s, t}=P_{t, s}\right)$ and parameter $\alpha_{3}$ measures the tendency that users engage in similar apps. In our context, the similarity measure is operationalized by apps' text descriptions. Details on the independent variables are described in Section 3.4.

### 3.4 Mobile App Characteristics and Similarity

In this section, we describe mobile apps' individual characteristics considered in the model, then propose a novel pairwise app similarity measure by
applying a machine learning technique to apps' text descriptions.

### 3.4.1 Individual App Characteristics

Recent empirical studies on app markets have shown that various app characteristics (e.g., popularity, quality, age, complexity) affect the user preference [41, 65, 119. To capture app popularity in our model, we use number of ratings (Num_Rates) reported in app markets. It is worth noting that the number of app downloads is not publicly available in most markets 41. Thus we use rate count as a proxy for app popularity. Then we use the average rate (between 1 and 5) to capture the latent app quality observed by the existing app users (Avg_Rate). We also consider two age-related variables: number of days since the initial app registration (Days_Regist) and number of days since the last update (Days_Update). One may argue that old apps are likely to lose attention as people search for new things [36, 118]. On the other hand, we may expect that apps that have survived a long time have some compelling features that keep consistent user engagements. Recent update time reveals the developer's engagement level in the product: If an app does not have update for a long period, it may indicate that developers lost interest in adding new features. The last individual app characteristic is the file size in megabytes (File_Size). Large file size may indicate that the developer made significant efforts and that the app has complex functionalities.

### 3.4.2 Topic Models and App Similarity

Besides individual app characteristics, we argue that app similarity can positively affect the ad effectiveness in the model. Studies show that people usually stick to a certain taste when they select products in online shopping [70], music streaming [48], and mobile app usage 80]. Essentially, customers' tendencies to choose similar products is the basis for online recommender systems. One may argue that app genre can be used to measure app similarity. However, this method can only provide binary relationships between apps, which is not sufficient for our purpose to measure the degree of closeness.

App similarity is operationalized by processing apps' text descriptions. Developers provide detailed app descriptions in the app market so that potential users can understand the features provided by the apps. A pair of apps with similar descriptions is supposed to share common features such as game genres, usage scenarios, and so on. The issue is how we process unstructured text descriptions in a principled way to quantify the pairwise closeness.

Our approach is to use latent Dirichlet allocation (LDA) topic modeling on the app description corpus [18, 17]. LDA is a natural language processing technique that allows a set of documents to be explained by hidden topics, which are sets of related keywords. LDA has been successfully used to analyze documents in various domains such as scientific articles [46, 111, 17], music 48, social media [89, 115, 63], and firms [99]. In our context, each app description is a mixture of a small number of app features and each word in the description
is a realization of the app features. For details on LDA see [17].
We run LDA on the text descriptions of 195,956 mobile apps in Korean market. We vary the number of topics to find that 100-topic model gives the best result. Table 3.1 shows a partial list of 100 -topic model ${ }^{11}$ The keywords in each topic are translated into English for readability. We believe that the topics give a reasonable overview of the app market. Topics in the Korean app market include music (topics 0, 27), social networks (topics 1, 14, 25, 41, 89), kids (topics 6, 34), religion (topic 11), games (topics 16, 27), sports (topic 76), online dating (topic 96), foreign language education (topics 19, 33, 81, 93), e-commerce (topics 18, 29), and utilities (topics 10, 13, 48, 49, 97).

Once the topic model is built, an app $i$ 's description can be represented by a topic vector $V_{i}=<V_{i, 1}, V_{i, 2}, \ldots, V_{i, K}>$, where $K$ is the number of topics, $V_{i, k}$ is the weight on the $k$-th topic, and the sum of weights is $1\left(\sum_{k=1}^{K} V_{i, k}=1\right)$. Given a pair of source $s$ and target $t$ and their topic vectors $V_{s}$ and $V_{t}$, we define the app similarity $P(s, t)$ (Topic_Similarity) to be the cosine similarity of the two topic vectors as follows:

$$
\begin{equation*}
P(s, t)=\frac{V_{s} \cdot V_{t}}{\left\|V_{s}\right\|\left\|V_{t}\right\|}=\frac{\sum_{k=1}^{K} V_{s, k} V_{t, k}}{\sqrt{\sum_{k=1}^{K}\left(V_{s, k}\right)^{2}} \sqrt{\sum_{k=1}^{K}\left(V_{t, k}\right)^{2}}} \tag{3.4.1}
\end{equation*}
$$

where the resulting values range from 0 to 1 . For the extreme cases, $P(s, t)=0$ if two apps do not share any common topics and $P(s, t)=1$ if two apps have

[^22]| Topic ID | Top Keywords |
| :---: | :--- |
| 0 | piano, sskin, classic, flipfont, sound, symphony |
| 1 | Naver, Kakaotalk, subway, radio, radion, radic |
| 3 | color ring, background, service provider, copyright |
| 6 | kids, Cocomong, animation, hearts, master |
| 8 | icon, Hello Kitty, atom, screen, game, cute |
| 10 | LTE, contract, content, SK Telecom, SKT, promotion |
| 11 | hymn, copyright, bible, the Lord's prayer |
| 13 | series, galaxy, final, system, fantasy, wifi |
| 14 | friends, facebook, play, graphics, developers |
| 16 | car, racing, simulation, parking, bicycle, place |
| 18 | point, gift card, reference, cookie run, content |
| 19 | Chinese, maker, content, foreign language, kids |
| 25 | camera, image, frame, emoticon, sticker, gallery |
| 27 | music island, epilus, mr karaoke, karaoke, hellip |
| 28 | lotto, tethering, seller, lottery, lottery number |
| 29 | social commerce, shopping mall, gifts, brand |
| 33 | English listening, smart teps, ted, smart |
| 34 | Pororo, friends, animation, sing, kids |
| 36 | what's the number, poweramp, go locker, phone number |
| 41 | naver, dodol launcher, dodol home, blog, icon |
| 42 | kakao talk, alert, kakao story, passrod, theme |
| 45 | recruiting, job korea, resume, check card, saramin |
| 48 | calendar, anniversary, diary, point, day, time management |
| 49 | subway, bus stop, guide, public transportation, offline |
| 51 | Korean language, Korea, travel, tourism, smart wallet |
| 53 | fortune telling, 2014, love, money, content, new year |
| 56 | drama, vod, content, rate, youtube, high resolution |
| 67 | NFC, touch, USIM, smart, sd card, app, record |
| 68 | diet, calorie, recipe, stretching, fitness, trainer |
| 76 | sports, baseball, NBA, world cup, score, KBO, Spain |
| 80 | book 21, story, series, show, homepage, email |
| 81 | title, YBM, CNN, TOEIC, YFS, word, Japanese, network |
| 85 | mp3, battery, 50 songs, series, recorder, ebooks |
| 89 | naver, blog, post, mail, diary, NHN, content, navercc |
| 93 | Korean, Spanish, Chinese, French, German, Japanese, Italian |
| 96 | blind date, date, ideal, profile, social dating |
| 97 | wall paper, 7days, subway, love, image |
| 99 | vocab, megabox, vocabulary bible, traffic information |

Table 3.1: A partial list of 100 topic model of mobile apps: Korean keywords translated into English for readers 76
identical topics. Similar approaches are used to measure user similarity in social networks [63] and firms' business proximity in high tech industry 99

### 3.5 Empirical Analysis

In this section, we present the estimation results on the ad effectiveness of cross promotions. We collect the list of target apps that have conducted cross promotion campaigns along with the list of corresponding source apps where the ads were placed. The cross promotion data includes $1,011 \mathrm{app}$ matches and 310,183 users. An app match in a promotion is said to be effective if the promotion acquires active users with longer session times and higher connection counts.

Table 3.2 shows the estimation results on user session times and Table 3.3 gives those on user connection counts. For a robustness check, we estimate four different models by including and excluding various app characteristics. Characteristics can be divided into two groups: customer-given and developergiven. Customer-given variables include number of ratings (for popularity) and average rates (for quality), and developer-given ones are registration time (for age), update time (for responsiveness), and file size (for complexity).

We find strong evidence that the effect of app topic similarity, Topic_Similarity, on ad effectiveness is significantly positive. The results are consistent with all models in both dependent variables. This result validates our hypothesis that people tend to like target apps that are highly similar to sources. It means that the user preference on app adoption is to some extent predictable based on

|  | User session time of target apps (minutes) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) |
| Topic_Similarity (0~1) | $\begin{gathered} \hline 25.4915^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} \hline \hline 8.801 \mathrm{e}+01^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} \hline \hline 54.846372^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} \hline 6.116 \mathrm{e}+01^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Num_Rates_Source |  | $\begin{gathered} 1.538 \mathrm{e}-02^{* * *} \\ (0.000128) \end{gathered}$ |  | $\begin{gathered} 2.778 \mathrm{e}-03 \\ (0.7313) \end{gathered}$ |
| Num_Rates_Target |  | $\begin{aligned} & -1.302 \mathrm{e}-03 \\ & (0.268803) \end{aligned}$ |  | $\begin{gathered} -2.218 \mathrm{e}-03^{*} \\ (0.0625) \end{gathered}$ |
| Avg_Rate_Source (1~5) |  | $\begin{gathered} 1.689 \mathrm{e}+01^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |  | $\begin{gathered} 2.280 \mathrm{e}+01^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Avg_Rate_Target (1~5) |  | $\begin{gathered} 1.162 \mathrm{e}+01^{* * *} \\ (4.44 \mathrm{e}-05) \end{gathered}$ |  | $\begin{gathered} 1.434 \mathrm{e}+01^{* * *} \\ (7.34 \mathrm{e}-07) \end{gathered}$ |
| Days_Regist_Source |  |  | $\begin{gathered} -0.087131^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} 2.156 \mathrm{e}-02 \\ (0.1919) \end{gathered}$ |
| Days_Regist_Target |  |  | $\begin{gathered} 0.073222^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} 6.567 \mathrm{e}-02^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Days_Update_Source |  |  | $\begin{gathered} 0.074570^{* * *} \\ (0.00919) \end{gathered}$ | $\begin{gathered} -3.822 \mathrm{e}-02 \\ (0.2231) \end{gathered}$ |
| Days_Update_Target |  |  | $\begin{gathered} -0.230001^{* * *} \\ (4.14 \mathrm{e}-13) \end{gathered}$ | $\begin{gathered} -2.405 \mathrm{e}-01^{* * *} \\ (4.29 \mathrm{e}-14) \end{gathered}$ |
| File_Size_Source |  |  | $\begin{aligned} & -0.108862 \\ & (0.12014) \end{aligned}$ | $\begin{gathered} -5.627 \mathrm{e}-01^{* * *} \\ (1.12 \mathrm{e}-09) \end{gathered}$ |
| File_Size_Target |  |  | $\begin{gathered} 0.253022^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} 2.338 \mathrm{e}-01^{* * *} \\ (<2 \mathrm{e}-16) \\ \hline \end{gathered}$ |
| Intercept | $\begin{gathered} 15.1479^{* * *} \\ (<2 \mathrm{e}-16) \\ \hline \end{gathered}$ | $\begin{gathered} -1.117 \mathrm{e}+02^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} 8.535493^{* *} \\ (0.28598) \\ \hline \end{gathered}$ | $\begin{gathered} -1.588 \mathrm{e}+02^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Observations | 310,183 | 310,183 | 310,183 | 310,183 |

Table 3.2: Multivariate linear regression results on user session time $\square$

[^23]|  | User connection count of target apps |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) |
| Topic_Similarity (0^1) | $\begin{gathered} \hline \hline 5.1517^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} 9.255 \mathrm{e}+00^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} \hline \hline 8.018898^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} 8.939 \mathrm{e}+00^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Num_Rates_Source |  | $\begin{gathered} -1.393 \mathrm{e}-03^{*} \\ (0.0525) \end{gathered}$ |  | $\begin{gathered} 2.271 \mathrm{e}-03 \\ (0.116667) \end{gathered}$ |
| Num_Rates_Target |  | $\begin{gathered} -4.128 \mathrm{e}-04^{* *} \\ (0.0500) \end{gathered}$ |  | $\begin{gathered} -3.627 \mathrm{e}-04^{*} \\ (0.088721) \end{gathered}$ |
| Avg_Rate_Source (1~5) |  | $\begin{gathered} 3.134 \mathrm{e}+00^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |  | $\begin{gathered} 3.650 \mathrm{e}+00^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Avg_Rate_Target (1~5) |  | $\begin{gathered} 3.999 \mathrm{e}+00^{* * *} \\ (3.94 \mathrm{e}-15) \\ \hline \end{gathered}$ |  | $\begin{gathered} 4.259 \mathrm{e}+00^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Days_Regist_Source |  |  | $\begin{gathered} -0.008145 * * * \\ (5.65 \mathrm{e}-07) \end{gathered}$ | $\begin{gathered} 1.146 \mathrm{e}-02^{* * *} \\ (0.000107) \end{gathered}$ |
| Days_Regist_Target |  |  | $\begin{gathered} 0.006517^{* * *} \\ (2.38 \mathrm{e}-09) \end{gathered}$ | $\begin{gathered} 6.057 \mathrm{e}-03^{* * *} \\ (7.60 \mathrm{e}-08) \end{gathered}$ |
| Days_Update_Source |  |  | $\begin{gathered} 0.029420 * * * \\ (9.27 \mathrm{e}-09) \end{gathered}$ | $\begin{aligned} & 9.692 \mathrm{e}-03^{*} \\ & (0.084234) \end{aligned}$ |
| Days_Update_Target |  |  | $\begin{gathered} -0.053952^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ | $\begin{gathered} -5.477 \mathrm{e}-02^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| File_Size_Source |  |  | $\begin{gathered} 0.091901^{* * *} \\ (2.26 \mathrm{e}-13) \end{gathered}$ | $\begin{gathered} 3.489 \mathrm{e}-02^{* *} \\ (0.034796) \end{gathered}$ |
| File_Size_Target |  |  | $\begin{gathered} 0.022574^{* * *} \\ (3.20 \mathrm{e}-06) \\ \hline \end{gathered}$ | $\begin{gathered} 2.057 \mathrm{e}-02^{* * *} \\ (2.41 \mathrm{e}-05) \end{gathered}$ |
| Intercept | $\begin{gathered} 4.0839^{* * *} \\ (<2 \mathrm{e}-16) \\ \hline \end{gathered}$ | $\begin{gathered} -2.586 \mathrm{e}+01^{* * *} \\ (<2 \mathrm{e}-16) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 2.164251^{* * *} \\ (0.00144) \\ \hline \end{gathered}$ | $\begin{gathered} -3.417 \mathrm{e}+01^{* * *} \\ (<2 \mathrm{e}-16) \end{gathered}$ |
| Observations | 310,183 | 310,183 | 310,183 | 310,183 |

Table 3.3: Multivariate linear regression results on user connection count $\square$

[^24]the current apps they are using. This result can be a basis for a recommender system to introduce new apps to users according to the topic similarity.

Empirical results also show that various individual app characteristics have significant impacts on app engagement. First, the effects of average ratings of both source (Avg_Rate_Source) and target (Avg_Rate_Target) apps are significantly positive. This finding indicates that apps with better quality are more attractive to the customers, which follows intuition. An interpretation on the source app quality effect can be that promotions from high quality apps are perceived to be more reliable to the customers, which leads to high user engagements. A similar phenomenon can be found in job markets: applicants recommended by well established people are more likely to be accepted by the recruiters.

We do not observe consistent effects of app popularity on the ad effectiveness (Num_Rates_Source and Num_Rates_Target). Target apps are usually new in the market, so the rate counts may not matter. However, it is interesting that even the source app's popularity does not have consistent effects. This may indicate that ads should be placed with the "right" apps, not the "popular" ones.

Next we consider developer-given variables. The target app's age (Days_Regist_Target) has a significantly positive impact on user engagement. An interpretation can be that apps that have survived in the market for a long time have intrinsic values in them. The number of days since last update (Days_Update_Target) has a significantly negative impact on engagement. In other words, target
apps with infrequent updates are less likely to keep the customer's attention. This may suggest that app developers should actively respond to their customers' feedback and add new features to their products. Results show that source apps' age-related variables do not have consistent effects. Lastly, the file size of target apps (File_Size_Target) has a significantly positive effect in all the models, indicating that well-made apps are more likely to increase user engagements.

### 3.6 Matching Mechanism Design

We design a matching mechanism for cross promotions, followed by the model introduced in Section 3.3. Given the set of target apps that want to be advertised and the set of source apps who can provide real-estate for cross promotions, the platform should decide an assignment to meet the requirements from sources and targets. We leverage the model on ad effectiveness to calculate the expected utility of each app pair. There are three main issues to consider in designing the matching mechanism: utility transferability, information structure, and monogamy.

We first discuss the utility of matchings. In the literature on marriage matching market [38], the utility of each side is separated as compensating transfers are not allowed. However, in the cross promotion market, utility can transferred from targets to sources according to the performance of the promotions. This is similar to the model from Shapley and Shubik [97]. A target app's gained utility of a match can be interpreted as the engagement
levels of the users achieved by the matched cross promotions. The utility of a source app is the reward it gets when one of its users installed the target. Based on the empirical results in Section 3.5, we define the utility of a potential app match to be the ad effectiveness given by Equation 3.3.1.

The next design issue is about the information structure. We assume that perfect and cost-less information about potential matches is available to all participants. In other words, each target (source) app is aware of the potential utility achievable from all possible source (target) apps. This is a reasonable assumption because all the variables (text descriptions, ratings, ages, etc.) needed to estimate the ad effectiveness are public information available in the app markets.

Lastly, we assume monogamous matching in cross promotions: one target (source) can be assigned to at most one source (target). In most cases, the platform should perform one-to-one matchings. However, some promotions involve multiple target apps where a popular source app hosts multiple cross promotions simultaneously. This scenario can be modeled as many-to-one matchings as in job markets, where multiple employees can work for a single company 60].

In summary, the app matching problem can be considered a frictionless one-to-one matching with transferable utilities.

Now we formally design the matching mechanism. Let $S$ be the set of source apps where ads can be placed and let $T$ be the set of target apps to
advertise. Then let $u_{s, t}$ be the utility of a match between source $s$ and target $t$. Note that the utility is transferred so the gained utility value is given by a pair of apps. Then let $u_{0, t}$ be the utility that target $t$ receives if no ads are placed in any source app. We assume that apps get zero utility if they are not matched with any other apps ( $u_{0, t}=0$ and $\left.u_{s, 0}=0\right)$. We define the match assignment indicator, $m_{s, t}$, such that $m_{s, t}=1$ if and only if source $s$ is advertising target $t$ and $m_{s, t}=0$ otherwise. Then, following [37, 97], a stable assignment can be obtained by solving an integer linear programming (LP) problem as below:

$$
\begin{equation*}
\max _{m_{s, t}} \sum_{s \in S} \sum_{t \in T} m_{s, t} u_{s, t} \tag{3.6.1}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{t \in T} m_{s, t} \leq 1, s=1,2, \ldots, S  \tag{3.6.2}\\
& \sum_{s \in S} m_{s, t} \leq 1, t=1,2, \ldots, T \tag{3.6.3}
\end{align*}
$$

The solution of this LP can serve as a recommended matching for cross promotions. Note the inequality in the constraints (3.6.2) and (3.6.3): As the number of sources and that of targets can be different, some apps may not be matched for cross promotions.

There are a few remarks about the problem. The first issue is about stability of the matching. An assignment is said to be stable if there is no app that would rather not be matched and if there are no two apps that would prefer to form a new matching for cross promotion. From Shapley and

Shubik [97], it is shown that the assignment obtained by solving the LP is stable. In other terms, this app match assignment has the core property from cooperative game theoretic perspective (Chapter 9 in [79]; [106]) ${ }^{12}$ The core is the set of assignments that cannot be improved by the deviation from any subset of players. In other words, there are no source or target app developers who can achieve better utility by deviating from the assignment proposed by the platform. This property secures the authority of the platform.

One can actually assume that the assignment indicator, $m_{s, t}$, can be real numbers, instead of integers. Intuitively, $m_{s, t}$ can be interpreted as the probability of source $s$ being matched to target $t$. However, it is shown that the constraint matrix of the LP assignment problem is totally unimodular, thus all extreme points are integers [81]. In other words, the solution of the LP always gives the results with all $m_{s, t}$ being zero or one.

The next remark is that the assignment problem is defined as a standard LP, where we want to find a vector that maximizes the objective function (3.6.1) with the constraints $(3.6 .2)$ and (3.6.3). Therefore, we can use a standard tool of LP: duality theory, which says that every maximization problem, called primal, can be converted into a dual minimization problem. Aggregate utility maximization that decides the assignments is a dual cost minimization

[^25]problem that determines the set of possible divisions of the gained utility. Specifically, we define a dual variable $x_{s}$ for each constraint (3.6.2) and a dual variable $y_{t}$ for each constraint (3.6.3). Then the dual program is given as follows:
\[

$$
\begin{equation*}
\min _{x_{t}, y_{s}}\left(\sum_{s \in S} x_{s}+\sum_{t \in T} y_{t}\right) \tag{3.6.4}
\end{equation*}
$$

\]

subject to

$$
\begin{gather*}
x_{s}+y_{t} \geq u_{s, t}, s \in S, t \in T  \tag{3.6.5}\\
x_{s} \geq 0, y_{t} \geq 0 \tag{3.6.6}
\end{gather*}
$$

The optimal values of $x_{s}$ and $y_{t}$ can be interpreted as the prices of the constraint in the original maximization problem (the primal). Then $x_{s}+y_{t}=$ $u_{s, t}$ if the match is formed, and $x_{s}+y_{t} \geq u_{s, t}$ otherwise. This dual LP can serve as a mechanism to recommend the prices of app matches according to their competitive advantage. In other words, $x_{s}$ can be the price to pay the source app in order to conduct a cross promotion and $y_{t}$ can be the price for the target. Note that payments from targets to sources are conditional on the number of downloads achieved, which is different from the fixed price case in Kelso and Crowford 60].

With the proposed LP based matching mechanism, we conduct a counterfactual analysis to produce optimal matching. From the empirical analysis from Section 3.5, we learn the parameters for Equation 3.3.1 in Section 3.3.

We use this model to calculate the predicted utility values for all possible matches $\left(u_{s, t}\right)$. Using the GNU Linear Programming Kit (GLPK), we run the primal LP to find the optimal assignment $\left(m_{s, t}\right)$. It turns out the assignment obtained from the LP gives much higher predicted utility value than the current matching in the promotion data: The existing matching in the data gives an average utility of 0.189 for each app pair. As a comparison, the average utility of all possible app pairs is 0.204 , which shows the suboptimality of the current matches. Furthermore, the matching obtained by the LP achieves an average predicted utility value of 0.679 , which is a $260 \%$ improvement from the baseline. This counterfactual analysis shows that the proposed matching algorithm can achieve both stability and improved effectiveness. One may argue about the accuracy of the predicted utility values. Thus we plan to conduct a randomized field experiment to compare the performance of different matchings.

### 3.7 Conclusion and Future Directions

In this chapter, we study cross promotion in the mobile app market. As compared with other user acquisition channels such as organic growth and mobile display ads, cross promotion shows suboptimal ad effectiveness in terms of user engagement. However, it has also shown that carefully matches source and target apps can significantly improve the ad effectiveness. We built a model to identify significant factors that contribute to better app matching. Empirical results show that app similarity, measured by app descriptions' topic
model, has a significantly positive effect to improve tad effectiveness. Lastly, we proposed a matching mechanism for cross promotions to achieve stable app matching with improved ad effectiveness.

From the modeling perspective, we assume a frictionless one-to-one matching in cross promotion markets. We plan to extend our studies by relaxing some assumptions. For the information structure, some variables related to matching effectiveness can be privately shared. Also, source apps can host multiple targets simultaneously, thus we may extend the model to the many-toone matching market. Eventually, we may consider many-to-many matching markets as one target app can perform promotions on multiple source apps and a single source app may advertise multiple targets.

Mobile app market is highly dynamic: new apps enter the market, existing ones disappear or update themselves with new features, and app demands change rapidly. Thus our matching model can be extended to capture the dynamics of the market [7, 4].

## Chapter 4

# Strategic Network Formation in a Location-Based Social Network: A Topic Modeling Approach 

### 4.1 Introduction

Social networks have long been regarded as a driving force in shaping individual behavior. A large body of literature explored the role of social networks in product adoption [10, 83], peer-to-peer (P2P) lending [69], financial markets [28], technology usage [114], prediction markets [87], music and video consumption [39, 109, 14], and online dating [13]. In most of the previous literature, social networks are treated as exogenously given and remain fixed for the duration of the studies. This assumption ignores the effects of the dynamic nature of network formation in real-world social networks [50]. Therefore, it is critical to understand the determinants of network formation.

In the chapter, we examine the main determinants of network formation in a location-based social network. Recently, mobile devices have offered geographic localization capabilities that enables location sharing with their friends [64, 88]. People check-in at restaurants using a mobile website, text

[^26]messaging, or a device-specific application in order to have their check-ins posted on their social network accounts (e.g., Foursquare, Facebook Place, or Google+). In this chapter, we focus on estimating a structural model for network formation based on individual choices motivated by utility maximization. This approach is on the basis of game-theoretic models of network formation, also known as strategic network formation models [58, 57, 26, 98] or actorbased models [105] in the literature. In our structural model, we assume that a pair of users forms a link if both individuals view the link as beneficial and that the social network is the equilibrium outcome of strategic interactions among users $\uparrow^{\top}$ Essentially, the process of our network formation is a stable matching (94].

In the computer science and statistical physics literature, network formation has been studied as a link prediction problem rather than statistical inference. Pioneer work from Liben-Nowell and Kleinberg [68] explored various pairwise node proximity measures constructed from graph structures to predict future links in online social networks. For link prediction in a location-based social network, Scellato, Noulas, and Mascolo 95 used co-check-in records to extract common interests of two users, and Allamanis, Scellato, and Mascolo [5] incorporated the geographic distance between users. Our work takes one step forward to build topic model-based user proximity from users unstructured text information.

[^27]The contribution of this chapter is threefold: We build a structural model for strategic network formation, introduce various user similarity measures to support the model, and empirically estimate the statistical significance of the introduced variables. As a result, we find evidence on homophily effect in friendship creation of location-based social networks.

First, from the modeling perspective, we propose a structural model of strategic network formation in location-based social networks. Compared with other empirical approaches of network formation, such as exponential random graph models (ERGMs), our structural model has several advantages. (1) Strategic network formation has solid microfoundations: The links are the results of individual choices, and the rule for forming a link requires that both potential partners derive positive net utility from the link. The utility function for each user is defined by individual characteristics as well as user similarity measures. Therefore, a structural model based on strategic network formation is more useful for policy evaluation and counterfactual analysis 98. The estimated parameters of our strategic network formation model are consistent by using the method of maximum likelihood estimation. In contrast, some other empirical approaches of network formation do not consider the underlying economic incentives. Thus it is not clear why the parameters of these models should remain the same in new settings with a different number of nodes, or a different distribution of characteristics [26]. (2) The estimation using other approaches may not be computationally feasible or consistent in a large network [23].

The second contribution is to build four user similarity measures to capture various aspects of location-based social networks: unstructured biography texts, geographic location, common check-in activities, and short messages (i.e., tweets).

The first similarity measure is based on user biography texts. Many social networks allow users to describe their interests in plain sentences. The issue is how we incorporate the unstructured text information and produce similarity metrics between users. Our novel approach is to apply latent Dirichlet allocation [18] topic modeling to the text corpus of user biography texts. With a topic model, each user can be presented as a topic vector, where each topic is an automatically generated user feature dimension that can be easily understood. Then pairwise user similarity is constructed with the cosine similarity between topic vectors. Joseph, Tan, and Carley [59] constructed topic models of Foursquare check-in data to identify different user groups such as tourists and local communities. Wu [116] computed the diversity of information content using the dissimilarities of the topics. Singh, Sahoo, and Mukhopadhyay [102] analyzed the key words that occur in blog articles using a topic-modeling approach. The next user proximity measure is based on geographic location of users to capture the unique feature of location-based social networks. Specifically, we calculate pairwise user distances based on the coordinates of the users hometowns. Many studies of social networks have found the evidence of correlation between geographic distance and the likelihood of friendship creation [11, 5]. Pool, Stoffman, and Yonker [86] constructed
a distance measure using residential addresses to proxy for social interaction among fund managers. Zheng et al. [120] used GPS trajectory data to get user similarities to better recommend friends and places.

Besides the home locations, the check-in records are used to the construct our third proximity measure. The locations at which a user checks in implicitly indicate the users taste [112]. And the commonality of check-in points of a pair of users can be a good predictor of link formation [95]. Actually, this way of measuring common activities between users is the basis for collaborative filtering-based recommender systems [70]. We use a simple normalized check-in intersection measure to identify users with similar tastes.

The last user proximity metrics are based on tweets, which are short messages users generate to express themselves. Recent studies show that researchers can extract useful information from the content of tweets [84]. The hypothesis is that if a pair of users say similar words and post about the same topics, they are likely to be actual friends. Note that we do not claim the causality of the two variables. We operationalize the tweet-based proximity by following the same approach used in biography-based metric.

The third contribution is to empirically estimate the structural model using a large data sample of a location-based social network: Gowalla. The data includes more than 35 million check-in activities of 385,306 users at three million different locations. The empirical analyses show statistical significance of proposed similarity measures to the network formation. This is reminiscent of the importance of homophily [30, 9]: People with similar backgrounds
are more likely to form links with each other. Our empirical estimation goes beyond location-based service and applies to other settings of social network formation. For example, ResearchGate, a social network for scientists and researchers, can use topic modeling to process titles and abstracts of research papers, and can recommend new possible co-authorship links based on our structural estimation [111]. In the context of online dating, biographic information can be used in estimating a similar network formation model. The present study is potentially useful for practitioners in understanding how to predict and affect network formation. The business value of information technology has been documented in the literature [75, 15]. Our research highlights the role of a tight integration of topic modeling and location-based technology in providing friend recommendation.

The remainder of the chapter is organized as following: In Section 4.2, we present our structural model for strategic network formation in locationbased social networks. Section 4.3 defines user proximity measures as the independent variables for the model. Our Gowalla data collection is described in Section 4.4. We show the results from the empirical analyses in Section 4.5 and conclude the chapter with future directions in Section 4.6 .

### 4.2 Structural Model of Social Network Formation

In this section, we present a structural model for strategic network formation. Users are linked to each other according to a location-based social network. The undirected social graph $\Gamma=(N, L)$ is given by a finite set of
nodes $N=1,2, \ldots, n$ and a set of links $L \subseteq N \times N$. Each node represents a user using location-based services. The social connections between the users are described by an $n \times n$ dimensional matrix denoted by $g \in\{0,1\}^{n \times n}$ such that:

$$
g_{i j}= \begin{cases}1, & \text { if } \mathrm{i} \text { and } \mathrm{j} \text { are friends }, \\ 0, & \text { otherwise }\end{cases}
$$

. In other words, $g_{i} j=1$ if and only if users $i$ and $j$ are friends; otherwise, $g_{i} j=0$. Let $N_{i}(g)=j \in N: g_{i j}=1$ represent the set of friends of user $i$.

Given the current state of the location-based social network $\Gamma$, the utility of consumer $i$ is

$$
\begin{equation*}
U_{i}=\sum_{j=i}^{n} g_{i j} u_{i j} \tag{4.2.1}
\end{equation*}
$$

, where $u_{i} j$ is the utility user $i$ obtained if a link between users $i$ and $j$ is formed. The utility $u_{i j}$ is given by a linear functional form:

$$
\begin{equation*}
u_{i j}=\alpha_{0}+\alpha_{1}^{\prime} X_{i}+\alpha_{2}^{\prime} S_{i j}+\epsilon_{i j} \tag{4.2.2}
\end{equation*}
$$

where $X_{i}$ represents individual characteristics of user $i$ (e.g., hometown), and $\epsilon_{i j}$ is individual taste heterogeneity when users $i$ and $j$ form a link, and is independent across all pairs $(i, j)$. We assume that $\epsilon_{i j}$ follows a type I extreme value distribution. Each user can observe her own taste heterogeneity $\epsilon_{i j}$, but the researcher cannot. The vector $S_{i j}$ captures the similarity between consumers $i$ and $j$, and it is symmetric that is, $S_{i j}=S_{j i}$. The parameter $\alpha_{2}$ measures the effect of homophily: the tendency of individuals to associate with others who are similar [30, 9]. In our context, the quantifiable similarity measures include the geographical distance between individuals hometowns,
the user biography similarity constructed by topic models, the user preference similarity exploited from the users check-in information, and the tweet-based proximity. It is worthwhile noting that although users check-in information could be a good predictor for network formation ${ }^{2}$ constructing similarity measures using check-in data should be done with care. The endogeneity concern arises when the current state of social network structures can also affect users check-in behavior: A consumer is more likely to check in at the restaurants her friends have visited before because of observational learning [88]. We will describe how to construct this measure in detail, together with other similarity measures, in Section 4.3.

For notation simplicity, we denote $U_{i}=U_{i}\left(g_{i j}, g_{-i j}, X_{i}, \epsilon_{i}\right)$, where $g_{-i j}$ is the network by removing link $i j$. The individual heterogeneity $\epsilon_{i}=\left(\epsilon_{i 1}, \epsilon_{i 2},, \epsilon_{i, i-1}, \epsilon_{i, i+1},, \epsilon_{i n}\right)$. The marginal utility of user $i$ of forming a link with user $j$ is given by:

$$
\begin{equation*}
\Delta U_{i j}=U_{i}\left(g_{i j}=1, g_{-i j}, X_{i}, \epsilon_{i}\right)-U_{i}\left(g_{i j}=0, g_{-i j}, X_{i}, \epsilon_{i}\right)=u_{i j} \tag{4.2.3}
\end{equation*}
$$

Following the literature on strategic network formation [58, 98], the decision of forming a link in a location-based social network is based on the marginal utility derived from the link. Users $i$ and $j$ will form a link if both of them obtain positive utility from the link: $\Delta U_{i j} \geq 0$, and $\Delta U_{j i} \geq 0$. This equilibrium concept comes from pairwise stability [58]. Note that the concept of pairwise stability is different from a Nash equilibrium. Even if $\Delta U_{i j} \geq 0$, and

[^28]$\Delta U_{j i} \geq 0$, a user could choose not to form a link in a Nash equilibrium. The reason is that rejection is always a weakly dominant strategy given the partner chooses not to form a link. In the present study, we focus on the case that the individual utility obtained from forming a link is not transferable. In other words, the link formation rule requires the agreement of both users. Christakis et al. [26] discussed the transferable case that allows for cooperative behavior through the possibility of transfers. More specifically, in order to form a link, a user can use her surplus to compensate her partner for the loss. It is also worth noting that Comola and Fafchamps 29] pointed out a potential issue in many empirical studies relying on self-reported survey questions to elicit social networks: when two individuals are asked about the friendship link between them, their responses might be discordant, that is, person $A$ cites person $B$ but person $B$ does not cite person $A$. It is not clear whether the underlying link formation process is bilateral or unilateral. In contrast, an advantage of our location-based social network is that it does not suffer from a lack of clarity on link formation rule: links are generated by a bilateral network formation process $\stackrel{3}{3}^{3}$

Combining equations 4.2.2 and 4.2.3, we can obtain:

$$
\begin{equation*}
\Delta U_{i j}=u_{i j}=\alpha_{0}+\alpha_{1}^{\prime} X_{i}+\alpha_{2}^{\prime} S_{i j}+\epsilon_{i j} \tag{4.2.4}
\end{equation*}
$$

[^29]Because $\epsilon_{i j}$ follows a type I extreme value distribution,

$$
\begin{equation*}
\ln \frac{\operatorname{Pr}\left(\Delta U_{i j} \geq 0\right)}{1-\operatorname{Pr}\left(\Delta U_{i j} \geq 0\right)}=\alpha_{0}+\alpha_{1}^{\prime} X_{i}+\alpha_{2}^{\prime} S_{i j} \tag{4.2.5}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\operatorname{Pr}\left(\Delta U_{i j} \geq 0\right)=\frac{\exp \left[\alpha_{0}+\alpha_{1}^{\prime} X_{i}+\alpha_{2}^{\prime} S_{i j}\right]}{1+\exp \left[\alpha_{0}+\alpha_{1}^{\prime} X_{i}+\alpha_{2}^{\prime} S_{i j}\right]} \tag{4.2.6}
\end{equation*}
$$

The probability of forming a link between users $i$ and $j$ is given by

$$
\begin{gathered}
\operatorname{Pr}\left(\Delta U_{i j} \geq 0\right) \cdot \operatorname{Pr}\left(\Delta U_{j i} \geq 0\right)= \\
\frac{\exp \left[\alpha_{0}+\alpha_{1}^{\prime} X_{i}+\alpha_{2}^{\prime} S_{i j}\right]}{1+\exp \left[\alpha_{0}+\alpha_{1}^{\prime} X_{i}+\alpha_{2}^{\prime} S_{i j}\right]} \cdot \frac{\exp \left[\alpha_{0}+\alpha_{1}^{\prime} X_{j}+\alpha_{2}^{\prime} S_{i j}\right]}{1+\exp \left[\alpha_{0}+\alpha_{1}^{\prime} X_{j}+\alpha_{2}^{\prime} S_{i j}\right]}
\end{gathered}
$$

We construct the log likelihood function to estimate the empirical model for strategic network formation:

$$
\begin{gathered}
\ln L(\theta)= \\
\ln \prod_{i=1}^{n-1} \prod_{j=i+1}^{n}\left[\operatorname{Pr}\left(\Delta U_{i j} \geq 0\right) \cdot \operatorname{Pr}\left(\Delta U_{j i} \geq 0\right)\right]^{g_{i j}} \cdot\left[1-\operatorname{Pr}\left(\Delta U_{i j} \geq 0\right) \cdot \operatorname{Pr}\left(\Delta U_{j i} \geq 0\right)\right]^{1-g_{i j}}
\end{gathered}
$$

where $g_{i j}=1$ if users $i$ and $j$ are friends; otherwise, $g_{i j}=0$. Our estimates of the parameters are chosen to satisfy:

$$
\begin{equation*}
\hat{\theta}=\left(\hat{\alpha_{0}}, \hat{\alpha_{1}}, \hat{\alpha_{2}}\right)=\underset{\alpha_{0}, \alpha_{1}, \alpha_{2}}{\arg \max } \ln L(\theta) . \tag{4.2.7}
\end{equation*}
$$

To summarize, the parameters to estimate include a vector of coefficients of individual characteristics, $\hat{\alpha}_{1}$, a vector of coefficients estimating the effects of similarity measures (homophily), $\hat{\alpha}_{2}$, and a constant term $\hat{\alpha}_{0}$.

### 4.3 User Proximity

In this section, we describe how various similarity measures in the structural model are operationalized in the context of location-based social networks. Specifically, four similarity or distance measures are defined with the following user features: biography text, hometown location, check-in spots, and tweets.

First, we introduce a user proximity measure based on topic models of user biography texts, which is one of the novel contributions in the work. We hypothesize that a pair of users with similar biographies is likely to form a link. The challenge is how we quantify the similarity of unstructured texts. Our approach is to use latent Dirichlet allocation [18] to construct topic models with users biographies as the input corpus. Among various text analysis algorithms, we use a topic modeling approach because it transfers documents into vectors of topics, where each topic is an automatically defined user feature dimension that can be easily interpreted.

Once the topic model is built, each users biography text can be transformed to a vector where each entry represents the weight associated to a specific topic. Given two users biography texts, a pairwise proximity value can be calculated by cosine similarity of the topic vectors from biographies (bio_topic_similarity). Shi, Lee, and Whinston [99] used a similar approach to quantify business proximity between firms. The resulting similarity values range from 0 to 1 , where larger values indicate that two user have similar biographies. Our expectation is that this similarity has positive impacts on
link formation. Lee, Lee, and Whinston 62 also adapted topic-model based proximity measure to quantify mobile app similarity.

The second covariate takes advantage of geographic location, which is a unique feature of location-based social services. Specifically, we measure the geographical distanc $4^{4}$ in kilometers between two users hometowns (hometown_distance). We expect this distance to have negative impact on link formation model, especially in case of inter-city relationships. Thus we use this covariate only when the user data is in state, region, or national level.

Common check-in information is used to construct the third similarity measure. If two users share many check-in spots, the likelihood of link formation is expected to increase for the following two reasons: (1) sharing more spots increases the chance of meeting and (2) the fact that they share spots means that they share common interests. Some may argue that shared spots are affected by the existing friendships. Thus we try to avoid a potential endogeneity issue by considering only the check-in records that took place before the social graph snapshot time. Given two users check-in spots, we calculate the similarity by the ratio between the intersecting spots and the union of two spot sets (co_checkin). We use the ratio for normalization. The values range from 0 to 1 , where 1 indicates that two users checked in exactly at the same spots. A similarity approach is widely used in other social networks with users and items. For example, co-liked page can be used in Facebook and

[^30]co-purchased items can be used in Amazon.
The last user similarity is calculated by another source that reveals a users interests: tweets. Location-based social networks encourage users to connect their accounts to external social networks like Twitter. Following a similar approach with biography similarity, we first build topic models with tweets, then calculate cosine similarity between two tweet topic vectors (tweet_topic_similarity). One thing to note is that all the tweets from one user are combined to form a single document in the topic model.

### 4.4 Gowalla Data

Gowalla is the main data source for the empirical analysis of strategic network formation. It was a location-based social network service, launched in 2009 and closed in 2012 after Facebooks acquisition. With its mobile apps available in major platforms, Gowalla allowed mobile users to check in at spots $5^{5}$ that they visited and to share their check-in activities with friends. Competitive services have included Foursquare, Brightkite, and Loopt (note that Foursquare is the only one still available in the market). Larger social networks such as Facebook and Google+ have also adopted check-in features.

Check-in is an on-demand event created by a user only when he or she likes to share it with others. Thus a check-in reveals a lot about the individual. For example, the category of the location (e.g., restaurant) can be used to infer

[^31]the users taste. Also, the geographic locations of the check-in points show the users mobility pattern such as home, workplace, and frequently visited places. Lastly, check-in times may reveal the diurnal and weekly patterns of users.

Gowallas social graph is undirected, as each friendship link is formed with mutual agreements. This is different than the case of Twitter, where users can follow others tweets even without the opponents approvals. Link formation can be affected by individual characteristics, which can be observed by check-in histories and user profiles. Conversely, the social network creates an environment of observational learning: People can explore previously unknown places by observing friends check-in activities.

### 4.4.1 Data Collection

We used Gowallas API to collect data about users, spots, check-ins, and the social graph. Firstly, we collected data of 385,306 users. Each user data includes first and last name, hometown (city, state, and country), text biography, website, Facebook identifier, Twitter identifier, friends count, and various activity counts. Note that there are missing values as the user voluntarily gives the data. For the users without explicit home information, we approximate the hometown by the location with the highest check-in count.

Secondly, we have a total of $3,101,620$ spots in the database. Each record consists of spot identifier, name, category, street address, city, state, country, latitude, and longitude. Again, missing fields do exist but we observed that spots in the U.S. mostly have complete information. Thus we focus on
U.S.-based users and locations in the analysis.

To our surprise, we were able to collect the whole trajectory of check-ins in Gowalla. The very first check-in was by Gowallas co-founder on January 21, 2009 at his house and the last event took place in Bangkok, Thailand on January 1, 2012. We collected $35,691,059$ check-in records $s^{6}$ that created a three-year time span. Each check-in entry indicates user identifier, spot identifier, spot name, latitude, longitude, and check-in timestamp. On average, each user checked in 92 times and each spot was visited more than 11 times.

Lastly, the social network, which is the dependent variable in our empirical analysis, consists of 63,982 user nodes and 95,974 friendship edges. The snapshot was taken over the course of May 2011. 7 The graph has a density of $0.0047 \%$, as there are more than two billion possible pairs. In addition to the Gowalla data, we collected tweets from Gowalla users to obtain richer text information. A total of 100,946 Gowalla users linked their accounts to Twitter to share their check-ins as tweets. Using Twitters API, 200 tweets from 79,979 users $\sqrt{8}^{8}$ are crawled, then 58,436 users tweets are used after filtering out non-English tweets.

[^32]
### 4.4.2 User Sampling

User data is sampled in the link formation analysis to achieve computational feasibility. ${ }^{9}$ In the analysis, we need to consider all possible user pairs, comparing to the realized friendship. The number of pairs is quadratic to the number of users, meaning that more than 74 billion pairs need to be analyzed if we consider all the users in the analysis. Leskovec and Faloutsos [67] showed that simple, uniform random node selection works well in graph sampling, and we follow this direction in user sampling.

We construct the sample data in city, state, region, and national levels. For city-level (Austin, TX; New York, NY; San Francisco, CA), we actually include all the users without sampling. In state-level analysis, we use the whole user samples for the states of Georgia and Illinois. Fifty percent sampling is used for the states of California and Texas. Then, user samples in regional divisions are constructed by combining multiple states according to the definition from the United States Census Bureau $\sqrt{10}$ For region 1 (Northeast) and 2 (Midwest), the sampling rate is $50 \%$, whereas the number is $20 \%$ for regions 3 (South) and 4 (West), due to large population in the data. Lastly, $10 \%$ sampling is used to construct U.S. national level data.

[^33]
### 4.4.3 Topic Models and User Proximity

We calculate four proximity measures based on the definitions in Section 4.3. First, for biography topic similarity, we construct topic models with 22,139 users biographies as the input document collection. We vary the number of topics $(10,20,30,50,100,200)$ to find that the 200 -topic model to yield the best topics. Note that we did not remove the stop words from the raw corpus to avoid bias issues. Table 4.1 gives a partial list of the resulting 200 topics along with the related keyword in each topic. ${ }^{11}$ Then the geographic distance between users hometowns coordinates ranges from 0.0 km but does not have the upper bounds. Large values observed are further than $3,000 \mathrm{~km}$. For co-check-in similarity measure, we consider only check-in records before 2011 because the social graph snapshot was taken in May 2011. Lastly, Table 4.2 shows a partial list of topics and keywords from Gowalla users recent tweets ${ }^{12}$

To illustrate the relationship between our proposed topic-based user similarities and friendship, we present two pairs of users who are friends and share similar topics, as listed in Figure 4.1. As in the first example, user \#143496 and user \#8122 are friends who show high similarity values in both topic models ( $60 \%$ in biography and $42 \%$ in tweets). The specific topics that contribute to the high similarity values are topic \#187 (open, source, advocate,

[^34]| Topic | Top Keywords |
| :--- | :--- |
| 0 | mobile, technologies, work, focused, company, software |
| 1 | culture, pop, fashion, art, blog, sports, film, editor |
| 2 | married, wife, beautiful, work, son, years, kids |
| 3 | little, time, funny, big, pretty, baby, friends |
| 4 | information, health, visit, dental, cosmetic, treatment |
| 5 | high, doors, custom, site, luxury, road, wine, quality |
| 6 | hosting, online, popular, money, dedicated, host, support |
| 7 | loves, lives, travel, tourism, beautiful, works, london |
| 8 | manager, content, strategist, community, consultant |
| 9 | creative, agency, founder, interactive, firm, co-founder |
| 10 | enthusiast, junkie, blogger, fan, internet, foodie, dad |
| 11 | help, businesses, build, helping, small, companies, online |
| 12 | write, live, lot, drink, play, work, eat, laugh, travel, movies |
| 13 | store, shop, online, vintage, owner, items, cowboy, person |
| 14 | gowalla, use, don, account, official, foursquare, know, push |
| 15 | development, management, working, personal, project, learning |
| 16 | really, think, want, sense, know, good, humor, outside, places |
| 17 | local, community, news, information, events, destination |
| 18 | good, food, beer, wine, friends, travel, great, eat, order |
| 19 | experience, services, years, online, leading, industry |
| 20 | born, girl, city, town, raised, small, live, country, enjoys |
| 21 | user, mac, iphone, experience, software, android, blogger |
| 22 | entrepreneur, founder, creative, strategist, blogger |
| 23 | art, creative, artist, fine, interested, original, making |
| 24 | band, guitar, rock, playing, player, work, plays, called |
| 25 | team, street, gowalla, member, elite, need, fan, using |
| 26 | live, xbox, websites, make, action, 360, apps, cars, play |
| 27 | tea, chocolate, ice, coffee, blue, black, photography |
| 28 | dad, friend, writer, nerd, son, brother, evangelist, fanatic |
| 29 | university, state, texas, science, research, studying |

Table 4.1: A partial list of 200 topic model of 22,139 Gowalla users' biography corpus.

| Topic | Top Keywords |
| :--- | :--- |
| 0 | google, apple, android, app, 2014, ios, phone, amazon, glass |
| 1 | win, enter, free, giveaway, chance, follow, entered, retweet |
| 2 | social, media, marketing, content, facebook, twitter, digital |
| 3 | kids, happy, family, little, school, birthday, baby, home, fun |
| 4 | beach, park, morning, sunset, beautiful, lake, view, travel |
| 5 | dallas, houston, texas, worth, nashville, rangers, dfw, fort |
| 6 | man, design, guys, yeah, app, @sketchapp, team, nice, dude |
| 7 | bitcoin, security, nsa internet, privacy, data, government, snowden |
| 8 | movie, star, film, episode, watch, wars, season, trailer |
| 9 | music, nowplaying, album, soundcloud, song, listening, live |
| 10 | help, join, support, share, donate, cancer, thx, water, world |
| 11 | washington, kansas, city, baltimore, virginia, lawrence |
| 12 | art, world, read, story, video, life, book, film, years |
| 13 | design, free, web, creative, nice, designers, awesome, app |
| 14 | oscars, watch, tonight, watching, happy, season, can't, amazing |
| 15 | oklahoma, okc, live, pandora, city, thunder, tulsa, broadcasting |
| 16 | yelp, checked, endomondo, los, angeles, trakt, watched, walking |
| 17 | code, web, using, use, javascript, awesome, google, app, api, open |
| 18 | video, @youtube, liked, youtube, vimeo, added, playlist, favorited |
| 19 | women, gay, men, marriage, court, scotus, yesallwomen, lgbt, supreme |
| 20 | game, games, play, xbox, playing, ps4, live, gaming, awesome, steam |
| 21 | [pic]:, park, center, house, bar, grill, ave, cafe, starbucks |
| 22 | nike, run, nikeplus, ran, running, pace, finished, miles, route |
| 23 | tonight, come, week, tomorrow, join, free, night, event, 2014 |
| 24 | data, big, open, @prismatic, analytics, science, research, map |
| 25 | space, science, video, mars, earth, nasa, solar, robot, launch |
| 26 | blog, post, business, marketing, tips, read, free, online, ways |
| 27 | austin, texas, sxsw, atx, antonio, san, acl, party, alamo, tacos |
| 28 | lastfm, artists, loved, soundhound, @hypem, tweeklyfm, shazam |
| 29 | vegas, las, phoenix, rewards, raleigh, casino, earning, arizona |

Table 4.2: A partial list of 100 topic model of 58,436 Gowalla users' tweet corpus.


Figure 4.1: Examples of friends with similar topics in biographies and tweets
software) for biography and topic \#17 (code, web, javascript) and topic \#45 (right, did, pretty, better) in tweets. One can expect that this friendship is related to web development and open software. The second pair of user \#39875 and user \#5279 has $42 \%$ similarity in biography and $62 \%$ in tweets. Sharing topics are topic \#177 (manager, community, founder, group, ceo, startup) in biography and topic \#2 (win, enter, free, giveaway) and topic \#91 (twitter, news, journalism, story).

### 4.5 Empirical Results

In this section, we present the empirical results estimated from our structural model of strategic network formation. Table 4.3 shows the main estimation results. As we introduced in Section 4.4, 10\% sampling is used to construct U.S. national level data in column 1 of Table 4.3. We find that the effect of bio topic similarity, bio_topic_similarity, on network formation is significantly positive. This result confirms homophily in location-based social networks: People with similar topic vectors from biographies are more likely to form links with each other. In the estimation, we use the robust z-statistics to deal with the concerns about the failure to meet standard regression assumptions, such as unknown heteroskedasticity. Column 1 of Table 4.3 also shows that the geographical distance between two users hometowns, hometown distance, has a negative impact on link formation. This result implies that physical distance matters in the case of intercity relationships and is consistent with the results shown in the prior literature: Allama-

| Variables | (1) | (2) | (3) | (4) | (5) | (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Baseline: U.S. $10 \%$ Sample 1 | New York NY | San Francisco CA | Austin TX | State of Illinois | State of Georgia |
| co_checkin | 3.861*** | 1.421*** | 3.124*** | 2.543*** | 4.359*** | $3.360^{* * *}$ |
|  | [4.791] | [2.993] | [4.747] | [23.79] | [3.644] | [5.444] |
| bio_topic | 1.353*** | 1.351*** | 1.773*** | 0.479* | 2.101*** | $2.108^{* * *}$ |
| _similarity | [3.035] | [2.643] | [2.774] | [1.728] | [2.606] | [3.760] |
| hometown | -0.000138*** |  |  |  | -5.87e-05* | -3.27e-05 |
| _distance | [-3.787] |  |  |  | [-1.737] | [-0.214] |
| region2 | $\begin{gathered} -1.926^{* * *} \\ {[-6.483]} \end{gathered}$ |  |  |  |  |  |
| region3 | $\begin{gathered} -1.694^{* * *} \\ {[-8.338]} \\ \hline \end{gathered}$ |  |  |  |  |  |
| region4 | $\begin{gathered} -0.854^{* * *} \\ {[-4.351]} \end{gathered}$ |  |  |  |  |  |
| Constant | -1.848*** | -2.540*** | -3.089*** | -2.844*** | -3.263*** | $-2.663^{* * *}$ |
|  | [-12.86] | [-31.74] | [-23.05] | [-77.69] | [-18.48] | [-17.44] |
| Observations | 62,128 | 8,128 | 6,670 | 49,770 | 5,995 | 3,828 |

Table 4.3: Estimated parameters of the structural model of strategic network formation a

[^35]nis, Scellato, and Mascolo [5] showed that the geographic distance is critical in predicting online social network formation. Lastly, we find that the similarity measure based on co-check-in activities, co_checkin, has a positive impact on network formation. The intuition of this result is that users who share similar location histories are likely to have common interests and behavior, and therefore are more likely to become friends. The similarity between users interests and behavior can be inferred from their location histories [95]. For instance, people who enjoy the same museum or hiking the same mountain can connect with each other to share their experiences. Oestreicher-Singer and Sundararajan [83] examine the effect of a co-purchase relation on sales in product networks. Our co-check-in similarity measure is conceptually similar to the co-purchase relation described in Oestreicher-Singer and Sundararajan [83]. It is worth noting that we cannot completely avoid the endogeneity issue due to a lack of information on the time of each link formation: the link formation between two users could also increase future co-check-in activities. However, because we use only the check-in records that took place far ahead of the time of our social graph snapshot to construct the measure, co_checkin, the endogeneity problem would be less of a concern.

In column 1 of Table 4.3, we also add U.S. regional dummies, which take the value one if the hometown of a user is in a corresponding region, and zero otherwise, as individual characteristics. In the analysis of city-level and state-level samples, columns 2-6 of Table 4.3 show that our main results are robust. A variety of additional robustness checks on the sample of state,

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :---: | :---: | :---: | :---: | :---: |
|  | U.S. 10\% | U.S. 10\% | State CA | State TX |
| Variables | Sample 2 | Sample 3 | Sample | Sample |
| co_checkin | $4.959^{* * *}$ | $15.357^{* * *}$ | $3.707^{* * *}$ | $3.106^{* * *}$ |
|  | $[9.679]$ | $[4.706]$ | $[7.502]$ | $[22.02]$ |
| bio_topic | $0.828^{* *}$ | $1.685^{* * *}$ | $1.723^{* * *}$ | $0.793^{*}$ |
| _similarity | $[1.987]$ | $[2.777]$ | $[3.016]$ | $[1.841]$ |
| hometown | $-0.000103^{* * *}$ | -0.000129 | $-0.000187^{*}$ | $-9.32 \mathrm{e}-05^{* *}$ |
| _distance | $[-2.705]$ | $[-0.833]$ | $[-1.767]$ | $[-2.059]$ |
| region2 | -0.612 | 0.171 |  |  |
|  | $[-1.562]$ | $[0.291]$ |  |  |
| region3 | -0.320 | 0.634 |  |  |
|  | $[-1.108]$ | $[1.231]$ |  |  |
| region4 | $0.670^{* * *}$ | 0.0217 |  |  |
|  | $[2.661]$ | $[0.0363]$ |  |  |
| Constant | $-3.326^{* * *}$ | $-4.139^{* * *}$ | $-3.518^{* * *}$ | $-3.266^{* * *}$ |
|  | $[-13.08]$ | $[-6.957]$ | $[-28.45]$ | $[-60.53]$ |
| Observations | 71,253 | 66,430 | 33,670 | 70,876 |

Table 4.4: Robustness checks of the structural estimation: U.S. and states $\square$

$$
{ }^{a} \text { Robust z-statistics in brackets, }{ }^{* * *} \text { : p < 0.01, **: p < 0.05, * p: < } 0.1
$$

region, and national levels in Tables 4.4 and 4.5 are provided. Almost all of the results are consistent with our expectation. The only exception is that the coefficient on the geographic measure, hometown_distance, in column 1 of Table 4.5 is positive, implying that the physical distance actually increases the likelihood of link formation in region 1 (Northeast). A possible explanation is that most of the users in this region are from the northeast megalopolis, the most heavily urbanized region of the United States, and population mobility is high within the megalopolis.

|  | $(1)$ <br> Region 1 <br> (Northeast) | $(2)$ <br> Regions 2 <br> (Midwest) | $(3)$ <br> Regions 3 <br> (South) | $(4)$ <br> Region 4 <br> (West) |
| :---: | :---: | :---: | :---: | :---: |
| Variables | $50 \%$ Sample |  |  |  |
| $50 \%$ Sample | $20 \%$ Sample | $20 \%$ Sample |  |  |
| co_checkin | $2.017^{* * *}$ | $4.393^{* * *}$ | $2.912^{* * *}$ | $5.571^{* * *}$ |
|  | $[4.227]$ | $[5.229]$ | $[7.917]$ | $[6.077]$ |
| bio_topic | $1.538^{* * *}$ | $1.349^{* *}$ | $1.484^{* *}$ | $1.324^{* *}$ |
| _similarity | $[3.244]$ | $[2.042]$ | $[2.333]$ | $[2.173]$ |
| hometown | $0.000143^{* * *}$ | -0.00112 | $-1.85 \mathrm{e}-05$ | $-1.80 \mathrm{e}-05$ |
| _distance | $[3.521]$ | $[-1.468]$ | $[-0.202]$ | $[-0.453]$ |
| Constant | $-3.384^{* * *}$ | $-3.191^{* * *}$ | $-3.893^{* * *}$ | $-3.440^{* * *}$ |
|  | $[-30.29]$ | $[-10.08]$ | $[-24.52]$ | $[-29.20]$ |
| Observations | 21,945 | 36,315 | 45,150 | 23,220 |

Table 4.5: Robustness checks of the structural estimation: Regions $\square$
${ }^{a}$ Robust z-statistics in brackets, ${ }^{*} * *: ~ p<0.01,{ }^{* *}: \mathrm{p}<0.05,{ }^{*}: \mathrm{p}<0.1$

In Table 4.6, we further explore the effect of the tweet-wise similarity measure based on topic models. As described in Section 4.3, we extract similarity information from each users 200 recent tweets. Table 4.6 shows that the effect of the tweet-wise similarity measure, tweet_topic_similarity, is positive. Two points are worth noting. First, the sample size in Table 4.6 has been significantly decreased because only one-fifth of Gowalla users linked their accounts to Twitter. Second, because of the restriction of Twitter API, ${ }^{13}$ we can only collect the most recent tweets instead of specifying the time window of tweets. Therefore, the estimation of the effect of the tweet-wise similarity measure might suffer from an endogeneity problem similar to the one

[^36]|  | $(1)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | U.S. | San Francisco | $(3)$ | $(4)$ | $(5)$ <br> Austin <br> TX |
| Variables | 10\% Sample | CA | State of <br> California | State of <br> Texas |  |
| co_checkin | $3.928^{* * *}$ | $3.375^{* * *}$ | $3.210^{* * *}$ | $5.116^{* * *}$ | $3.262^{* * *}$ |
|  | $[3.325]$ | $[3.192]$ | $[14.40]$ | $[8.256]$ | $[12.75]$ |
| bio_topic | $2.407^{* * *}$ | $2.257^{* * *}$ | $0.775^{* *}$ | $2.179^{* * *}$ | 0.141 |
| _similarity | $[3.236]$ | $[2.915]$ | $[2.281]$ | $[4.005]$ | $[0.308]$ |
| hometown | $-0.000619^{*}$ |  |  | $-3.48 \mathrm{e}-05$ | $-3.99 \mathrm{e}-05$ |
| _distance | $[-1.933]$ |  |  | $[-0.326]$ | $[-1.226]$ |
| tweet_topic | 0.232 | $1.075^{* *}$ | $2.014^{* * *}$ | $1.017^{*}$ | $0.762^{* * *}$ |
| _similarity | $[0.547]$ | $[2.277]$ | $[8.378]$ | $[1.742]$ | $[2.945]$ |
| region2 | -0.416 |  |  |  |  |
|  | $[-0.372]$ |  |  |  |  |
| region3 | 0.184 |  |  |  |  |
|  | $[0.322]$ |  |  |  |  |
| region4 | 0.00215 |  |  |  |  |
|  | $[0.00268]$ |  |  |  |  |
| Constant | $-3.228^{* * *}$ | $-3.689^{* * *}$ | $-3.682^{* * *}$ | $-3.942^{* * *}$ | $-3.036^{* * *}$ |
|  | $[-4.434]$ | $[-10.74]$ | $[-24.61]$ | $[-11.44]$ | $[-22.58]$ |
| Observations | 15,576 | 2,211 | 17,205 | 11,325 | 22,155 |

Table 4.6: Estimated parameters of the structural model of strategic network formation: Tweet topic models $\square$

[^37]|  | (1) | (2) | (3) |
| :---: | :---: | :---: | :---: |
|  | Actual number of formed links | Average predicted number of formed links | Counterfactual number <br> (No homophily) |
| Col 1 in Table 4.5 | 97 | 98.030 | 80.766 |
| Col 1 in Table 4.6 | 80 | 78.378 | 64.970 |
| Col 2 in Table 4.5 | 52 | 52.019 | 43.340 |
| Col 3 in Table 4.5 | 21 | 21.344 | 13.030 |

Table 4.7: Comparison between the actual number and predicted number of formed links $\square$

[^38]we discussed before: Network formation between users can affect their content of future tweets. In this sense, we do not claim that the coefficients on tweet_topic_similarity in Table 4.6 are estimated causal effects. These estimation results in Table 4.6 just provide an additional robustness check.

Like Christakis et al. [26], we compare the predicted networks with the actual networks to evaluate the goodness of fit. First, we look at the number of links formed by users. In columns 1 and 2 of Table 4.7, we compare the number of formed links in the actual networks with the predicted number. Note that in our structural model, the error terms $\epsilon_{i j}$ and $\epsilon_{j i}$ are drawn from a type I extreme value distribution, so the predicted number of formed links is affected by the randomness of the error terms. In order to compare with the actual networks, we calculate the average predicted number of formed links by drawing the error terms 100 times. The results in Table 4.7 show
that our structural model can predict accurately the mean number of formed links. Next, we compare the degree distribution. The results are presented in Tables 4.8, 4.9, 4.10, and 4.11. Although the predicted degree distribution is a little less skewed than the actual degree distribution, the prediction works well in general.

A major advantage of the structural approach is that it allows for interesting counterfactual analysis that is simply not possible with reduced-form regressions by recovering fundamental structural parameters [82]. A tight integration of structural modeling and location-based technology allows us to identify the parameters of the underlying individual choice model and conduct counterfactual analysis on the effect of homophily. If homophily is important in network formation, we would like to know what would happen if people do not care about the proximity measures based on bio topics and check-in records (no homophily exists), and evaluate the role of homophily. Column 3 of Table 4.7 shows the counterfactual number of formed links generated from our structural model when the coefficients on bio_topic_similarity and on co_checkin are zero. We find that the number of formed links has been decreased by about $20 \%$ if the effect of homophily does not exist. In other words, $20 \%$ of links are formed because of homophily.

### 4.6 Conclusion and Managerial Implications

In this chapter, we studied the strategic network formation in a locationbased social network. We built a structural model for network formation with

| Degree | Actual | Predicted |
| :---: | :---: | :---: |
| 0 | 280 | 219.16 |
| 1 | 52 | 92.03 |
| 2 | 6 | 28.12 |
| 3 | 6 | 9.28 |
| 4 | 2 | 2.92 |
| 5 | 1 | 0.89 |
| 6 | 1 | 0.44 |
| 7 | 0 | 0.11 |
| 8 | 1 | 0.04 |
| 9 | 0 | 0.01 |
| 10 | 1 | 0 |
| $\geq 11$ | 3 | 0 |
| Average Degree of Users | 0.550 | 0.555 |

Table 4.8: Actual degree distribution and predicted degree distribution: Social network shown in column 1 of Table 4.3

| Degree | Actual | Predicted |
| :---: | :---: | :---: |
| 0 | 304 | 254.51 |
| 1 | 54 | 93.43 |
| 2 | 11 | 23.32 |
| 3 | 4 | 5.26 |
| 4 | 1 | 1.25 |
| 5 | 0 | 0.17 |
| 6 | 0 | 0.04 |
| 7 | 2 | 0.02 |
| 8 | 1 | 0 |
| $\geq 9$ | 1 | 0 |
| Average Degree of Users | 0.423 | 0.429 |

Table 4.9: Actual degree distribution and predicted degree distribution: Social network shown in column 1 of Table 4.4

| Degree | Actual | Predicted |
| :---: | :---: | :---: |
| 0 | 95 | 56.76 |
| 1 | 16 | 46.41 |
| 2 | 5 | 18.32 |
| 3 | 4 | 5.41 |
| 4 | 2 | 0.89 |
| 5 | 2 | 0.2 |
| 6 | 0 | 0.01 |
| 8 | 2 | 0 |
| 14 | 1 | 0 |
| Average Degree of Users | 0.813 | 0.812 |

Table 4.10: Actual degree distribution and predicted degree distribution: Social network shown in column 2 of Table 4.3

| Degree | Actual | Predicted |
| :---: | :---: | :---: |
| 0 | 90 | 81.07 |
| 1 | 19 | 28.25 |
| 2 | 2 | 5.64 |
| 3 | 3 | 0.89 |
| 4 | 1 | 0.13 |
| 5 | 0 | 0.02 |
| 6 | 1 | 0 |
| Average Degree of Users | 0.362 | 0.369 |

Table 4.11: Actual degree distribution and predicted degree distribution: Social network shown in column 3 of Table 4.3
individual characteristics and pairwise user similarity. To construct the similarity values, we constructed topic models with two sets of text corpus - biography and tweets - that can reveal the users interest. In addition, geographybased proximity measures were used to incorporate the unique nature of a location-based social network. Based on the empirical analysis on Gowalla social network, we found evidence of the homophily effect on network formation.

The processes of network formation and peer influence are interconnected. First, without full understanding of the process of network formation, the observed relationship between network structure and influence could be spurious [14]. Second, the interconnected nature of network formation and peer influence has important managerial implications. If, for example, an individuals dining decision is significantly influenced by the characteristics and behaviors of her friends, then social recommendation based on our model of strategic network formation would have implications on the implementation of restaurants seeding strategies. Our user proximity measures constructed by topic modeling are statistically and economically relevant in friend recommendation in location-based social networks.

A limitation in our empirical study is that in reality the benefit of forming a link may depend on the presence of other links in the network - that is, the current network structure [26]. In our model, the formation of links depends only on individual user characteristics and pairwise user similarity measures. In other words, we assume pairwise independence between network links: The latent utility of forming each pairwise link is separable. Therefore,
in our maximum-likelihood estimation, the likelihood of the whole social network is the product of likelihoods from all pairwise links. As a future research direction, we can further examine the role of current network structures on the dynamic formation of links.

Another research direction is to estimate peer effects and network formation jointly under a unified model. When examining peer effects given an exogenous social network, researchers need to correct for possible endogeneity biases due to friendship selection 9]. Our present model provides a basis for understanding friendship selection, and a natural extension is to study a more complete structural framework of peer effects with endogenous network formation that can correct friendship selection biases.

## Chapter 5

## Conclusion

In this dissertation, we studied three link formation problems in mobile and economic networks: (i) company matching for M\&A and investment transactions in the high-tech industry, (ii) mobile app matching for cross promotion campaigns in the mobile app ad market, and (iii) online friendship formation in the mobile social networks. Each problem can be modeled as link formation problem in a graph, where nodes represent independent entities (e.g., companies, apps, users) and edges represent interactions (e.g., transactions, promotions, friendships) among the nodes. First, based on the underlying properties of each network, we proposed statistical models of link formations. Then, we introduced various dyadic proximity measures that quantify the closeness between matching entities, including the novel proximity constructed from latent Dirichlet allocation (LDA) topic models [18] of the entities' text descriptions. Finally, we conducted empirical analyses on large scale datasets (e.g., CrunchBase, IGAWorks, Gowalla) to find strong evidence that the proposed proximity measures have statistically significant impact on the link formation procedures.

This dissertation can provide insights on understanding the emerging mobile ecosystem in three different layers: users, apps, and firms. Our in-
ference results identified the determinants of the link formations in the three networks. As a future direction, we can leverage proposed proximity measures in predictive analytics to predict network evolution.
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