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Mobile legged robots have the potential to restructure many aspects of

our lives in the near future. Whether for applications in household care, en-

tertainment, or disaster response, these systems depend on high-performance

actuators to improve their basic capabilities. The work presented here focuses

on developing new high-performance actuators, specifically series elastic actu-

ators, to address this need. We adopt a system-wide optimization approach,

dealing with factors which influence performance at the levels of mechanical

design, electrical system design, and control. Using this approach and based

on a set of performance metrics, we produce an actuator, the UT-SEA, which

achieves leading empirical results in terms of power-to-weight, force control,

size, and system efficiency. We also develop general high-performance control

techniques for both force- and position-controlled actuators, some of which

were adopted for use on NASA-JSC’s Valkyrie Humanoid robot and were used

during DARPA’s DRC Trials 2013 robotics competition.
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Chapter 1

Introduction

1.1 Motivation and Objectives

Series Elastic Actuation (SEA), the practice of intentionally adding

compliance to actuator drivetrains (Pratt and Williamson, 1995), is a technol-

ogy which has recently experienced widespread growth in many areas associ-

ated with robotics. SEAs have been adopted for use in the fields of human-safe

compliant manipulation (Edsinger-Gonzales and Weber, 2004; Diftler et al.,

2011; Fitzgerald, 2013; Lens and von Stryk, 2013), exoskeletons (Veneman

et al., 2005; Kwa et al., 2009; Ragonesi et al., 2011; Safavi et al., 2011), active

human orthosis (Kong et al., 2009, 2012; dos Santos et al., 2013; Pott et al.,

2013) and prosthesis (Au et al., 2007; Zhu et al., 2010), haptic devices (Oblak

and Matjačić, 2011; Gillespie et al., 2014), laparoscopy (Basafa et al., 2009),

and microrobotics (Tokatli and Patoglu, 2011), among others. Perhaps the

most popular use for SEAs, though, is in the field of legged robotics. The

first application of series elastic actuators was in this field, owing largely to its

force sensing capabilities and its ability to absorb impacts without damage to

the rest of the actuator drivetrain (Pratt et al., 1997).

Since this early work, many researchers have proposed alterations or

1



enhancements to SEAs, often for use in the field of legged robotics (Robinson

et al., 1999; Hurst et al., 2004; Au et al., 2007; Curran et al., 2008; Hurst

and Rizzi, 2008; Tsagarakis et al., 2009; Thorson and Caldwell, 2011; Hut-

ter et al., 2011b; Parmiggiani et al., 2012; Grimes and Hurst, 2012; Slovich

et al., 2012; Lee et al., 2013; Wang et al., 2013). Most of this work intends to

compete directly with alternative actuation technologies, such as pneumatic

(Niiyama et al., 2007, 2010), hydraulic (Raibert et al., 2008; Semini, 2010), or

rigid electric actuators (Sakagami et al., 2002; Kaneko et al., 2011; Ito et al.,

2014). Driven by the prodigious demands of legged robots on their actuators,

a central but often implied theme unifying all of this work is the need for

high-performance1 actuation.

Given the significant interest in the performance of actuators for legged

robots, it is no surprise that the performance of these legged systems has re-

cently reached new levels. Boston Dynamics is at the center of this develop-

ment, consistently impressing the world with periodic YouTube2 videos show-

ing Bigdog (Raibert et al., 2008), Atlas, Wildcat, and other robots performing

dynamic legged locomotion. The development of many of these systems has

been funded by the Defense Advanced Research Projects Agency (DARPA)

for military applications. More recently though, DARPA created the DARPA

Robotics Challenge (DRC) (DARPA, 2013), an international competition be-

tween teams who built and programmed their robots to complete tasks related

1A definition of “performance” is provided in Section 1.2
2https://www.youtube.com/

2

https://www.youtube.com/


to civilian disaster response scenarios. The DRC Trials 2013 was held in De-

cember 2013 near Miami Florida and was largely considered a success (IEEE

Spectrum, 2013).

To further such developments, the work in this thesis focuses on im-

proving the state of the art in legged actuation, or more specifically, in high-

performance series elastic actuation. We cannot argue that SEAs are the best

actuation technology for all legged robotics applications. However, as we will

show in the next section, SEAs do present an attractive collection of actuation

traits, especially when overall system efficiency is a design target. Given the

tight coupling between series elastic actuation and legged robotics, it is no

stretch to believe that progress in one of these areas will benefit the other. At

the same time, progress in the performance capability of SEAs will certainly

benefit other areas of robotics as well.

1.2 State of the Art in High-Performance Actuators

Why study series elastic actuators? Hydraulic actuators are known

to possess higher power output per unit weight, and rigid electromagnetic

actuators can achieve better dynamic position tracking accuracy, so where

do compliant actuators fit in? Each actuation technology has its particular

niche where it exceeds other technologies. It is only after understanding the

particular needs of legged robotics and the metrics by which this application

can be characterized that the benefits of series elastic actuators become plainly

apparent. We present that list of metrics here.

3



1. Power-to-weight ratio. This is the most fundamental metric because

it defines a robot’s ability to move its mass and thus defines dynamic

performance limits. This metric is well recognized in characterizing ac-

tuator performance (Hollerbach et al., 1992).

2. Torque-to-weight ratio. Large torques and forces are required to sup-

port the many degrees-of-freedom found in legged systems and is often

a design target (Hollerbach et al., 1992; Seok et al., 2012). This metric

is necessary in our performance definition in order to exclude actuators

like standalone motors which produce high power (thus satisfying the

power-to-weight metric) only at high speeds.

3. Power-to-volume ratio. This is an important metric for versatile

robots because it relates to the size or bounding volume of an actuator.

Versatile robots require many actuated degrees-of-freedom (DOFs) in a

small space. Even if an actuator has excellent properties otherwise, if it

cannot be designed to fit within a confined volume, it will have limited

use in highly articulated robots.

4. Efficiency. An often neglected metric, defined as the ratio of mechanical

energy produced by a robotic system divided by the potential energy

it consumes, this metric defines a robot’s ability to operate for long

periods of time on a fixed energy source. DARPA recently recognized

poor actuation efficiency as a major bottleneck in many current legged

robots whose specific resistance (a measure of efficiency) is two orders of

4



magnitude worse than legged animals (DARPA, 2012).

5. Force control accuracy. A more generic metric which applies more

to actuators than to robots as a whole, controllable force resolution

and force tracking bandwidth together determine the degree to which

an actuator may be considered an ideal source of force/torque (Kong

et al., 2009). Force/torque sources are widely used by many control al-

gorithms in robotics and therefore is an important characteristic to con-

sider (Khatib, 1987; Pratt et al., 2001; Hogan, 1984; Sentis et al., 2013;

Hutter et al., 2013). Outside of legged robotics, accurate force control

is an essential characteristic in any field where a robotic system must

physically interact with a human (Kong et al., 2009, 2010). Additional

details on this metric can be found in (Robinson, 2000).

6. Mechanical Robustness. As it is considered here, robustness is the

sensitivity of an actuation technology to the damaging effects of impact

forces. While such forces may be mitigated through means of control

in some situations, in others, especially when there is environmental

uncertainty, a sudden impact should not cause physical harm to the

actuator.

7. Energy source density. For mobile robots, both the size and weight of

on-board energy are important factors to consider. Therefore, actuators

requiring potential energy that is not available in a dense form can be

difficult to use in these mobile systems.
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There are many ways of assessing the performance of a system based

on these metrics. The most basic (and arguably least informative) way of

assessing a system using these metrics is to score each metric based on the

system design specifications (a.k.a. datasheet performance). This method is

less informative than other methods because it only takes into consideration

the mechanical system. In this work, our main emphasis is on system level

performance, that is, the performance of the mechanical, electrical, software,

and control systems operating together. While we largely focus on system

performance at the actuator level, the same techniques and metrics can easily

be applied to entire robots as well.

As a visual aide in understanding system level performance, we intro-

duce the graphic in Figure 1.1. This image shows the combined effect of the

various systems in a robot on its overall performance. The width of each

stack represents performance as defined by the metrics above. Our objective,

then, is to maximize the width of the realized performance by maximizing the

performance capability of the bottom layer (i.e. the mechanical system) and

then minimizing the loss of each subsequent layer. In practice, this “loss mini-

mization” translates into designing fast and high-precision embedded systems,

creating stable high-performing controllers, etc.

1.2.1 Actuation Technologies

In the following subsections, we briefly introduce various actuation tech-

nologies which have successfully demonstrated high-performance capability in
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Figure 1.1: This visual representation of system performance shows how each
layer in a robotic system affects overall system performance. Each layer must
build upon the layer beneath it, its width representing performance capabil-
ity. A perfect layer is one which preserves the performance capability of the
layer beneath it. A well- designed and controlled system will maximize the
mechanical system performance given some cost function (money, time, etc.)
and then minimize lost performance potential of the layers above it.

legged robotic systems. Our analysis of these systems is based on the perfor-

mance metrics listed above.

1.2.1.1 Pneumatic

Pneumatic actuators possess impressive power-to-weight properties, be-

ing capable of producing up to 10,000 watts of mechanical power per kilogram

of mass (Hannaford and Winters, 1990). They can also produce large forces

per unit weight, 8,000 N/kg and above (Festo, 2014; Villegas et al., 2012).

These capabilities have been well displayed in legged robots driven by pneu-
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Figure 1.2: A few examples of high-performing robots with pneumatic actua-
tors: a) Mowgli1 (Niiyama et al., 2007) b) Athlete2 (Niiyama et al., 2010), c)
example fluidic muscle type pneumatic actuator3.

matic actuators (see Figure 1.2) (Niiyama et al., 2007, 2010). In (Niiyama

et al., 2007), Mowgli is able to jump above 50% of its body height and in

(Niiyama et al., 2010) Athlete takes two strides at 1.2 m/s.

The drawbacks of this technology are most readily apparent in the en-

ergy densities of compressed air (see Table 1.1). To become feasible for mobile

applications, robots based on this technology would likely require either batter-

ies or gasoline as the primary energy source and would use pumps to compress

air for use by the actuators. This added bulk and weight largely detract from

the weight-saving benefits of such actuators. Additionally, pneumatic actua-

tors can often be difficult to control due to the compressibility of air (Yeh et al.,

2010) and McKibben type muscles suffer from limited contractile distance per

unit length (Hannaford and Winters, 1990).

1http://www.isi.imi.i.u-tokyo.ac.jp/ niiyama/projects/images/

Mowgli_jumping.jpg
2http://www.designboom.com/cms/images/andrea11/athleterobot02.jpg
3http://mech.vub.ac.be/multibody/topics/img/Muscles33states.jpg
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Table 1.1: A Comparison of Energy Densities (Lancaster, 2002)

Technology Volumetric (Wh/l) Gravimetric (Wh/kg)
Gasoline 9,000 13,500
Propane 6,600 13,900
Ethanol 6,100 7,850
Lithium 250 350
Flywheel 210 120

Lead Acid 40 25
Compressed Air 17 34

1.2.1.2 Hydraulic

Excelling in power-to-weight, torque-to-weight, power-to-volume, ro-

bustness, and when powered by gasoline engines, energy source density, hy-

draulics have shown great promise in legged robotics applications (see Figure

1.3) (Raibert, 1986; Raibert et al., 2008; Semini, 2010; Semini et al., 2010).

Because of the incompressibility of hydraulic oil, these systems are more easily

controlled than their pneumatic counterparts. Additionally, these actuators

naturally produce mechanical energy in a high-force low-speed form, meaning

no gearboxes are required. They are centrally powered by a single powerful

pump, meaning the valves (one per joint) must only modulate this energy.

The routing of hydraulic fluid naturally carries heat away from each actuator

allowing for a centralized cooling system as well.

Unfortunately, hydraulic systems are inefficient. For example, one of

the sources of loss in robots like Bigdog is the leakage of its hydraulic valves.

This leakage has been calculated to be 2000 W (Hutter, 2013), a large amount
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Figure 1.3: A few examples of high-performing robots with hydraulic actua-
tors: a) Bigdog4 (Raibert et al., 2008) b) Bigdog hydraulic actuator, c) HyQ5

(Semini, 2010) d) HyQ hydraulic actuator.

of energy to be lost with no kinetic benefit to the robot. Additionally, to

benefit from the high energy density of gasoline (see Table 1.1), internal com-

bustion engines must be used which are also highly inefficient. The inefficiency

of hydraulic machines can be calculated at the robot level in terms of specific

resistance and cost of transport (Gabrielli and von Karman, 1950; Kuo, 2007).

Several studies have found that hydraulic legged robots fare far worse than

their natural counterparts, around two orders of magnitude, in terms of loco-

motion efficiency (DARPA, 2012; Seok et al., 2013).

Is it possible to do better? While not as capable in terms of power-to-

weight and torque-per-weight, electric actuation typically greatly outperforms

4http://www.bostondynamics.com/img/BigDog_ClimbRubble.png
5http://spectrum.ieee.org/img/hyq%20hydraulic%20quadruped%20robot%20

iit-1-1319646263602.jpg
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hydraulic actuation in terms of system efficiency. There are two notable ex-

amples of this in legged robotic systems. In (Gregorio et al., 1997) the authors

show an order of magnitude improvement in specific resistance for their elec-

tric version of a similar hydraulic legged robot. This improvement in efficiency

comes at a slight degradation in performance; the hydraulic system can loco-

mote at two to three times higher velocity. In (Seok et al., 2013), the authors

again demonstrate an electric legged robot running at approximately 1/30th

of the cost-of-transport required by an (albeit much more capable) hydraulic

quadruped. Such examples give confidence that electromagnetic-based actua-

tors offer competitive and efficient alternatives to hydraulic-based systems.

1.2.1.3 High-Gear-Ratio Electromagnetic

Compared to the power-to-weight output of a human muscle (from

50 W/kg to 200 W/kg (Hunter and Lafontaine, 1992)) modern electromagnetic

motors today are capable of substantial power output (666 W/kg without

forced cooling (Maxon, 2014a), 2600 W/kg with liquid cooling (Remy Motors,

2014)). However, at low speeds, electromagnetic motors produce low torque,

peaking around 6 Nm/kg without forced cooling (Hollerbach et al., 1992).

To make use of the high power capability of electromagnetic motors and to

improve torque per unit weight, large speed reductions are often used.

High-performance robotic systems based on this technology are quite

common and have achieved significant results (see Figure 1.4). Honda’s Asimo

robot (Sakagami et al., 2002) was one of the first examples of a self-contained
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Figure 1.4: A few examples of high-performing robots with high-gear-ratio
electromagnetic actuators: a) Asimo6 b) HRP-47 and c) Schaft8.

humanoid robot capable of walking in structured environments and perform-

ing household tasks. More recently, a newer version of Asimo has performed

dynamic maneuvers such as hopping on one foot (Honda, 2011). With similar

goals, AIST has developed the Humanoid Robot Platform 4 (HRP-4) which

has demonstrated walking and basic manipulation and sensing tasks (Kaneko

et al., 2011). The most recent version of this technology was revealed at the

DRC Trials, where team Schaft demonstrated robust rough terrain locomotion

and high joint load capability (Schaft, 2013; Ito et al., 2014). All of these ac-

tuation technologies perform well in terms of power-to-weight, most notably

(Schaft, 2013; Ito et al., 2014).

These systems almost exclusively use brushless direct current (BLDC)

6http://spectrum.ieee.org/img/all-new-honda-asimo-1367895285823.jpeg
7http://www.aist.go.jp
8http://theroboticschallenge.org/sites/default/files/schaft.png
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motors coupled with harmonic drive speed reducers. Harmonic drives are well

known to be one of the most compact solutions for obtaining large speed re-

ductions (Sensinger and Lipsey, 2012). Therefore, most of these approaches

score well in terms of power-to-volume. Harmonic drives do not always op-

erate efficiently, however, creating a drawback for their application to high-

performance drives. According to the manufacturer’s catalog, the efficiency of

harmonic drives may be as poor as 25% and only increases above 80% when

optimal combinations of input shaft speed, ambient temperature, gear ratio,

and lubrication are present (Harmonic Drive, 2014). Another potential disad-

vantage of this type of actuation scheme is that no torque sensing feedback is

available at each joint.

In contrast to the aforementioned technologies, DLR’s Biped and Rollin’

Justin robots (Figure 1.5) incorporate torque feedback at each actuator while

maintaining the use of the harmonic drive/motor combination. This is accom-

plished without adding bulk by instrumenting the flexspline of the harmonic

drive with strain gauges (Albu-Schäffer et al., 2007a). The flexspline deflects

when a torque is applied to the joint, creating a measurable change in re-

sistance of the strain gauges. Impressive results have been shown with this

system in terms of dynamic response (power-to-weight) and force controllabil-

ity metrics in ball catching (Bauml et al., 2011) and coordinated impedance

control experiments (Wimbock et al., 2007).

While large speed reductions benefit the power-to-weight ratio of elec-

tromagnetic actuators, they can create significant problems in terms of actu-
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Figure 1.5: DLR’s Rollin’ Justin1 (a) and the DLR Biped2 (b) exhibiting their
lightweight robot actuation technology (c) which utilizes torque sensing at
each joint (Albu-Schäffer et al., 2007a).

ator robustness. Large gear ratios amplify motor inertia by the square of the

reduction ratio, giving these actuators very large output inertia. From a me-

chanical impedance standpoint, rigid, fixed objects (the ground, trees, walls)

act as admittances (Hogan, 1984). Because of their high output impedance,

high-gear-ratio electromagnetic actuators also behave as admittances. Accord-

ing to (Hogan, 1984), stable dynamic interaction between systems are best

achieved when the two systems compliment one another (i.e. an impedance

interacting with an admittance or vice versa). Collisions between high-gear-

ratio actuators and rigid objects violate this basic principle, often resulting in

large contact forces and damage to either the actuator or the rigid object.

1http://www.dlr.de/rmc/rm/en/Portaldata/52/Resources/images/institute/

robotersysteme/rollin_justin/general/thumbs/Rollin_justin_feb2013_380.png
2http://spectrum.ieee.org/img/DLR%20Biped-1320692491791.png
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1.2.1.4 Low-Gear Ratio Electromagnetic

Without the use of a large speed reduction, electromagnetic actuators

suffer from poor torque density. Such devices have most commonly been used

in haptic devices (Massie and Salisbury, 1994) where drivetrain “transparency”

(Carignan and Cleary, 2000) is a more important metric. However, recent re-

sults have shown that such actuators may effectively be used in legged robotics

as well (Seok et al., 2012, 2013). While sacrifices must be made on actuator

power output, low drivetrain friction enables effective end-effector force control

using the motor current control techniques pioneered in the haptics commu-

nity. This system was shown to be quite efficient, achieving a cost-of-transport

of 0.51, a value significantly better than hydraulics-based robots and on par

with land-based animals of similar mass (Seok et al., 2013).

1.2.1.5 Series Elastic

While series elastic actuation has been applied to other actuation tech-

nologies (Robinson, 2000; Pestana et al., 2010) it is most commonly found

applied to high-gear ratio electromagnetic actuators. The effects of series

compliance complements this technology in particular largely because of the

inertia-decoupling effects of the compliance, protecting the actuator drivetrain

from harm due to high impact loads. In this thesis, we therefore restrict our

focus of series elastic actuation to electromagnetic technologies.
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Figure 1.6: A few examples of high-performing robots with series elastic ac-
tuators: a) Atrias 2.19 (Hereid et al., 2014), b) StarlETH10 (Hutter, 2013), c)
Coman11 (Li et al., 2012), d) Saffir12 (Lee et al., 2013), e) Valkyrie13 (NASA-
JSC, 2013), and f) Hume14 (Slovich et al., 2012).

A large number of systems have leveraged electromagnetic series elastic

9http://mime.oregonstate.edu/research/drl/robots/
10http://leggedrobotics.ethz.ch/
11http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/

advr-humanoids-projects/compliant-humanoid-platform-coman.html
12http://www.romela.org/main/

SAFFiR:_Shipboard_Autonomous_Fire-Fighting_Robot
13http://spectrum.ieee.org/automaton/robotics/military-robots/

nasa-jsc-unveils-valkyrie-drc-robot
14http://www.me.utexas.edu/ hcrl/our_robots/index.html

16



actuation technology to achieve promising results (see Figure 1.6). For exam-

ple, Atrias 2.1 (Hereid et al., 2014), StarlETH (Hutter, 2013) and Coman (Li

et al., 2012) are all capable of walking over small obstacles and tolerating large

exogenous perturbations. StarlETH is capable of several dynamic gaits, and

can even be safely dropped from high distances, demonstrating the robustness

of SEAs. In addition, this work has demonstrated the energy savings made

possible by series compliance, where, in hopping experiments, the springs in

the actuators were able to store and return 64% of the required energy per hop

(Hutter, 2013). In a rigid system, all of this work would have to be performed

actively, draining the system’s power source more quickly.

While SEAs generally perform well in all of the metrics we have dis-

cussed, many of the actuators driving the systems in Figure 1.6 can be im-

proved in the areas of power-to-weight, torque-to-weight, power-to-volume,

force controllability, and efficiency, as will be discussed in detail in Chapter

2. Additionally, the single actuator performance of these systems is often not

well characterized, making it difficult to directly compare these actuators for

adoption in other applications. (Pestana et al., 2010) provides experimental

data for peak power output for the actuator described in (Pratt and Krupp,

2004) and is able to achieve 64 W/kg. (Hutter et al., 2011a) provides the

power exerted during a hop for one joint (close to 60 W), but because the

actuator is integrated into a three degree-of-freedom leg, the actuator power-

to-weight ratio is difficult to calculate. A central goal of this work, therefore,

is to improve the state of the art and fully characterize the performance of a
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single series elastic actuator.

1.2.2 Control

The control of actuators plays a significant role in maximizing their

performance. For example, actuator power output is maximized when apply-

ing large torques at high velocities. Obtaining high velocities within a fixed

range of motion requires short bursts of acceleration to and from rest. For

actuators with a fixed range of motion, the boundary conditions placed on

high power experiments necessitates the use of automatic control strategies

to ensure the actuator operates within its permissible region. It is then the

combined performance of the hardware design and the control design which

determines usable power-to-weight ratio of the actuator.

The actuation control approaches used by the systems discussed in the

previous subsection can largely be grouped into three different categories: po-

sition control, open-loop force control, and closed-loop force control. Position

control is the predominate control method used in high-gear-ratio electromag-

netic actuators (Kaneko et al., 2011; Schaft, 2013; Ito et al., 2014). Using this

approach and given knowledge of the robot center of mass, inverse kinematics

can be used to maintain the center of mass within the foot contact polygon

to achieve poses which are statically stable. Similarly, the Zero Moment Point

(ZMP) approach uses estimated or measured ground reaction forces to main-

tain the center-of-pressure (COP) of each foot within its supporting contact

polygon (Vukobratović and Borovac, 2004).
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Both hydraulics and low-gear-ratio electromagnetic actuators have suc-

cessfully implemented open-loop force control strategies. In this method, the

output force of the actuator is not directly sensed in terms of a force-feedback

sensor such as a spring or a load cell. Instead, the force-generating element

in the actuator is controlled. This can be in the form of fluid pressure in hy-

draulic robots (Boston Dynamics, 2013) or electric current in electromagnetic

robots (Seok et al., 2012). The efficacy of this technique in generating accu-

rate end-effector forces greatly depends on the “transparency” of the actuator

drivetrain (Carignan and Cleary, 2000). Hydraulic actuators do not require

a drivetrain, but when using this method the unsensed effects of seal friction

can degrade force-tracking accuracy.

Finally, closed-loop force control directly senses output force with an

explicit sensor. The applications of this technique are too numerous to list

here, but have been widely adopted in most forms of actuation technology. In

this genre of actuator control, one approach may improve over another based

on the quality of the force sensor, the dynamics of the actuation control plant,

and most importantly, the type of control methodology employed. We provide

a detailed overview of these control methodologies in Chapter 4.

1.3 Approach and Contribution

In this thesis, we focus on improving the state of the art in series

elastic actuator performance with the goal of providing new technologies for

the designers of robots to overcome common actuation limitations. We adopt
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a system-wide optimization approach, dealing with factors which influence

performance at the levels of mechanical design, electrical system design, and

control (refer back to Figure 1.1). The specific contributions of this work are

listed here.

1. In the area of mechanical design, we introduce the University of Texas

Series Elastic Actuator (UT-SEA). This design improves upon previous

SEA designs in that it is more compact and lightweight for its power out-

put. Because of these advantages, the UT-SEA design has been adopted

by several research institutions throughout the world. Our analysis of the

UT-SEA design is supplemented by a study of the theoretical limitations

imposed by the dynamics of two common SEA design configurations.

2. In the area of electrical system design, we derive an equation that deter-

mines the optimal pulse-width modulation frequency to minimize loss in

high-performance electromagnetic motor applications. This equation is

important because it allows designers to improve the mechanical power

output of electromagnetic motors, making them more competitive with

their hydraulic counterparts in terms of power and torque-to-weight met-

rics. This is achieved without significantly reducing the excellent effi-

ciency properties of electromagnetic motors.

3. We present several contributions in the area of control. First, we propose

an improved control architecture for achieving accurate force tracking

with series elastic actuators. Our disturbance observer (DOB) based
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approach differs from the state of the art in that proportional-derivative

(PD) feedback is used to shape the dynamic response of the actuator,

eliminating the need for a feedforward filter term and improving the

controller’s phase margin.

4. Second, we present a new method for controlling the torque output of

robots driven by series elastic actuators. This method leverages the pre-

viously mentioned DOB-based force controller to conceptually decouple

actuator-level dynamics from robot-level dynamics. A condition, the Dis-

turbance Observer Region of Convergence (DROC), is proposed which

indicates when this conceptual decoupling is feasible, given properties of

the system and the DOB-based controller.

5. Our third contribution in the area of control is an algorithm for optimally

tuning proportional and derivative feedback gains of rigid actuators to

produce a certain stability margin. Our approach is unique in that it

simultaneously possesses 1) a model of real-world performance-limiting

factors (i.e. filtering and delay), 2) the ability to meet performance and

stability criteria, and 3) the simplicity of a single closed-form expression.

This algorithm has the potential to greatly simplify and automate the

tuning of feedback parameters in many existing robots.

6. Our final contributions lie in the area of real-world implementation. Us-

ing the UT-SEA and several SEAs from NASA’s Valkyrie robot, we

perform experiments and document how these actuators perform given
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the performance metrics previously introduced. This data may be used

to directly compare the performance of future SEAs with those presented

here. In addition, the UT-SEA was able to achieve an empirically mea-

sured power-to-weight ratio of 423 W/kg at 54.9% total system efficiency,

a 6.41x improvement in power-to-weight over previous documented work

and a 2.1x improvement over the most power-dense human muscles.

1.4 Thesis Outline

This thesis is organized as follows. Chapter 2 analyzes how the mechan-

ical design of SEAs may be leveraged to maximize performance, specifically

in regards to power output, size, weight, and efficiency. Chapter 3 then stud-

ies methods by which the power output of electromagnetic motors may be

increased without significantly reducing their efficiency. Shifting away from

design, Chapter 4 focuses on how SEAs can be controlled to maximize their

performance both in terms of power output and force controllability. It also

demonstrates the high performance of the UT-SEA actuator through experi-

mental tests. Chapter 5 studies the robustness of the controller presented in

the previous chapter to model uncertainty by means of the Disturbance ob-

server Region Of Convergence (DROC). An actuator from the Valkyrie robot

is used to characterize this robustness experimentally. In Chapter 6, we ap-

ply the ideas in this thesis to NASA-JSC’s Valkyrie Humanoid robot, both in

terms of design and control. Finally, inspired by the few rigid actuators in

Valkyrie, Chapter 7 studies how far the impedance properties of rigid actua-
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tors may be increased while maintaining a certain stability margin. This work

is intended as a general guide for control designers who may use the simple

equations we derive to optimally tune the common rigid actuator.
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Chapter 2

UT-SEA: Design of a High-Performance SEA

In this chapter we present the mechanical design of the University of

Texas Series Elastic Actuator (UT-SEA), an SEA designed to optimize power-

to-weight and power-to-volume ratios (see Figure 2.1). We consider the ques-

tion of SEA component selection in detail and present a novel and compact

arrangement of mechanical components that enables the use of a highly effi-

cient ball screw drive mechanism. Beyond the standard benefits of SEAs, the

design presented here, and those derived from it, are especially well suited for

applications requiring aggressive behaviors with minimal actuation mass and

minimal power consumption.

2.1 SEA Design Background

Electric SEAs contain a motor to generate mechanical power, a speed

reduction to amplify motor torque, a compliant element to sense force, and

a transmission mechanism to route mechanical power to the actuated joint.

This chapter contains material from the following publications: (Paine and Sentis, 2012;
Paine, Oh, and Sentis, 2014b). Oh contributed to this work by aiding in the design and
understanding of the DOB control structure. Sentis contributed to this work by providing
insight into force control techniques.
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Figure 2.1: The University of Texas Series Elastic Actuator (UT-SEA).
a) Standalone actuator. b) UT-SEA actuating a rotary joint.

These components can be chosen and configured in many different ways (Fig-

ure 2.2), producing designs with various trade-offs that affect power output,

volumetric size, weight, efficiency, backdrivability, impact resistance, passive

energy storage, backlash, and torque ripple. Existing SEA designs can be

analyzed to identify such trade-offs based on their choice of speed reduction,

compliant element, and transmission mechanism.
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Figure 2.2: Designers of SEAs have to choose from many mechanical compo-
nent options, each with advantages and disadvantages. The captions represent:
a) brushed DC motor1, b) brushless DC motor2, c) spur gear3, d) worm gear4,
e) planetary gear5, f) harmonic drive6, g) cyloid drive7, h) lead screw8, i) ball
screw9, j) roller screw10, k) torsion spring11, l) die spring12, m) wave spring13,
n) planar spring (Diftler et al., 2011).

1http://upload.wikimedia.org/wikipedia/commons/0/04/

Electric_motor_cycle_2.png
2http://www.mcfarlandassociates.net/mac_products/motors/images_motors/

bps_series_brushless_direct_drive_frameless_motor_parts_set.gif
3http://static.ddmcdn.com/gif/gear-spur.jpg
4http://static.ddmcdn.com/gif/gear-worm.jpg
5http://www.bncgears.com/file/0_2011_06_24_194353.gif
6http://mfgnewsweb.com/archives/general_editorials/feb07/General-pix/

REM-Harmonic-Drive.jpg
7http://www.nabtesco.de/en/products/principle-of-operation/
8http://cdn2.hubspot.net/hub/214143/file-70740309-png/images/

lead-screw-for-security-automation.png?t=1394725170000
9http://www-mdp.eng.cam.ac.uk/web/library/enginfo/textbooks_dvd_only/

DAN/threads/mechanics/recircBallBIG.jpg
10http://www.designworldonline.com/uploads/Imagegallery/roller-screws-2.jpg
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Many researchers have proposed rotary SEA designs based primarily

on commercially available off-the-shelf components, using a planetary gearbox

for speed reduction, rotary or compression springs as the compliant element,

and power transmission through a bevel gear or chain/cable (Curran and Orin,

2008; Hutter et al., 2009; Kong et al., 2009; Ragonesi et al., 2011; Grun et al.,

2012; Pott et al., 2013; dos Santos et al., 2013; Hasankola et al., 2013). Use

of off-the-shelf parts make these designs relatively low cost and easy to imple-

ment. However, multi-stage planetary gearboxes have poor efficiency (60-70%

for 3-stage) and can be difficult to backdrive. Additionally, gear teeth intro-

duce torque ripple and backlash and have limited torque capability for their

weight. Bevel gears compound these effects by adding additional backlash and

friction loss.

A compact rotary SEA design can be achieved using a harmonic drive

and a high-stiffness planar spring (Lagoda et al., 2010; Diftler et al., 2011;

Sergi et al., 2012; Parmiggiani et al., 2012; Paine et al., 2014a). Harmonic

drives benefit from having little backlash and being small in size, but suffer

from poor efficiency (25-80% depending on ratio, speed, and lubricant), poor

backdrivability, torque ripple, and are more expensive than planetary/spur

gears. The high-stiffness planar springs of (Lagoda et al., 2010) and (Diftler

et al., 2011) deflect only a small amount under load and therefore store less

energy than designs with softer springs. Conversely, stiff springs increase an

11http://ecx.images-amazon.com/images/I/71IvLsPYqyL.jpg
12http://cdn.mscdirect.com/global/images/ProductImages/7601544-23.jpg
13http://www.smalley.com/images/renders/spring_wave.jpg
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actuator’s open loop bandwidth, which may be desirable for applications with

high force bandwidth requirements.

Another effective way to achieve a compact design without using expen-

sive custom torsion springs is by using linear springs coupled to rotary shafts

and placing the springs between the motor and chassis ground (Torres-Jara

and Banks, 2004; Hutter et al., 2011b; Hutter, 2013). These designs are also

able to reduce the spring stiffness in comparison the torsion spring method.

Other designs place the spring within the reduction phase (Kong et al.,

2012; Taylor, 2011). This arrangement reduces the torque requirement on

the spring compared to designs with the spring at the output. A spring’s wire

gauge is directly correlated to the amount of torque it can safely support, which

allows the spring in these designs to be smaller. However, because the torque

compressing the spring is reduced, the energy stored in the spring is reduced

as well. (Kong et al., 2012) uses a novel worm-gear/rotary-spring/spur-gear

design which allows an orthogonal placement of the motor relative to the joint

axis at the cost of reduced efficiency and non-backdrivability due to the worm

gear. (Taylor, 2011) uses two motors in parallel and has a relatively small

reduction through a series of gears and a cable transmission. This approach

achieves the same output torque but doubles the output speed compared to

designs with a single motor. The speed increase is due to the need for only half

of the speed reduction ratio in the two-motor case, given a fixed output torque

requirement. This is achieved at the cost of increased weight and complexity

and is difficult to implement with brushless direct current (BLDC) motors due
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Figure 2.3: Two ball screw SEA designs from the Massachusetts Institute of
Technology. a) The Spring Flamingo SEA and b) The Domo Humanoid SEA
(Edsinger-Gonzales and Weber, 2004).

to commutation synchronization issues.

Prismatic-to-rotary SEA designs are possible through the use of ball

screws as the primary reduction mechanism followed by a cable drive to re-

motely drive a revolute joint (Edsinger-Gonzales and Weber, 2004; Gregorio

et al., 1997; Pratt and Pratt, 1998; Slovich et al., 2012). Ball screws are

highly efficient, even for large speed reductions (85-90%), are backdrivable,

are tolerant to impact loads, and do not introduce significant torque ripple.

(Edsinger-Gonzales and Weber, 2004), shown in Figure 2.3, includes a belt

drive between the motor and the ball screw which enables an additional speed

reduction due to the pulley diameter ratio. (Pratt and Krupp, 2004; Slovich

et al., 2012), shown in Figure 2.4, uses a ball screw speed reduction and re-

moves the need for a cable transmission by directly driving the output joint
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Figure 2.4: To-scale comparison of several prismatic SEAs with similar per-
formance profiles. The UT-SEA reduces the space required to implement a
high-performance SEA.

with a pushrod mechanism.

While several effective prismatic SEA designs exist, they share one no-

table drawback. Designs based on ball screws have not achieved the levels of

compactness seen in rotary actuator design and therefore are difficult to inte-

grate into the dense mechanical designs often found in highly complex robots

(see Figure 2.5). This is an unfortunate characteristic because ball-screw-

based actuators otherwise have excellent properties. The UT-SEA brings the

high-performance properties of ball screw SEAs to complex, high-performance

robots by shrinking the actuator package compared to previous designs as
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Figure 2.5: Two examples of complex high-performance robots. a) Boston Dy-
namic’s Atlas robot has 28 hydraulic actuated degrees of freedom. b) NASA-
JSC’s Valkyrie Robot has 44 electric actuated degrees of freedom. To fit this
many actuators in such a small space, a compact actuator design is essential.

shown in Figure 2.4. In the next section, we show how this compactness is

achieved while at the same time maximizing actuator speed and torque.

2.2 Design of the UT-SEA

Nature provides many examples of well-designed actuators. An average

human adult male can produce 1500 watts of mechanical power during pedal-

ing exercises, which corresponds to a whole-body power-to-weight ratio of 19.5
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watts per kilogram (Beelen and Sargeant, 1991). To achieve similar perfor-

mance in man-made machines, great care must be taken during the actuator

design phase to maximize mechanical power output while keeping actuator size

and weight small. Excess actuator weight reduces the whole-body power-to-

weight ratio while large size limits a modular actuator’s applicability in dense

high-degree-of-freedom robot designs. Hydraulic actuation is one approach

which achieves these goals but suffers from inefficient operation as discussed

in (Zoss et al., 2006).

The UT-SEA design process began with a set of loose performance

specifications for a robotic knee actuator (peak joint torque of 70 Nm and

maximum velocity of 15 rad/sec). These specifications were obtained from

simulations of legged locomotion of a 15kg robot in rough terrain (Sentis and

Fernandez, 2011). However, it is important to note that the design goal of this

particular actuator was not for use in any specific robot, only for experimental

study of mechanical power output.

2.2.1 Motor Interfacing and Speed Reduction Sizing

The Maxon EC-4pole 30 motor used in the UT-SEA is rated to operate

at 48 volts, but is driven with 80 volts in our design. Increasing the bus voltage

used to drive a motor increases the motor’s maximum permissible speed. The

high motor speed produced by high bus voltage enables the use of a large speed

reduction which increases both intermittent and continuous torque capability

compared to designs with lower voltages and lower speed reductions (assuming
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Figure 2.6: Motor interface of the UT-SEA.

a fixed actuator output speed requirement). In the case of the UT-SEA, we

were able to use a speed reduction of approximately 175:1 while still achieving

our target output speed of 15 rad/sec. Transient motor current is regulated

by using a 32kHz PWM servo drive (Elmo Ocarina 15/100) and by adding

high-current inductors in series with the motor (see Figure 2.6). Calculations

provided by Elmo indicated that a series inductance of 0.082mH would keep

transient current within reasonable values (this point is further discussed in

Chapter 3). The small added mass of the inductors (115g, 11% of the actuator

mass) is justified in that they allow the continuous force of the actuator to be

increased by 66% without sacrificing output speed.
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Several factors limit the degree to which motor bus voltage should be

increased:

1. The motor must be able to mechanically withstand the speeds induced

by the high voltage. The bearing assemblies used in motors can only

tolerate certain speeds before their service life is reduced. Additionally,

the large centrifugal forces present at high speed must be below the

strength limits of laminates and bonding agents used to assemble the

motor rotor. Maximum permissible motor speeds are typically provided

by the motor manufacturer.

2. If a drivetrain is used, its maximum speed must be considered as well.

Both gear assemblies and screw drives each have maximum input speeds

which should not be exceeded.

3. Increasing bus voltage increases current rippled in pulse-width-modulated

(PWM) drives which may lead to decreased motor efficiency and in-

creased heating, a point discussed in detail in Chapter 3.

4. Large speed reductions are generally less efficient than small speed re-

ductions, even if only by a small amount (different ball screw pitches, for

example). This factor, combined with the inertia amplifying effects of

speed reductions can contribute to bring the passive output impedance

of an actuator to unacceptably high levels. For the UT-SEA, this point is

largely avoided by using a series compliant element, which decouples the

actuator inertia from ground, creating a soft passive output impedance.
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5. If an actuator will be operated in close proximity to humans, care must

be taken to protect humans from large voltages. High voltage can induce

significant currents in the human body which can have life-threatening

consequences.

2.2.2 Drivetrain

To preserve mechanical energy produced by the motor, energy must be

transmitted from the motor to the joint with as few losses as possible. We chose

a pulley/ball-screw speed reduction design similar to (Edsinger-Gonzales and

Weber, 2004) for several reasons. A pulley/ball-screw reduction is efficient

(typically above 90%), impact resistant, and backdrivable while the pulley

ratio reduces the high motor speed to a speed more suitable for driving the

ball screw.

Unlike (Edsinger-Gonzales and Weber, 2004) and other ball screw SEA

designs, our design drives the ball nut instead of the ball screw ((Garrec, 2010)

uses a similar ball-nut-driven design but is a non-series-elastic cable-driven ac-

tuator). Driving the ball nut enables two key features which reduce the size and

weight of the UT-SEA. First, ball screw support is incorporated directly into

the actuator housing using an innovative piston-style guide (see Figure 2.7).

This feature replaces the long, bulky rails used to support the output carriage

in conventional prismatic SEA designs. Secondly, the compliant element is

placed concentrically around the piston-style ball screw support which gives

series elasticity without adding to the length of the actuator. These two fea-
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Figure 2.7: Cross section of the UT-SEA, showing drivetrain components in-
cluding: a) Maxon EC-4pole 30 200W BLDC motor, b) 3:1 pulley speed re-
duction, c) low backlash timing belt, d) angular contact bearings, e) piston-
style ball screw support, f) high compliance springs, g) miniature ball bearing
guides, and h) absolute encoder. The compression load path is depicted as
well.

tures combine together to define the compact form factor of the UT-SEA.

The ball nut is supported by dual angular contact bearings which allow

the ball nut to rotate within the housing while transmitting axial force from the

ball nut to the housing. Custom preloaded die springs (manufactured by Dia-

mond Wire Spring Co.) transmit force from the actuator housing to the chassis

ground. The die springs are supported by four miniature ball bearing guide

rails (Misumi) which are mounted to the housing using grommets that allow

for slight misalignment during operation. The miniature ball bearing guides

offer both lower friction and higher tolerance to torsional loads than bushing

style guides. Force is sensed using a 20,000 count-per-revolution incremen-

tal encoder (Avago AEDA 3300) along with an absolute sensor (Novotechnik

Vert-X 1302) to remove the need for startup calibration. A low stretch, low
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Figure 2.8: Two SEA topologies and their respective range of motion. For
simplification, we assume that springs are fully compressible, spring plates
have zero thickness, and the FSEA carriage travel is constrained to the length
of the ball screw. The notations represent B: ball screw length, C: carriage
length, N: ball nut length. Range of motion is then B − C for the FSEA and
B + C −N for the RFSEA.

creep Vectran cable is attached to the chassis ground and is routed around

the two spring deflection sensors using pulleys and an idler. Overall actua-

tor position is measured by combining readings from the motor encoder and

the spring encoder. An absolute rotary sensor on the driven joint is used to

initialize actuator position.

2.2.3 Spring Placement and Stiffness

There are two common arrangements of components found in SEA de-

signs (see Figure 2.8). The first arrangement, which we will refer to in this

thesis as Force Sensing Series Elastic Actuator (FSEA), places the compliant

element between the gearbox output and the load. The second arrangement,
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Figure 2.9: UT-SEA operation for a fixed-displacement variable-force scenario.
Actuator displacement is defined as the distance between points A and B.
This distance remains constant while spring deflection (x) depends on actuator
force.

which we will refer to as Reaction Force Sensing Series Elastic Actuator (RF-

SEA), places the spring between the motor housing and the chassis ground.

From a design standpoint there are several trade-offs between the two

arrangements. RFSEA style actuators have the advantage of being more com-

pact since the compliant element does not have to travel with the load but

may be placed statically behind the actuator (Figure 2.9) or it can be remotely
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located as shown in (Hutter et al., 2011b; Torres-Jara and Banks, 2004). Pris-

matic RFSEAs also have greater range of motion for a given ball screw travel

length compared to prismatic FSEAs as shown in Figure 2.8. The primary

drawbacks of RFSEAs are less direct force sensing, reduced force tracking

performance, and decreased protection from impact loads as described in Sec-

tion 4.2 of Chapter 4. An RFSEA style design was chosen to minimize the

bounding volume of the UT-SEA. However, this design decision was heavily

influenced by the selection of the pushrod/ball-screw drivetrain. The drive-

train exhibited strong radial symmetry and possessed long, narrow ball screw

support structure which allowed die springs to be integrated without excess

bulk. Additionally, the decreased protection from impact loads of an RFSEA

design is somewhat, though not completely, mitigated by the impact-tolerance

of the ball screw drivetrain in the UT-SEA.

Spring stiffness for UT-SEA was chosen to maximize energy storage.

For a given force, soft springs are able to store more energy than stiff springs.

Peak force, desired deflection (maximum possible deflection to minimize stiff-

ness), and the geometric constraints of the actuator were given as design spec-

ifications to Diamond Wire Spring Co. They then designed and manufac-

tured a spring with a stiffness rate of 138 N/mm which effectively doubles to

277 N/mm for the actuator spring constant because two springs are used with

precompression.
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Table 2.1: UT-SEA specifications

Weight

Stroke 6.cm

DAD3.g

Max.Speed

Continuous.Force 848.N

32-5.cmEsec

Intermittent.Force

Spring.Stiffness 278.NEmm

28AA.N

Force.Resolution

Operating.Voltage 8AV

A-3D.N

2-36.in

2-23.lbs

D9A.lbs

D2-79.inEsec

D587.lbsEin

629.lbs

A-A69.lbs

UTTSEA.Design.Specifications

2.2.4 Summary

The end result of the design process is a pushrod RFSEA-style actuator

that is compact and modular enough to be integrated into dense mechanical

designs. Rotary joint designs using linear actuators can benefit from the non-

linear linkage kinematics created at the joint at the cost of a fixed range of

motion. Torque generated by such a linkage has an angle-dependent moment

arm which can be used to provide high torque and high speed capability where

they are needed. A summary of the design parameters for the actuator can be

seen in Table 2.1.

The specifications listed in Table 2.1 represent the mechanical perfor-

mance capability of the UT-SEA. Referring back to Figure 1.1, these specifica-

tions represent the mechanical layer of performance capability. While they do
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Datasheet Mechanical Performance Comparisons
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Figure 2.10: Comparison of the UT-SEA mechanical performance versus that
of the Yobotics SEA-23-23 (Pratt and Krupp, 2004). This comparison only
includes datasheet values (motor rated continuous power, for example) and
therefore does not take into consideration control or other factors such as non-
standardized meanings of “continuous power” between motor manufacturers.
As such, these results may serve as a rough indication of mechanical perfor-
mance. An accurate system-level performance characterization is presented in
Chapter 4.

not represent the performance capability of the full robotic system including

the embedded system and control layers, they define the maximum achievable

performance of an idealized system. If we compare the mechanical perfor-

mance capability of the UT-SEA against other prismatic SEAs, the Yobotics

SEA-23-23 (Pratt and Krupp, 2004) for instance, we obtain a rough measure

of the performance improvements achieved by the mechanical design aspect of

UT-SEA over previous designs (see Figure 2.10). This comparison alone does
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not guarantee better performance realization at the system level, but suggests

an improvement in the performance foundation we are able to build upon.

Maintaining this performance through the embedded system and control per-

formance layers is the focus of much of the remainder of this thesis and will

be explored in later chapters.

2.3 Design Iteration for Modularity

Soon after completing experiments with the initial UT-SEA design, we

set our sights on improving the design. The initial design was difficult to

assemble, required several complex high-tolerance parts, and had over-sized

angular contact bearings. In the next iteration of the UT-SEA design (Figure

2.11) we addressed these issues.

In addition, an interest arose to study both rigid and compliant ac-

tuators. Any SEA may be converted into a rigid actuator if the springs are

removed and replaced with a rigid material, but this approach results in an

overly complex and heavy actuator. On top of the several design improve-

ments previously listed, we wanted to create a design which was intended to

act either as a compliant or as a rigid actuator.

To achieve this goal, we created an actuator mounting interface which

could accept either a rigid mount or a compliant mount. Using this approach, a

single part of the actuator could be exchanged to convert a compliant actuator

to a rigid actuator, or vice versa.
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Figure 2.11: A design iteration of the UT-SEA for spring assembly modularity.
In a) the UT-SEA is configured to use a compliant connection to ground while
in b) a rigid connection is used. This design also includes a load cell which
may be used for force feedback in the rigid actuator, and as a redundant force
feedback in the compliant actuator.

2.4 Derived SEA Designs

The performance and size benefits of the UT-SEA mechanical design

have found use in several external projects. This section presents a few of

these applications.

The Mina Exoskeleton1 is a project by the Florida Institute for Human

1http://www.ihmc.us/research/mina/Mina.php
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Figure 2.12: An SEA built by IHMC and NASA-JSC and used on the ankle
of an exoskeleton currently under development at NASA-JSC.

and Machine Cognition (IHMC) focused on enabling persons with paraplegia

to walk. Building on this work, IHMC has developed an ankle actuator based

on the UT-SEA design for use in research on powered ankle orthotics (see

Figure 2.12). The design of the modified IHMC actuator was then used by a

collaborative effort between IHMC and NASA-JSC to design, build, and test

ankle exoskeletons for exercise and dynamometry.

Another project led by NASA-JSC is the Valkyrie robot (shown in

Figure 2.5). Valkyrie is an advanced humanoid robot designed to respond

to disaster scenarios and to advance human spaceflight by one day assisting

human explorers in extraterrestrial settings. Valkyrie leverages the compact

UT-SEA topology in six joints, located in the robot’s torso and at its ankles.
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Figure 2.13: Valkyrie ankle with UT-SEA inspired actuator design.
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Figure 2.14: Stone Age Robotics SEA based on UT-SEA design.

However, the Valkyrie linear actuator design (Figure 2.13) differs in several

ways: 1) it does not use a belt to reduce motor speed before the screw phase,

2) it uses three springs instead of one as the concentric compliant element,

3) it uses an optical spring deflection sensor instead of a string-type encoder,

4) it uses a roller screw instead of a ball screw, and 5) the pushrod output is

constrained by a linear guide and transmits force to a two-dimensional linkage.

Finally, the Human Centered Robotics Lab (HCRL) has worked with a

Chinese robotics company, Stone Age Robotics, to develop a low-cost industrial-

grade version of the UT-SEA (see Figure 2.14). This actuator is intended to

serve markets requiring a high-power actuator with high-fidelity force control

capability. Such characteristics are often found in human-centric work, where

robots work along side humans to achieve a common goal.
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Chapter 3

Maximizing Performance of Electric Motors

In the previous chapter, we focused on methods to minimize lost per-

formance potential (refer back to Figure 1.1) in the mechanical design of an

SEA. From a performance metric standpoint, we aimed to maximize power-to-

weight and power-to-volume ratios by maximizing mechanical efficiency (i.e.

increasing usable mechanical power) and by minimizing both weight and vol-

ume. In this chapter, we instead focus on improving these metrics by increasing

the mechanical power output of electromagnetic motors. We do this not by

proposing new motor designs, but by analyzing the transfer of energy from

electric potential energy through a power modulation device and to the me-

chanical energy output of an electromagnetic motor (see Figure 3.1). The end

results of this analysis are methods and equations that may be used to opti-

mally select the various parameters (i.e. bus voltage, PWM frequency) needed

to interface an electromagnetic motor to an energy source.
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Figure 3.1: Energy transfer in electric actuators depicting loss at each stage
(not to scale). A battery14 transfers energy to a servo drive15 which modulates
the energy supplied to an electric motor16. The actuator drivetrain amplifies
motor torque to operate the motor at high speeds where it is most efficient
at generating mechanical power. Chapater 2 analyzed aspects of the actua-
tor mechanical design while this chapter (Chapter 3) considers the combined
effects of the servo drive and electric motor.

3.1 Motors as Energy Transducers

In an electric actuator, the motor is the source of mechanical energy.

Therefore its selection, integration, and control significantly influences overall

system performance. A DC motor may simply be thought of as an energy

transducer. That is, they convert electrical voltage and current into mechanical

velocity and torque. The greater the applied electrical energy, the greater the

mechanical energy output becomes.

14http://www.power-sonic.com/images/powersonic/sla_batteries/

ps_psg_series/12volt/PS-1250_11_Feb_21.pdf
15http://www.elmomc.com/products/

ocarina-miniature-analog-amplifier-main.htm
16http://www.maxonmotorusa.com/maxon/view/catalog/
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Figure 3.2: Two recent high power electric robots. a) MIT Cheetah (Seok
et al., 2013), b) MIT Cheetah high torque density actuator (shoulder assembly)
(Seok et al., 2012), c) University of Tokyo HRP3La-JSK (Urata et al., 2010),
and d) University of Tokyo HRP3La-JSK liquid cooled motor (Urata et al.,
2008, 2010).

Recently, several impressive electrically actuated robots (shown in Fig-

ure 3.2) have leveraged this idea to increase motor output power far beyond

manufacturer-rated values without damaging the motor (Urata et al., 2008;

Ito et al., 2010; Urata et al., 2010; Seok et al., 2012, 2013). Their approaches

can be separated into two categories. The first approach increases mechani-

cal energy by commanding motor currents beyond the manufacturer’s rated

value. A comprehensive description of this idea may be found in (Urata et al.,
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Figure 3.3: A comparison between conventional motor operation techniques
(a) and techniques optimized for power output (b). Continuous torque may be
increased using forced cooling techniques (Urata et al., 2008) while maximum
speed may be increased by raising motor bus voltage.

2008). In brief, for short periods of time, large currents are permissible due

to the relatively slow thermal time constant of the motor’s core compared to

the motor’s electrical and mechanical time constants. By modeling internal

thermal capacitance and resistance and estimating motor core temperature,

large current magnitudes are permissible and can be used without damaging

the motor. This model-based approach contrasts naive sensor-based methods

which only measure motor surface temperature, and therefore cannot predict,

but can only react to, motor overheating. The efficacy of this approach is

demonstrated in (Urata et al., 2008) where peak motor output power of 7.5

times that of the continuous rated value is achieved without noticeable damage

to the motor.

For longer time scales, forced liquid cooling enables the safe usage of
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large currents in electric motors (Aghili et al., 2007; Urata et al., 2008; Ito et al.,

2010; Urata et al., 2010). As shown in Figure 3.3, forced cooling increases the

continuous torque limit of a motor by rapidly removing heat, reducing motor

core temperature for a given applied current compared to passive or forced air

cooling. In (Urata et al., 2008), this approach increases the continuous torque

limit by a factor of four over passive air cooling.

The second approach mentioned in prior work for increasing motor

power output is to raise motor bus voltage (or maximum motor voltage, Vmax)

beyond the manufacturer’s rated value (refer again to Figure 3.3). However,

this approach is less thoroughly discussed than the aforementioned method of

increasing motor current. (Urata et al., 2008) appears to be using 80 volts to

drive a 48 volt motor, but does not explicitly discuss why this is done or what

effect increased voltage has on the system design process. (Seok et al., 2012)

acknowledges increasing voltage as a means of achieving large motor output

power, but chooses not to do so because of a desire to use a low-ratio speed

reduction to maintain a “transparent” actuator drivetrain.

In our work, we choose to increase motor output power by using large

motor bus voltage (as shown in Figure 3.4). While this technique in itself is

not necessarily novel, the reason for its use and the accompanying analysis on

efficiency optimization using large bus voltage (Section 3.3) offer new insights

compared to previous work. For example, the design of the UT-SEA naturally

lends itself to high-ratio speed reductions through the use of a ball screw

and therefore directly benefits from higher motor speeds. Additionally, unlike
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Figure 3.4: Effects of increased voltage on Maxon EC 22 operating regions
(Maxon, 2014c). The lower line represents the motor speed-torque curve for
Vmax = 48 volts (the manufacturer specified value) and shows that maximum
continuous power at this voltage is approximately 120 watts. By increasing
bus voltage to 70 volts, both no-load speed and maximum continuous power
are increased without violating the mechanical speed or thermal limits of the
motor.

(Seok et al., 2012) which relies on a transparent drivetrain for force control

accuracy, the UT-SEA incorporates mechanical force feedback in its compliant

element, thus addressing the issue of reduced drivetrain transparency.

An additional benefit of increasing motor voltage instead of increasing

motor current is preservation of motor efficiency. As illustrated in Figure 3.5, a

motor’s operating efficiency is a load-dependent quantity. At high speeds and

small loads, electric motors are most efficient. Optimization of torque density

in electric motors (Seok et al., 2012) ignores these effects, producing actuators

with large currents and low-ratio speed reductions which do not operate at
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Figure 3.5: Plots of motor efficiency and motor power versus motor load
(torque) (Maxon, 2014b). Note that peak efficiency and peak power do not
coincide. Maximum motor power occurs at half stall torque. Maximum motor
efficiency occurs at roughly 1/7th of stall torque. The linear section of the effi-
ciency curve shows that motor efficiency generally is highest at high speed and
low torque. This indicates that a large gear reduction, high-speed drivetrain
design is optimal from a motor efficiency standpoint.

peak efficiency. Efficient high-ratio speed reductions preserve motor operating

efficiency by allowing them to operate at high speeds.

3.2 Sources of Loss in the Energy Conversion Process

As is the case with all physical systems, many imperfections and losses

occur in the process of converting energy from one domain to another. At-

tempts to increase electric actuator power output often neglect to consider

system efficiency, deeming power output as the highest priority (Urata et al.,

2008). However, as we will show in Section 3.3, designing for high power out-

put does not preclude a design from selecting the local optima for efficiency as
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well. After all, as discussed back in Chapter 1, system efficiency is a primary

argument supporting electric actuation over other technologies (i.e. hydraulic),

so its degradation should be minimized where possible.

In an electric actuation system (refer back to Figure 3.1) energy is first

lost as heat due to internal battery resistance (Energizer, 2005). Then, energy

is lost at the power modulation stage, including heating from bridge resis-

tance, and energy loss due to high frequency state transitions of the switching

elements (Rashid, 2001; Dodge, 2006; Fairchild Semiconductor, 1999). Addi-

tional losses occur when electric energy is converted into mechanical energy

in the motor, such as: 1) resistive winding loss, 2) core losses which consist

of eddy current loss and magnetic hysteresis loss, and 3) bearing friction loss

which increases with speed and load torque (Kuria and Hwang, 2011). And

finally, as discussed in Chapter 2, loss occurs during force amplification in the

mechanical drivetrain of the actuator.

While many of these losses are unavoidable given existing electric motor

technology, others can be reduced if certain system knowledge is available. In

the following section, we leverage this system knowledge to reveal how loss can

be minimized, and thus efficiency maximized, in high power electric actuation

systems.
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Figure 3.6: Current waveform induced by a PWM voltage applied to a motor.

3.3 Optimizing Energy Transfer in High Power Electric
Actuation Systems

A Pulse-Width-Modulated (PWM) signal is typically used to efficiently

modulate voltage applied to a motor (see Figure 3.6). For large bus voltages

(high Vmax), the transient current ripple created by this PWM voltage acting

on the R-L motor circuit can rise to large values if the PWM switching fre-

quency (fsw) is not high enough (Figure 3.7). Even for an average current of

zero (i.e. no useful mechanical work is performed), substantial RMS current

can lead to motor overheating.

The steady-state RMS current (irms) induced in the motor winding

with resistance R, inductance L, and time constant τ , due to PWM voltage

(bus voltage Vmax and frequency fsw = 1/T ) can be represented as follows

(Williams, 1992):
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Figure 3.7: Current control through a motor is accomplished using a PWM
voltage signal. For high motor voltage, transient currents may increase to
large values. These series of plots shows the effect that increasing PWM
frequency has on transient current. In each case, average current is zero.
However, winding temperature is determined by RMS current, which is shown
to decrease as PWM frequency increases.
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Figure 3.8: RMS current loss versus PWM frequency.

irms =
Vmax
R

√
1− 4τfsw tanh

(
1

4τfsw

)
. (3.1)

RMS power loss due to heating of the motor windings can then be calculated

Prms = irms
2R =

Vmax
2

R

[
1− 4τfsw tanh

(
1

4τfsw

)]
. (3.2)

Plotting (3.2) versus PWM frequency yields the relationship illustrated

in Figure 3.8. As is shown, low PWM frequencies lead to large heating of the

motor’s windings. This result agrees with the three scenarios depicted in

Figure 3.7. From this observation, we can see how high PWM frequencies are

required to minimize loss due to RMS winding current.

Conversely, if the PWM frequency is too high, current drawn from the
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capacitive charging and discharging of switching elements in the servo drive

becomes large (Rashid, 2001; Dodge, 2006; Fairchild Semiconductor, 1999).

For instance, to switch a MOSFET transistor to its ON state, a finite amount

of charge (qg) must flow into the gate terminal. The quantity of this charge

is proportional to the MOSFET‘s gate capacitance. For each PWM cycle, a

current (isw) flows between the low and high voltage supplies for each of n

switching elements:

isw = qg n fsw. (3.3)

Switching power loss is then computed given gate drive voltage (Vdr):

Psw = Vdr isw = Vdr qg n fsw. (3.4)

Equation (3.4) is plotted in Figure 3.9.

These two sources of power loss, RMS current ripple loss and switching

loss, are both dependent on fsw, but in opposite directions (see Figure 3.10).

A trade-off therefore must be made of where loss will occur: is it better to

dissipate heat in the motor by using a low PWM frequency or to dissipate

heat in the servo drive bridge by using a high PWM frequency? Fortunately,

an optimal answer exists and we may choose system parameters to minimize

the total loss from these two sources.

To find the PWM frequency (fswoptimal
) which minimizes total power

loss (Ptotal), we must find the minimum value of Ptotal:
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Figure 3.9: PWM switching loss versus PWM frequency.

Ptotal = Psw + Prms = Vdr qg n fsw +
Vmax

2

R

[
1− 4τfsw tanh

(
1

4τfsw

)]
. (3.5)

However, because of the hyperbolic tangent function, we cannot minimize Ptotal

analytically. Instead, we propose using a triangular waveform to approximate

the RMS current (as shown in Figure 3.6). The accuracy of this approximation

improves as fsw increases (see Figure 3.11). Using this approximation, the

triangular RMS current (̃irms) is

ĩrms =
Vmax

Lfsw4
√

3
. (3.6)

The approximate total power loss (P̃total) is then
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Figure 3.10: R-L circuit DC motor model including H-bridge circuitry show-
ing capacitive gate switching current and RMS motor current. Loss due to
heating from RMS current in the motor (irms) decreases with PWM switching
frequency (fsw) while capacitive loss due to switching elements in the servo
drive increases with fsw. These two sources of loss offer competing objectives.
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P̃total = Vdr fsw n qg +
RVmax

2

48L2 fsw
2 (3.7)

which can be minimized analytically. Solving for the minimum power loss, we

find fswoptimal
to be

fswoptimal
= 3

√
RVmax

2

24L2 Vdr n qg
. (3.8)

Figure 3.12 illustrates the combined losses of RMS current ripple and capac-

itive MOSFET switching losses. The minimum loss point, which is produced

by selecting the optimal PWM frequency using (3.8), is also shown.

3.4 Summary

Maximizing performance of electric motors is important because their

performance improvements directly benefit actuator, and consequently, whole-

robot capability. Several existing robots have explored exotic and effective

techniques for increasing power output by increasing motor current. A less

documented technique for increasing power output is to drive an electric motor

with high voltage, thus enabling higher motor speeds.

Along with output power, the efficiency of power transfer from the servo

drive to the motor output is a key metric of performance. This efficiency can

be optimized for any given motor power maximization technique (i.e. using

large currents or using large voltages). In optimizing efficiency, competing

objectives are found in loss due to RMS current ripple in the motor, and loss
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Figure 3.12: Optimization of PWM frequency for minimum loss in electric
motor drives. Using (3.8) we can find the optimal PWM frequency which
minimizes loss between the switching elements in the servo drive and current
ripple in the electric motor.

due to capacitive switching of servo drive elements. Equation (3.8) solves this

optimization problem and produces the PWM frequency which results in the

most efficient power transfer from the servo drive to the motor output.
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Chapter 4

High-Performance Model-Based Control of

SEAs

In Chapters 2 and 3 we discussed designs and methods for increasing

base actuation hardware capability and efficiency. Referring back to Figure 1.1,

Chapters 2 and 3 therefore focused on the “bottom layer” hardware aspects of

robot performance, defining the maximum performance potential. However,

as discussed in Chapter 2, hardware alone does not create high-performing

actuators and robots. In this chapter, we transition into the analysis of the

“upper layers” of the system performance stack; that is, we discuss the algo-

rithms and software which generate commands for the actuation hardware to

follow. If these commands are not wisely chosen, the hardware will not be

used to its full potential and performance will be lost.

The control approach demonstrated in this chapter heavily relies on

force control, a control technique well studied in literature (Khatib, 1987; Pratt

et al., 2001; Hogan, 1984). In the context of this chapter and Chapter 5, force

This chapter contains material from the following publications: (Paine, Oh, and Sentis,
2014b; Paine, Mehling, Holley, Radford, Johnson, Fok, and Sentis, 2014a). Mehling, Holley,
and Radford contributed to this work by designing the hardware on which the proposed
controllers were implemented. Johnson, Fok, and Sentis contributed by interfacing the
presented work into the whole-body control framework on the Valkyrie robot.
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control is used to decouple the dynamics of the actuator from the dynamics

of its load. SEAs are unique in this regard as the spring itself decouples the

reflected motor inertia from the load inertia. The spring in an SEA therefore

creates a logical (and physical) boundary between these two systems: the

actuator and its load. Chapter 5 studies this idea further, considering the

effects of unmodeled loads on actuator force tracking capability.

We begin with an overview of work relating to force control of SEAs

and highlight how our force control approach leverages high-performance ideas

from this body of work while improving internal controller latency. We then

develop generic SEA models considering both types of spring placement ar-

chitectures (FSEA and RFSEA, previously discussed in Chapter 2). Using

these models, an SEA force control architecture is presented along with advice

on how to properly tune it for optimal performance. Finally, a model-based

position controller is introduced which builds upon the force controller and

is used to demonstrate high-performance behaviors using the previously dis-

cussed UT-SEA actuator (Chapter 2).

4.1 SEA Force Control Background

Many different control architectures have been proposed for force con-

trol of series elastic actuators. Some of the variation in controller design is

rooted in differences imposed by hardware. For example, force can be ob-

served either by measuring change in resistance, as is accomplished using strain

gauges in (Pratt and Williamson, 1995), or by measuring spring deflection and
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applying Hooke’s law, as shown in (Kong et al., 2010). A control strategy for

hardware designs using spring deflection sensors may treat a motor as a veloc-

ity source, and transform desired spring forces into desired spring deflections.

However, for hardware designs using strain gauges, the force sensor does not

output an intermediate displacement value, but maps change in resistance di-

rectly to applied force. For such a system, modeling the motor as a force

source is more convenient.

Further classification of SEA force control strategies may be made based

on the types and combinations of control structures used. Some approaches

measure spring force and control motor force using some variant of PID con-

trol structures (P, PD, etc.) (Sensinger and Weir, 2006; Garcia et al., 2011;

Ragonesi et al., 2011). If friction and backlash are significant, a single-loop

PID force controller may become unstable before the desired force tracking is

achieved. To remedy this issue, an inner position or velocity control loop may

be used with an outer force control loop as proposed by (Pratt et al., 2004).

This idea has been adopted and carried on by many others, translating force

control into a position or velocity tracking problem (Thorson and Caldwell,

2011; Lagoda et al., 2010; Vallery et al., 2007; Wyeth, 2006; Hutter, 2013).

Another class of controllers use PID control structures but also consider the

dynamics of the mechanical system to improve the frequency response of force

control (Pratt and Williamson, 1995; Hurst et al., 2010). Others show how

steady state tracking and disturbance rejection can be significantly improved

through the use of disturbance observers (Kong et al., 2009). Our approach
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differs from this earlier work in that PD feedback is used to shape the dynamic

response of the actuator, eliminating the need for a feedforward filter term and

improving the controller’s phase margin.

4.2 Generic Models of FSEAs and RFSEAs

As previously discussed in Chapter 2, the compliant element in an SEA

may be placed between the gearbox output and the load (FSEA) or between

the motor housing and the chassis ground (RFSEA). In this section we develop

models which apply to generic SEAs of either type. Based on these models,

we will observe properties of each style of actuator which will help us develop

our model-based SEA controllers.

Figure 4.1 shows simple models for both FSEA and RFSEA style ac-

tuators. In the FSEA model (Figure 4.1c), generalized motor force (Fm) is

generated between chassis ground and a lumped sprung mass (mk) which in-

cludes rotor inertia, the gearbox reduction, and transmission inertia. If the

motor is unpowered and backdriven, a viscous backdriving friction (bb) is felt

from transmission friction and motor friction. The spring is between the trans-

mission output and output mass (mo) and has stiffness (k) and viscous friction

(bk) generated by the spring support mechanism. In the RFSEA model the

spring and force generation elements are switched. In addition, the distribu-

tion of sprung mass and output mass is different for an RFSEA. mo in the

RFSEA model includes rotor inertia, the gearbox reduction, and transmission

inertia. mk varies by design. For the UT-SEA, mk includes the mass of the
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Figure 4.1: Models for FSEA and RFSEA style actuators. The notations
represent Fm: motor force, Fo: output force, bb: viscous backdriving friction,
bk: viscous spring friction, k: spring constant, x: spring deflection, mk: lumped
sprung mass, mo: output mass, beff : lumped damping which equals bb + bk,
Fu: disturbance forces and forces which are difficult to model.
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actuator housing and mass of the motor, including rotor mass.

A high output impedance model is useful for simplifying the force con-

troller design problem (Figure 4.1d). It assumes that the actuator output is

rigidly connected to an infinite mass, which cannot be moved. For the high

output impedance models, the sprung mass experiences a summation of forces

from 1) the motor (Fm), 2) the spring (Fk), 3) lumped viscous friction (Fbeff )

where beff = bb+bk, and 4) from other disturbances that are difficult to model

(Fu) such as torque ripple from commutation, torque ripple from gearboxes

due to teeth engaging and disengaging, backlash, and various forms of friction

such as stiction, and coulomb friction.

The force sensing challenge for each SEA configuration is to calculate

force felt at the actuator output (Fo) given measurement of spring deflection

(x). For both FSEAs and RFSEAs, the spring acts as the force sensor. The

difference between the two is where the spring is located relative to the output

force. This discrepancy does not affect low frequency force measurement but

must be taken into account to measure high frequency forces accurately.

For FSEAs with high output impedance (Figure 4.1d), Fo = Fk +

Fbeff . If Fbeff is small, which can be accomplished with careful mechanical

design, then Fo can be closely approximated by measuring Fk alone. This

simplification removes the need to measure or calculate time derivatives of x.

FoFSEA
= Fk = kx (4.1)
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For RFSEAs with high output impedance, Fo = Fm + Fu = Fmk
+ Fbeff +

Fk. Here, measurement or calculation of time derivatives of x is critical in

considering the large forces of Fmk
and Fbeff . Output force can be observed

as follows.

FoRFSEA
= Fmk

+ Fbeff + Fk = mkẍ+ beff ẋ+ kx (4.2)

These equations tell us that force sensing for RFSEA style actuators should

possess models of sprung mass and viscous damping and should be able to mea-

sure or calculate both ẋ and ẍ for accurate force sensing across the frequency

spectrum.

An additional drawback of RFSEAs is revealed when considering in-

ternal forces required to generate a desired output force. For an FSEA, the

relationship between Fk and Fo is given by:

Fk(s)

Fo(s)
=

k

sbeff + k
(4.3)

Whereas for an RFSEA the same relationship is given by:

Fk(s)

Fo(s)
=

k

s2mk + sbeff + k
(4.4)

Similarly, the relation between Fm and Fo for FSEAs (4.5) and RFSEAs (4.6)

are as follows:
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Figure 4.2: Relation of internal actuator forces to output force. The four lines
represent equations (4.3), (4.4), (4.5), and (4.6). As the figure shows, RFSEA
spring force exceeds output force for resonant frequencies. Parameters are
selected to match the UT-SEA design.

Fm(s)

Fo(s)
=
s2mk + sbeff + k

sbeff + k
(4.5)

Fm(s)

Fo(s)
=

s2mk + sbeff + k

s2mk + s(beff + bb) + k
(4.6)

Plotting the frequency response of (4.3), (4.4), (4.5), and (4.6) yields the

results shown in Figure 4.2. Each line represents an internal force relative to

the actuator output force across the frequency spectrum. A magnitude greater

than one (0 dB) indicates that, at the represented frequency, the internal force

value is greater than output force. Motor force for both the FSEA and RFSEA

remain less than or equal to the output force below the resonant frequency.

Motor force for the FSEA increases for frequencies greater than the resonant
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frequency because the motor force must counteract the low-pass filter created

by the mass-spring system. The RFSEA is able to produce high frequency

forces without an increased burden to the motor force. The problem regarding

the RFSEA design lies in the spring force, which is the only internal force to

increase above output force for resonant frequencies and below. The resonant

peak for spring force is about 15 dB (a factor of around five) for the UT-SEA

design (see Chapter 2), meaning spring force is five times greater than output

force. One way to address this issue is to regulate spring force rather than

output force for RFSEA style actuators. In doing so, force tracking accuracy

is sacrificed at the actuator’s resonant frequency.

To summarize key differences between FSEAs and RFSEAs:

1. Accurate force sensing for RFSEAs requires knowledge of k, beff , mk, x,

ẋ, and ẍ whereas FSEAs only require k and x for a close approximation

of output force.

2. FSEA output force can safely track a reference force signal up to and

past resonant frequencies but will require large motor effort at high fre-

quencies. RFSEAs cannot safely track reference force signals close to

their resonant frequencies due to large resonant spring forces, but can

track high frequency force signals with low motor effort.

3. FSEAs place a mechanical low-pass filter between the output and the

gearbox, making them more tolerant to impact forces than RFSEAs.
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Based on these observations FSEAs are better suited for force con-

trol applications. However, as discussed in Chapter 2, the excellent size and

packaging characteristics of RFSEAs can provide significant advantages for

integration with dense system designs.

4.3 Model-Based Control using Disturbance Observers

In this section, we apply the models obtained in Section 4.2 to develop

high-performance force and position controllers for SEAs. The end goal of this

section is to produce behaviors which achieve high power (high torque and high

speed simultaneously) in a fixed range of motion. Obtaining high velocities

safely within an actuator’s fixed range of motion requires well-controlled bursts

of acceleration to and from rest.

Control effort for such motions can come from two sources: feedforward

(model-based) effort and feedback (reactive) effort (Bèlanger, 1995). One of

the primary influences of the compliant element in an SEA is to reduce actu-

ator output impedance. As a result, achieving stiff active impedance behav-

iors with SEAs is difficult due to large motor energy requirements (Pratt and

Williamson, 1995) and control loop stability issues, the limits of which have

not yet been formally studied. Because of these factors, high-performance be-

haviors are difficult to achieve with SEAs using predominately reactive control

techniques.

Instead, our SEA position control approach uses a model of the load’s

dynamics, obtained using system identification techniques, to achieve high-
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performance behaviors. As such, our method heavily relies on feedforward

control effort. Using such an approach, the position bandwidth of an SEA is

only limited by its force bandwidth through Newton’s Second Law:

xd = Asin(ωt)

ẍd = Aω2 sin(ωt)

F = mẍd = mAω2 sin(ωt)

(4.7)

where xd is a desired position profile, A and ω are the signal amplitude and

frequency, respectively, m is the load mass, and F is the necessary tracking

force. As is evident in (4.7), both position and force signals have the same

signal frequency.

While in this chapter we use our proposed force controller to act as

an inner loop for our model-based position controller, this force controller is

generic and can be applied to any other application where actuator forces are

the control target (see Chapter 6 for another example).

4.3.1 Force Control

Our proposed force controller uses a structure similar to (Kong et al.,

2009) but differs in that the closed-loop dynamics are shaped using PD feed-

back alone instead of using a feedforward filter. By excluding a feedforward

filter, a source of delay in the signal tracking transfer function is removed. In

this section we give an explanation of the force control structure and charac-

terize its performance through a series of experimental tests.
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Figure 4.3: a) Schematic representation of a series elastic actuator. b) Plant
model (P ) used for control design. Note that a locked-output assumption is
used. c) Diagram of the proposed force feedback controller for series elastic
actuators. The PD compensator is used to shape the dynamics of the force
response while the DOB is used to improve disturbance rejection, especially
at low frequencies. The Q filter is defined by (4.17).

As discussed in Section 4.2, both FSEAs and RFSEAs should be con-

trolled using their spring force. Therefore, the controller proposed here equally

applies to both FSEA and RFSEA style actuators.

Figure 4.3 shows our proposed force control structure. The control

plant is an SEA with a locked output, as shown in Figure 4.3b. The inner

PD compensator is tuned to produce the desired frequency response based on

this locked-output assumption. A disturbance observer (DOB) is then used to

reject deviations from this nominal locked-output model and maintain force

tracking accuracy. Further discussion on DOB disturbance rejection for non-

locked-output scenarios will be held in Chapter 5.

The control plant transfer function (P ) from motor current (i) to mea-
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sured spring force (Fk) is a function of the effective motor inertia felt by the

spring (mk), the effective motor-side damping felt by the spring (beff ), spring

stiffness (k), speed reduction (N), motor torque constant (kτ ), and drivetrain

efficiency (η):

P (s) =
Fk(s)

i(s)
=

Nkτηk

mks2 + beffs+ k
=

βk

mks2 + beffs+ k
. (4.8)

The scaling factor between motor current and motor-side output force is rep-

resented by β where β = Nkτη. Assuming k is measured beforehand, all of

the parameters in (4.8) can be found using system identification techniques

(see Appendix A.1) with the actuator output locked.

The closed-loop transfer function from reference force (Fr) to Fk for

the locked-output control plant is represented by Pc:

Pc(s) =
Fk(s)

Fr(s)
=

(kβkd)s+ k(1 + βkp)

mks2 + (beff + kβkd)s+ k(1 + βkp)
. (4.9)

As depicted in Figure 4.3c, Pc is composed of a feedforward term (N−1η−1kτ
−1)

and a feedback term (PD). The feedforward term is used to scale desired actu-

ator forces into approximate actuator output forces to minimize control effort

from the feedback term. The feedback term is represented by the following

transfer function:

PD(s) =
i(s)

e(s)
= kds+ kp. (4.10)
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For simplicity, we do not model the effects of a low-pass filter that is applied to

the derivative term. In practice, the cutoff frequency for the kds term (fkd) in

(4.10) is chosen to be sufficiently higher than the actuator’s maximum closed-

loop system bandwidth. The effects of fkd on the force tracking response will

be shown later in Figure 4.4.

4.3.1.1 Simplification of Feedback Gain Selection

When faced with highly parameterized feedback controllers, it is often

unclear how each parameter should be chosen. Clearly, a trade-off between

poor performance (low gains) and poor stability (high gains) must be found.

In practice, gain tuning is often performed manually to quickly locate param-

eters that balance these two trade-offs. From (4.10) we see that two param-

eters must be found: kp and kd. Instead of choosing kp and kd directly, it

can be more insightful to consider an equivalent pair of feedback parameters:

bandwidth and damping ratio. This is because a desired “shape” of the fre-

quency response can be chosen by selecting a desired damping ratio, and then

bandwidth may be chosen independently to satisfy the trade-off between per-

formance and stability. Here, we derive the equations mapping damping ratio

to kp and kd.

Notice that the characteristic polynomial of (4.9) is a second order

system that can be represented in terms of an effective mass (M̂), spring, (K̂)

and damper (B̂):
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M̂ = mk (4.11)

B̂ = (beff + kβkd) (4.12)

K̂ = k(1 + βkp). (4.13)

The damping ratio (ζ) for such a second order system is

ζ =
B̂

2
√
M̂K̂

(4.14)

Combining (4.11), (4.12), (4.13) and (4.14) forms a relation between desired

closed-loop damping ratio (ζd) and kp, kd:

ζd =
(beff + kβkd)

2
√
mkk(1 + βkp)

. (4.15)

Solving (4.15) for kd yields

kd =
2ζd
√
mkk(1 + βkp)− beff

kβ
. (4.16)

Using (4.16), a desired damping ratio can be chosen and kd can then be au-

tomatically calculated for a given kp (see Figure 4.4). In tuning this force

controller, kp is used to represent bandwidth, therefore simplifying the tuning

of the PD compensator to a single degree of freedom. Using this one param-

eter, the trade-offs between performance and stability can easily be changed

on-the-fly while ensuring a dynamic response with the desired damping ratio.
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Figure 4.4: The effect of varying kp on force controller performance (Fk/Fr).
kd is recalculated based on (4.16) for each value of kp. As is shown, force
control bandwidth increases as kp increases while stability (phase margin, pm
in the figure) decreases. While each response has the same desired damping
ratio, a resonant peak begins to develop for larger values of kp due to the
limitations of the kd cutoff frequency (fkd).

For the UT-SEA, we chose a desired damping ratio of 0.9 to produce a flat

force response with little overshoot (ζd = 1.0 is critically damped, ζd = 0.7 is

underdamped with minimum settling time).

Using these tuning techniques, the primary factors determining max-

imum force control bandwidth are 1) closed-loop stability, which largely de-

pends on the value of fkd as demonstrated in Figure 4.4, and 2) actuator power

consumption. Extending the bandwidth of any passive system inevitably re-

sults in increased power consumption at frequencies above the passive system

bandwidth (Bèlanger, 1995). Large power consumption can be a problem due

to loss in the actuation system, which manifests itself as heat as discussed in

Chapter 3. Figure 4.5 demonstrates this behavior for two different values of
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Figure 4.5: These plots demonstrate how power consumption plays an impor-
tant role in feedback gain selection. The top two plots show bode plots for
two different values of kp, demonstrating better tracking and larger bandwidth
for the larger kp value. Correspondingly, the lower plots show the power con-
sumption and motor currents for each experiment. Here, the larger feedback
gain shows a significant increase in energy consumption at high frequencies.
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kp using the UT-SEA.

4.3.1.2 Disturbance Observer

The use of a disturbance observer (DOB) applied to an inner PID/PD

control loop has been shown to significantly enhance the force tracking capabil-

ity of SEAs (Kong et al., 2009, 2012; Paine et al., 2014b). DOBs have several

useful properties for our specific application. First, they preserve and enforce

a dynamic plant model through the use of a nominal model. This means that

the shape of the closed-loop frequency response of Pc will not be altered by

adding a DOB. The DOB will try to maintain this characteristic response in

the presence of either 1) external disturbances or 2) plant model variations.

The latter characteristic is of central importance to our approach and is dis-

cussed in detail in Chapter 5. Secondly, DOBs excel at removing steady state

error, and therefore effectively serve as an integral feedback term. This char-

acteristic is useful in minimizing controlled force resolution as discussed in

Chapter 6.

A DOB applied to Pc is shown in Figure 4.3c. Pn
−1 represents the

inverse of the nominal closed-loop model (Pc, using the locked-output con-

straint). Q is a low-pass filter which is used both to make Pn
−1 proper and to

tune the frequency (fq) up to which disturbances are rejected. In the tuning of

the UT-SEA, fq values in the range of 20 Hz to 50 Hz were found to adequately

reject unmodeled disturbances while maintaining high control loop stability.

Q takes the form of a low-pass Butterworth filter and has the following transfer
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Figure 4.6: Measured force tracking error versus frequency for various con-
troller configurations. PD feedback (Pc in Figure 4.3c) improves force tracking
accuracy at most frequencies compared to open loop approaches. The addi-
tion of DOB feedback (full controller in Figure 4.3c) drastically improves low
frequency tracking while preserving high frequency system dynamics.

function:

Q(s) =
1

(s/2πfq)2 + 1.4142(s/2πfq) + 1
. (4.17)

The complete force control parameters used for the UT-SEA are shown

in Table 4.1.

4.3.2 Position Control

Our proposed position controller builds upon the force controller dis-

cussed in the previous section, treating it as a low-pass-filtered ideal torque

81



Table 4.1: UT-SEA force control parameters

Parameter Value Units
kp 0.05 A/N
fkd 100 Hz
ζd 0.9 n/a
fq 40 Hz
β 219 N/A
mk 360 kg
beff 2200 Ns/m
k 350000 N/m

source. This force source generates a force through a mechanical linkage with

a moment arm (L) as depicted in Figure 4.7. Actuator force (F ) generates arm

torque (τa) depending on arm angle (θa) according to the following equation.

τa = FL(θa) = F
cb sin θa√

b2 + c2 − 2bc cos θa
(4.18)

The dynamics relating τa to θa with arm inertia (Ja) and joint friction (Ba)

are:

τa = Jaθ̈a +Baθ̇a + τg(θa) (4.19)

where τg is the torque due to gravity and is parameterized by the mass of the

output link (ma), the distance from the point of rotation to the center of mass

(lm) and an angle (φ) to correct for c in Figure 4.7 not being orthogonal to

the gravity vector.
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Figure 4.7: UT-SEA mounted on a test bench with the prismatic linkage
geometry shown. The notations represent: L: linkage moment arm, c: distance
between the actuator pivot and the arm pivot, b: distance between the arm
pivot and the pushrod pivot, F : actuator force, τa: torque exerted on the
output arm, θa: output arm angle, Ja: inertia of the output arm, φ: offset
angle. Values used during testing of the actuator are: b = 0.025 [m], c =
0.125 [m]. Speed reduction from motor output to arm output is 175:1 at
θa = 90◦.

τg(θa) = −maglm cos (θa + φ) (4.20)

Combining (4.18) (4.19) and (4.20) the full dynamics from F to θa are then

represented by the following nonlinear differential equation.

(4.21)F =

√
b2 + c2 − 2bc cos θa

cb sin θa

[
Jaθ̈a +Baθ̇a −maglm cos (θa + φ)

]
Our position control approach first considers the problem of controlling θa

given τa, assuming no gravity is present. The relation between τa and θa in

this case is given as:
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Figure 4.8: Block diagram of the control structure used for position control.
The notations represent: τg: gravity compensation torque, L: nonlinear link-
age kinematics, Fcntrl: the force control block shown in Figure 4.3. The Q
functions are low-pass filters defined by (4.17).

θa(s)

τa(s)
=

1

s2Ja + sBa

(4.22)

Inverting (4.22) provides a desired arm torque (τades) given a desired arm

angle (θd) and is used as the initial block in the position controller (Figure

4.8). Because (4.22) does not consider gravity, the desired arm torque signal

must be summed with a gravity compensation torque (4.20) to produce the

expected motion. The resulting torque value is then converted into desired

actuator force by multiplying by the inverse of the nonlinear kinematics (L−1

from (4.18)). This desired force is then passed to the force controller.

Without some form of feedback the position controller would not be able

to track a desired position due to modeling error and external disturbances. A

DOB is placed in an outer loop around the model-based position controller to

resolve these issues. The DOB treats modeling error and exogenous input as

a disturbance and counteracts this disturbance with input to the model-based
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position controller. Qp (fc = 10Hz) in Figure 4.8 is a feedforward low-pass

filter to smooth position response, thus reducing required torques. Qpd (fc =

35Hz) is a low-pass filter that attenuates high frequency disturbance signals

of the DOB.

4.4 Performance Experiments

Our goal was to design hardware and controllers that would maximize

performance, but how do we know if we have been successful? One way of mea-

suring the success of the control design is to attempt to reach the mechanical

limits of actuator components in a safe and controlled manner. To this end we

performed an experiment to push actuator speed to the limits of mechanical

and control capabilities. A 5th order spline was used to generate a smooth

position reference signal for high-speed transitions between a large angle dis-

placement (60 degrees, see Figure 4.9). Figure 4.10 shows the experimental

results. The arm is able to track the reference position closely and achieves a

velocity of 15 rad/sec which is the mechanical limit of the ball screw. In this

test, the motor reached a speed of 22,600 rpm which is 3,000 rpm below the

maximum possible motor speed. Acceleration from rest, to maximum speed,

and back to rest occurs within less than 0.2 seconds.

A critical metric for performance is power output. To maximize achiev-

able power we designed an experiment which would require high speed and

high torque simultaneously (see Figure 4.11). The design of the output arm

to which the actuator is attached allows for additional weight to be added.
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Figure 4.9: High-speed position tracking test setup.
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Figure 4.10: High-speed position tracking test. The actuator output
follows a reference signal that changes 60 degrees in less than 0.2 seconds. The
actuator is able to track the reference signal closely and reaches the maximum
mechanical speed of the ball screw of 15 rad/sec. The torque moment arm (L)
rotates through its largest length at θa = 90◦.

For the experiment, we fixed a 4.5 kg weight to the arm with a 0.23 meter

moment arm. The experiment requires the arm to track a reference position

which is again generated using splines. The motion is not symmetrical. When
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Figure 4.11: High-power position tracking.

the weight is being lowered the reference signal changes slowly and when the

weight is being raised the reference signal changes quickly. The combination

of fast motion and the fact that the motion is directed upwards against gravity

makes this test require very high actuator power output. Figure 4.12 shows

the experimental results. On the bottom graph power at the motor and power

at the arm can be seen. Output power is measured as output torque times

output velocity. The actuator generates peak mechanical output power of ap-
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proximately 429 watts, which corresponds to a power-to-weight ratio of 423

watts per kilogram. Comparing with (Pestana et al., 2010; Paine et al., 2014b)

this represents an improvement over previous attempts of 6.41x and 4.5x, re-

spectively. Additionally, this power-to-weight ratio is 2.1x higher than the

most power-dense human muscles (Hunter and Lafontaine, 1992). It should

be noted that these results were obtained with the new, lighter version of the

UT-SEA shown previously in Figure 2.11.

We also measured the end-to-end efficiency of the high-power behavior,

including all losses from the electrical power system (battery) to the mechan-

ical system output. These losses include the power modulation in the servo

drive, the energy transduction of the motor, and the mechanical friction in

the actuator drivetrain. The input power was measured using power resistors

in series with the battery while the output power was measured using forces

from the spring and velocity of the actuator output. Efficiency was calculated

using the highest power phase of the experiment, where the arm is in the

lower position and rapidly moves the 4.5 kg weight upwards. By integrating

both the electrical power and the mechanical power (Figure 4.13) we were able

to calculate the overall system efficiency during this stage of the maneuver.

As is shown, 36.4 joules of energy are fed into the system while 20 joules of

energy are felt at the output, resulting in a total efficiency of 54.9%. These

are excellent results, considering that this end-to-end efficiency is comparable

to the single-stage mechanical efficiency of many other actuator drivetrains

(Harmonic Drives, planetary gearboxes, etc.).
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(position control w/ 4.5kg weight on 0.23m moment arm)
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Figure 4.12: High-power test. Here, fast motions are tracked with heavy
weights. Position and force tracking accuracy is shown in the top two graphs.
The third graph shows force error. The bottom graph shows power measured at
the output (measured torque times measured velocity). The following variable
mappings are used: Desired Arm Angle (θd), Arm Angle (θa), Desired Force
(Fd), Spring Force (Fk). This data was taken with the second generation
UT-SEA shown in Figure 2.11.
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Figure 4.13: Input energy (electrical) versus output energy (mechanical) of
the UT-SEA during the high-power tests shown in Figure 4.12. A total of 36.4
joules of energy are provided from the batteries while 20 joules are produced
at the actuator output, resulting in a total efficiency of 54.9%.

These experiments were performed on a PC-104 form factor computer

from VersaLogic (VL-EPMs-21) running Ubuntu Linux with an RTAI patched

kernel to enable real time computation. Data was passed to and from the

actuator using analog and quadrature signals which pass through a custom

signal conditioning board. Both force and position control were performed at a

servo frequency of 1kHz. All continuous time control structures and signal time
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derivatives were converted to discrete time using a bilinear (Tustin) transform

and were implemented in C.
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Chapter 5

Robust Torque Control of SEAs with

Unknown Loads

5.1 Introduction

In Chapter 4 we proposed an SEA force control structure and applied

it to a model-based position controller to achieve high-performance behaviors

in a single actuator testbed. One critical assumption is required for such a

position control approach: that the inner force loop can be abstracted as an

ideal force source, or more accurately, a low-pass-filtered ideal force source. In

this chapter we study this assumption in detail, paying special attention to

the effects of unmodeled control plant variations on force tracking accuracy.

The results of this chapter have important implications for the application of

SEAs in complex multi-DOF robots, which is the focus of Chapter 6.

A definition for an ideal force/torque source (referred to as ideal torque

sources hereafter) is provided in (Kong et al., 2009) and states that an ideal

torque source must 1) have zero mechanical output impedance and 2) be able to

This chapter contains material from the following publication: (Paine, Mehling, Holley,
Radford, Johnson, Fok, and Sentis, 2014a). Mehling, Holley, and Radford contributed to
this work by designing the hardware on which the proposed controllers were implemented.
Johnson, Fok, and Sentis contributed by interfacing the presented work into the whole-body
control framework on the Valkyrie robot.
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track control inputs (desired torques) exactly. Implied by the latter condition

is the ability to track control inputs up to infinitely large bandwidths. In

practice, ideal torque sources are clearly not possible to obtain due both to

the limited bandwidth and limited sensing resolution of all physical systems.

However, actuators providing a near -ideal torque source provide at least

two primary benefits. First, an ideal torque source is the common build-

ing block for several multi-body control strategies, including but not limited

to: Operational Space Control (Khatib, 1987), Whole-Body Control (Sentis

et al., 2013), Virtual Model Control (Pratt et al., 2001), and impedance con-

trol (Hogan, 1984). If an ideal torque source is obtained, direct application of

these types of multi-body control strategies becomes possible.

Second, abstracting SEAs as torque sources allows higher control layers

(i.e. multi-joint controllers) to avoid modeling internal actuator dynamics, and

instead only model the effects of the rigid body system. Prior work in this area

has demonstrated that effective decoupling of the fast actuator-level dynam-

ics from the slower multi-body dynamics is indeed possible (Ott et al., 2003).

However, in this work torque errors remain large (around 50Nm) and thus do

not adequately abstract an actuator as an ideal torque source. Decentralized

joint-level control approaches have been shown to work well for position con-

trolled robots (Nakao et al., 1987; Godler et al., 1999a). In these approaches

subordinate joint-level controllers are co-located at each joint and use feedback

to compensate for multi-body dynamics. Interestingly, the authors found that

the largest disturbances to affect their joint controllers were caused by varia-
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tion in the apparent load inertia due to changing robot pose. (Nakao et al.,

1987) found that a Disturbance Observer (DOB) could fully reject the unde-

sirable behavior resulting from these model variations that were unknown to

their low level controllers. Decentralized DOBs were first applied to SEAs in

(Kong et al., 2009, 2012) and demonstrated accurate torque tracking with no

knowledge of actuator load inertia.

Several control methods have previously been proposed for controlling

the torque output of an SEA with no knowledge of the load inertia (Vallery

et al., 2007; Kong et al., 2009, 2012; Schepelmann et al., 2012). While it

is known that a minimum load inertia is required for force control stability

(Pratt and Williamson, 1995), little work has been done to identify what this

minimum load is.

In this chapter we present a method for understanding this minimum

load inertia, given the DOB-based controller presented previously in Chapter

4. We define the Disturbance Observer Region of Convergence (DROC), an

analysis tool which may be used to study the effect of a DOB applied to a

plant with bounded uncertainty. Finally, we show the ability of DOB-based

controllers to maintain torque tracking accuracy with varying load inertia in

a comparative experimental study.

We begin the study of a joint-level DOB’s ability to reject the effects

of multi-body dynamics by modeling the effects of variable actuator load in-

ertia on the controller presented in Chapter 4. As previously discussed, the

controller in Chapter 4 is tuned for the case where the load inertia is locked
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Figure 5.1: An example of a variable load inertia scenario using the abduc-
tion/adduction shoulder joint of NASA-JSC’s Valkyrie robot. Approximate
actuator-level models are shown for each case, a large load inertia correspond-
ing to the outstretched case and a smaller load inertia corresponding to the
bent-elbow case.

and is not altered thereafter. That is, no adaptive control techniques or gain

scheduling based on robot pose is used. Instead, a DOB is used to attenuate

disturbances due to control plant variation and maintain the desired closed-

loop dynamics. This feature greatly benefits the tuning procedure for robots

with many actuators (see Chapter 6). Each actuator can be separately tuned

on a bench with minimal parameter tuning required once the actuator is as-

sembled into a multi-joint system.

5.2 Augmented Control Plant Model

To carry out our analysis, we must augment the locked-output plant

model (4.8) by including the effects of load inertia. The modeling approach
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we take follows work presented in (Kong et al., 2009) and is extended to map

motor torques to spring torques. Unlike Chapter 4, our model here is in the

rotary domain, conforming to the rotary actuation hardware on which this

work was tested.

A multi-input model for an SEA is shown in Figure 5.1, with τm repre-

senting motor torque, θm motor angle, jm motor inertia, bm motor damping, k

spring stiffness, τL external torque applied at the load, θL load angle, jL load

inertia, and bL load damping. The state equations for the system are

jmθ̈m + bmθ̇m + k(θm − θL) = τm (5.1)

jLθ̈L + bLθ̇L + k(θL − θm) = τL. (5.2)

Assuming no external torque input, combining (5.1) and (5.2), and represent-

ing spring deflection as θd = θm − θL, yields a relation (α) between motor

angle and spring deflection

α(s) =
θd(s)

θm(s)
=

jLs
2 + bLs

jLs2 + bLs+ k
. (5.3)

Using Hooke’s law and (5.3), spring torque (τk) is then represented by

τk(s) = kθd(s) = kα(s)θm(s). (5.4)

Combining (5.1) and (5.4) yields a transfer function from motor torque to

motor angle
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θm(s)

τm(s)
=

1

jms2 + bms+ α(s)k
(5.5)

which, combined with (5.3), provides the transfer function from motor current

to spring torque for any load inertia

P (s) =
τk(s)

i(s)
=
τm(s)

i(s)

θm(s)

τm(s)

θd(s)

θm(s)
k =

βα(s)k

jms2 + bms+ α(s)k
. (5.6)

Equation (5.6) represents a version of the fixed-output control plant model

(4.8) augmented with the effects of finite load inertia.

5.3 Sensitivity Analysis to Variations of Load Inertia

Plotting (5.6) for a wide range of load inertias provides a visualization

and intuition towards understanding how an SEA will respond to different

load inertias (see Figure 5.2a). When jL is infinite (bold black line), the

system exhibits the familiar second order underdamped response, assuming

underdamped system parameters. As jL decreases, low frequency behavior

changes noticeably and the resonant peak moves to higher frequencies. In the

extreme case, when jL = 0, the load inertia no longer carries energy and the

system becomes the first order mass-damper system defined by jm and bm.

Similarly, we may simulate the dynamics of the closed-loop response

(Pc from Figure 4.3c) for varying plant load inertias (see Figure 5.2b). In this

case, we see that despite significant variation in load inertia, the high frequency
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Figure 5.2: a) Series of SEA control plants (5.6) for varying load inertia. Re-
ducing load inertia is shown to increase resonant frequency and alter effective
level of damping in the response. b) Closed-loop (Pc in Figure 4.3c) torque
response for a series of SEA plants with decreasing jL. For larger values of jL,
the bandwidth of the system remains fairly constant while only low frequency
behavior changes.

dynamics remain relatively constant. The main variation in the closed-loop

response occurs at low frequencies, except for very small values of jL.

5.4 DOB Disturbance Rejection

Our objective is to leverage the disturbance rejection capability of a

DOB to create a controller that is insensitive to variation in load inertia. The

result shown in Figure 5.2b demonstrates the qualitative behavior of finite load

inertia on the inner PD compensator, Pc. In this section we seek to understand
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Figure 5.3: Control structure of a disturbance observer. The notations repre-
sent: Pc: control plant (a closed-loop plant in this case), Pn: nominal plant
model, Q: a filter (typically low-pass) for tuning disturbance rejection band-
width.

a DOB’s disturbance rejection capability and compare this capability with the

disturbances shown in Figure 5.2b. If the DOB can successfully remove the

disturbances of Figure 5.2b, we will have achieved our goals of creating an

inertia-independent torque controller and thus decentralize torque control of

Valkyrie’s SEAs.

Figure 5.3 shows the structure of a DOB. Given a nominal model (Pn)

of a control plant (Pc), the measured plant output (τk) is passed through the

nominal model inverse to produce an estimate (τe) of the control plant input

(τr). A lumped disturbance value (d) is calculated by subtracting τr from

τe and is compensated for by subtracting d from the desired value (τd). A

low pass filter (Q) is used both for tuning purposes and to make the inverse

nominal plant model proper.

The transfer function for the DOB shown in Figure 5.3 is
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PDOB =
τk
τd

=
Pc

1 +Q(PcPn
−1 − 1)

. (5.7)

The Q filter in (5.7) affects the range of disturbances that are rejected by the

DOB. Consider the case where Q = 1. In such a case, deviations from Pn

are rejected at all frequencies, resulting in PDOB = Pn. In practice, actuator

limitations and sensor noise place a limit on the upper bound of the cutoff

frequency for Q. Nonetheless, this basic example demonstrates that large

disturbances may be removed with sufficiently high Q filter cutoff frequencies.

In the remainder of this section we analyze the relation between the

disturbance rejection capability of a DOB and the variations in closed-loop

plant behavior of Pc caused by varying load inertia (Figure 5.2b). The result

of this analysis is a criteria that guarantees bounded tracking error of the

DOB. (Kong and Tomizuka, 2013) provides a similar criteria for determining

stability bounds of DOB-based systems with multiplicative uncertainties, but

does not give the same error bound guarantee presented here. A difference

between these two approaches is that plant variation is unknown in (Kong

and Tomizuka, 2013), whereas here we can model variation due to changes in

inertial load.

The underlying idea behind our method of characterizing DOB dis-

turbance rejection is as follows (see Figures 5.3 and 5.4). A DOB attenuates

deviations of the control plant, Pc, from some nominal model, Pn. The discrep-

ancy between Pn and the DOB-compensated system (PDOB) is the tracking
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Figure 5.4: Disturbance observer Region Of Convergence (DROC) for a DOB
with a given Q filter. A control plant Pc will converge to an error less than or
equal to δ if Pc is contained within the shaded area between Pn and Pb.

error of the full closed-loop system. Because the DOB only attenuates devi-

ations, tracking error can never be reduced to zero if finite deviations of Pc

versus Pn exist. However, if a minimum acceptable tracking error is specified

(δ), the worst-case deviation of the control plant from the nominal plant that

satisfies the tracking error can be found (Pb). Therefore, any Pc contained

within the area bounded by the best case scenario (Pn, zero deviation) and

the worst case scenario (Pb, δ deviation) satisfies the minimum tracking er-

ror requirement. We refer to the area between Pn and Pb as the Disturbance

observer Region Of Convergence (DROC).

A more formal description of this idea is presented here. Let us define

an error tolerance (δ) relative to the nominal plant model

Pd = Pn(1− δ) (5.8)
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Table 5.1: Variable Inertia Simulation Parameters

Parameter Value Units
kp 1.5 A/Nm
ζd 0.9
fq 20 Hz
δ 20 %

where Pd is the desired maximum allowable deviation from the nominal plant.

Setting PDOB = Pd and solving (5.7) for Pc yields

Pb = Pc =
Pd(1−Q)

1− PdQPn−1
. (5.9)

Pb represents the boundary plant transfer function that satisfies the error tol-

erance, δ. In other words, Pb determines the maximum deviation from the

nominal plant model for which the DOB is able to compensate.

5.5 DOB Disturbance Rejection Due to Variable Load
Inertia

Analyzing the results shown in Figure 5.2b using our DROC method

gauges how a DOB will reject disturbances due to load inertia variation and

thus maintain the desired ideal torque source abstraction. In this analysis,

we model a Valkyrie shoulder actuator for the two load inertia cases shown in

Figure 5.1 using the control parameters shown in Table 5.1. We also simulate

a smaller load inertia (0.16 Kg ·m2), which is included to demonstrate a case
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Figure 5.5: These figures demonstrate how a disturbance observer can elimi-
nate the effects of plant deviations caused by changes to actuator load inertia.
a) Closed-loop frequency response of Pc for different load inertias. The dashed
line represents 20% error (<2 dB) compared to the nominal high load iner-
tia model while the shaded area represents the DOB region of convergence.
Both the maximum and minimum arm inertia lines are contained within the
DROC, meaning a DOB can be used to attenuate the disturbance due to these
effects. b) Closed-loop frequency response from desired torque (τd) to mea-
sured spring torque (τk) for the full torque controller as shown in Figure 4.3c
with a finite actuator load inertia. A series of responses to plants with varying
inertias is shown representing the full inertial operating range of the Valkyrie
shoulder abduction/adduction actuator (jL = 1.26→ 0.69 Kg ·m2). Note the
insensitivity of the system to load inertia variation.

which violates the DROC. Figures 5.5 and 5.6 show these results.

Figure 5.5a illustrates how the closed-loop responses for both values of

arm inertia remain within the DROC. Because both responses remain within

the DROC, a DOB applied to either closed-loop response is guaranteed to

bring the system response to within δ (<2 dB in this case) of the nominal

fixed-output plant model. We can visualize this result in Figure 5.5b where

the perturbations to the full system transfer functions due to load inertia
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Figure 5.6: Time domain representations of Figures 5.5a and 5.5b. In a) the
step response of only the inner portion of the proposed force controller (Pc) to
various load inertias is shown. Again, for these control parameters, all values
of load inertia except jL = 0.16Kg ·m2 remain within the DROC. In b) step
responses are shown for the same SEA plant parameters as in a), but a DOB
is now applied. The DOB is shown to dramatically improve low-frequency
performance, maintaining both Valkyrie inertia values within the allowable
performance envelope.

variation are imperceptible for the two arm inertia cases and only become

perceptible in the scenario where jL = 0.16 Kg ·m2.

Figure 5.6 shows the data of Figures 5.5a and 5.5b in the form of

time domain step responses. Here, it is again shown how the DOB is able to

compensate for large deviations of the control plant, provided these deviations

primarily occur at frequencies below the Q filter cutoff frequency.
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Figure 5.7: a) Free-Swinging-Output Experimental Setup. Actuator
torque causes load inertia motion. jL in the free-output test is 0.16 kg·m2.
b) Fixed-Output Experimental Setup. The output of the actuator is
bolted to the table and therefore actuator torque does not cause load motion.

5.6 Experimental Results

In this section we use Valkyrie’s SEAs to demonstrate our DOB-based

controller’s ability to accurately track torques with no knowledge of load in-

ertia, thus overcoming the primary difficulty of implementing a decentralized

torque control architecture. We contrast our DOB-based system with a con-

troller using only the inner PD control loop (Pc). For each controller we con-

sider torque tracking for two different actuator load scenarios (see Figure 5.7).

In the first scenario the actuator output is fixed to the table, creating an ef-

fective load inertia of jL = ∞. In the second scenario a weight mounted on

a moment arm (jL = 0.16kg · m2) is attached to the actuator output and
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Figure 5.8: Step response of the PD torque controller (Pc in Figure 4.3c) to a
torque command for two different load inertias. The dynamic response of the
torque controller varies depending on load inertia. In the free-moving case,
significant low frequency tracking error occurs and corresponds to motion of
the load as indicated by the shaded region of the plot.

is allowed to freely rotate in the presence of gravity. The SEA used in this

experiment is Valkyrie’s shoulder abduction/adduction actuator.

Figure 5.8 shows the response of a stand-alone PD compensator (Pc in

Figure 4.3c) to a 6 Nm step in desired torque. The dynamic response of the

PD compensator heavily depends on the amount of load inertia present. In

the fixed-output case, the controller successfully suppresses actuator dynamics

and tracks the desired signal well. In the free-output case, motion of the load

causes significant delay (over one second) before the measured torque signal

tracks the desired torque signal closely. Assumptions of an ideal torque source
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Figure 5.9: Step response of the DOB torque controller used on Valkyrie (Fig-
ure 4.3c) to a torque command for two different load inertias. Due to the
low friction of the DOB-based controller, the torque step induces high velocity
pendular swinging at the actuator output that persists for almost 30 seconds.
See Figure 5.10 for a detailed view of the torque response.

using this control method are thus impractical in the presence of low load

inertia due to the inertia-dependent dynamic response.

Figure 5.9 shows the response of the DOB-based torque controller (Fig-

ure 4.3c, including the DOB) to a 6 Nm step in desired torque. In the free-

output case, the torque step causes a low-friction pendular motion that persists

for almost 30 seconds before load motion ceases. Note that this is the expected

behavior for a pendulum with little friction excited by a torque step. A side

effect of this motion is a high frequency disturbance signal caused by torque
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Figure 5.10: Detailed view of the torque response in Figure 5.9. showing
dynamic response. The dynamic response of the torque controller is closely
matched in the fixed-output versus the free-output case indicating that the
DOB controller is robust to output inertia variation and that a nearly ideal
torque source is achieved. Because the torque signal is tracked closely, the
output inertia swings at high velocity, creating a disturbance signal from har-
monic drive torque ripple (a well-known issue with torque signal quality of
harmonic drives (Lu et al., 2013; Godler et al., 1999b)). The DOB does not
reject this disturbance because its signal frequency content is above the Q
filter cutoff frequency.

ripple in the harmonic drive gearbox which the DOB does not fully reject due

to its signal frequency content being above the Q filter cutoff frequency. The

dynamic response of the controller can be seen more clearly in Figure 5.10. In

contrast to the PD compensator, the dynamic response of the DOB-based con-

troller in the free-output case closely matches the response in the fixed-output

case. This test indicates that the DOB-based controller produces similar dy-

namic responses independent of the load inertia configuration.

The results shown in Figure 5.9 confirm that the decentralized joint-

level torque controller remains effective in producing an ideal torque response,
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or more specifically a low-pass-filtered ideal response, for the load inertia values

we have tested. Looking back to the DROC analysis shown in Section 5.5, we

note that the load inertia value experimentally tested here is far lower (and

thus harder to attenuate with a DOB) than those typically seen by Valkyrie’s

series elastic joints. As such, the positive results presented in this section give

confidence to the torque control abstraction used to decouple Valkyrie’s system

dynamics.
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Chapter 6

High-Performance SEA Implementation on

NASA-JSC’s Valkyrie Humanoid Robot

In this chapter, the methods and ideas presented in Chapters 2 through

5 are applied to Valkyrie, a 44-DOF humanoid robot. This work was performed

in preparation for the DARPA Robotics Challenge (DRC) Trials 2013 as part

of a collaboration between the Human Centered Robotics Laboratory at UT-

Austin and NASA-JSC. This chapter describes the work performed during

this project by the author, namely: 1) assisting with the design of Valkyrie’s

linear SEAs, 2) designing, implementing and characterizing Valkyrie’s joint-

level SEA controllers, and 3) system integration and tuning of controllers at

the whole-robot level.

6.1 Background

As an entry into the 2013 DRC Trials, NASA-JSC formed a team with

several external partners and led the development of Valkyrie (see Figure 6.1).

This chapter contains material from the following publication: (Paine, Mehling, Holley,
Radford, Johnson, Fok, and Sentis, 2014a). Mehling, Holley, and Radford contributed to
this work by designing the hardware on which the proposed controllers were implemented.
Johnson, Fok, and Sentis contributed by interfacing the presented work into the whole-body
control framework on the Valkyrie robot.
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Figure 6.1: a) NASA-JSC’s Valkyrie Humanoid Robot. Valkyrie has 44
actuated degrees of freedom and a suite of sensors including stereo vision, laser
range fingers, sonar depth perception, and tactile feedback. b) Safe Human
Interaction. Series elastic actuators and compliant torque control enable
safe interaction with humans and with unexpected environmental collisions.
c) DRC Competition. Valkyrie was one of 16 entries in the 2013 DARPA
Robotics Challenge Trials. In this image Valkyrie is performing a valve turn
task.

Valkyrie was designed to perform tasks required both for responding to dis-

asters, such as the Fukushima Daiichi nuclear disaster in Japan (Nagatani

et al., 2013), and for advancing human spaceflight by one day assisting hu-

man explorers in extraterrestrial settings such as Mars. While many areas

of expertise were required to produce a new humanoid robot in less than 12

months, this chapter focuses on one area, namely the methods used to control

Valkyrie’s series elastic actuators. In the following discussion, we present our
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overall control approach, an outline of our holistic robot control architecture,

the actuator controller design and its implementation on Valkyrie.

NASA-JSC has a long history of developing robotic actuators and their

controllers, beginning with the Robonaut project and extending to a number of

other systems (Ambrose et al., 2000; Bluethmann et al., 2003; Bridgwater et al.,

2012; Reiland et al., 2013). Robonaut 2, for example, is the first humanoid

robot in space and is currently aboard the International Space Station (Diftler

et al., 2011).

For Valkyrie, the actuation control requirements were driven by the

needs of the holistic robot control approach and by the mechanical design of

its actuators. Because the DRC tasks required movement and manipulation

in uncertain environments, compliant control approaches were favored over

high-gain rigid control approaches. Consequently, series elastic actuators were

chosen as a means of achieving compliant control and protecting both Valkyrie

and external objects from unexpected collisions. The naturally low output

impedance provided by integrated passive compliance makes series elastic ac-

tuators particularly effective at stable interactions with the environment. This

stability as well as improvements in shock tolerance, energy storage capabili-

ties, power output, and force sensing are among the many benefits of the SEA

architecture widely cited in the literature (Pratt and Williamson, 1995; Pratt

et al., 2002; Paluska and Herr, 2006).
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6.1.1 Multi-Joint Series Elastic Control Architectures

How to best address compliance within the context of a full body coordi-

nated control architecture is an open question. The primary issue is whether to

control the entire compliant robot with one centralized controller or to delegate

individual actuator control in a more decentralized scheme (see Figure 6.2).

Strengths and weaknesses can certainly be found in both approaches. The

decision of how control authority is partitioned between high and low level

controllers, if at all, can greatly affect the system and must be considered in

any performance analysis.

Early investigations into elastic joint robots treated each motor as an

ideal torque source and controlled both actuator and rigid body dynamics with

a centralized algorithm (Spong, 1987). Signal latencies and the complexities

of modeling the higher order dynamics inherent in a multi-Degree-Of-Freedom

(DOF), series elastic robot are difficult to overcome. Nevertheless, this ap-

proach is still widely used today and proves quite effective (Ott et al., 2008,

2011; Li et al., 2012). It has been suggested, however, that robots, particularly

those designed to mimic the broad versatility of humans and animals, could

benefit from a more embedded, collocated control of their actuators (Pratt

et al., 2004). Physically, or at least conceptually, decentralizing joint-level

control allows for the assumption of a rigid body model at the high level, ac-

tuated by ideal joint torque sources at the low level. This approach is taken in

(Kim et al., 2012; Sentis et al., 2013; Hutter et al., 2013). The success of such

decentralized control architectures directly depends on the performance capa-
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Figure 6.2: Two different approaches for controlling SEA-driven robots.
a) Centralized Approach. In this approach, a multi-joint controller models
both rigid-body dynamics and actuator dynamics. The multi-joint controller
takes joint states as an input and outputs motor currents. b) Decentralized
Approach (used on Valkyrie). In this approach, actuator-level dynam-
ics are abstracted from the multi-joint controller. The multi-joint controller
models the robot as rigid bodies actuated by joint torques. The multi-joint
controller generates desired joint torques which are then passed to a subor-
dinate set of single-joint controllers. The single-joint controllers model the
actuator dynamics and enforce the received torque commands.

bilities of joint-level torque controllers and their effectiveness at suppressing

actuator dynamics.

While effective series elastic robots can be designed using either a cen-

tralized or decentralized control architecture, one less obvious advantage per-

haps tips the scale in favor of the decentralized approach. Hierarchical con-

troller tuning and validation, that is, the ability to test each joint in a multi-

DOF system individually, before integration into the whole robot, could speed

development time and ease the process of testing higher level functionality
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once the full robot is assembled. To achieve this result, torque control of each

actuator must truly be decoupled from the rest of the system.

6.2 The Role of Actuator-Level Control in Valkyrie

The selection and design of actuator-level control in a series elastic

robot depends on the holistic robot control strategy. In this section, we give

a brief overview of our holistic decentralized control approach and provide

examples of the broad utility provided by joint-level torque controllers.

6.2.1 A Decentralized Control Approach

Valkyrie uses a decentralized control approach as shown in Figure 6.2b.

This approach was chosen over a centralized approach (Figure 6.2a) for several

reasons. First, using hierarchical control abstractions reduces the complexity

of the dynamic model at the multi-joint level, reducing the computational bur-

den on the central control computer. The benefit of this reduced model com-

plexity manifests itself in the achievement of a 400Hz loop rate for the multi-

joint controller on Valkyrie, one which must control 44 degrees of freedom using

off-the-shelf computation hardware. Second, a powerful, distributed embed-

ded control element, using NASA-JSCs proprietary ‘Robonet’ high speed serial

bus interface and ‘Turbodriver’ motor controllers, is co-located at each joint

on Valkyrie. Because of this embedded processing capability, our single-joint

controllers are able to utilize highly effective dynamic-model-based control

schemes. Third, reducing the coupling between central and peripheral sys-
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tems decreases overall communication latency due to the reduced number of

signals required by the multi-joint controller, meaning they may be updated at

a faster rate. Fourth, a decentralized control approach naturally lends itself to

an incremental testing methodology, which aides development and debugging.

In the decentralized control approach used on Valkyrie, actuator-level

dynamics are abstracted away from the central multi-joint controller. The

multi-joint controller models the robot as rigid bodies actuated by joint torques.

The outputs of the multi-joint controller are desired joint torques which are

then passed to a subordinate set of single-joint controllers. The single-joint

controllers model the actuator dynamics and enforce the received torque com-

mands. This approach differs from centralized control approaches, which do

not abstract actuator dynamics from the multi-joint model (Spong, 1987; Albu-

Schäffer et al., 2007b; Ott et al., 2008).

6.2.2 Primary Actuator Control Modes

During the early stages of the project, the control system design of

Valkyrie closely matched the decentralized model shown in Figure 6.2b. The

desired joint torque signal created a natural interface between multi-joint and

single-joint control domains. Figure 6.2b represents the robot control system

from the multi-joint controller’s perspective. If we instead consider a single-

joint controller’s perspective, the same control system could be represented

by Figure 6.3a. The single-joint controller receives a desired joint torque (τd)

and uses a torque feedback controller (discussed in Section 6.3) to enforce this
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command.

Later in the project, a higher importance was placed on rejecting dis-

turbances caused by multi-joint model uncertainty. As a result, high joint

impedance became a new control target. When high impedance controllers

were implemented at the multi-joint level, latencies from single- to multi-joint

communication would limit the degree to which impedance could be increased

before incurring control loop instability. As a solution to this issue and fol-

lowing work by (Pratt et al., 2004), we created another control paradigm at

the single-joint level that we dubbed “impedance control mode”, which al-

lowed the position and velocity feedback to occur locally on the single-joint

controller (see Figure 6.3b). This control paradigm increases achievable joint

impedance due to a significant reduction of control loop latency compared to

those incurred in “torque control mode.”

In both control modes, a control loop that provides accurate torque

control is required. In the next section, we present the design of the torque

feedback controller and demonstrate its performance on Valkyrie’s actuation

hardware.

6.3 Implementation of Torque Feedback Control Using
Series Elastic Actuators

As discussed in Section 6.2, torque control plays an important role in

the control of Valkyrie. In this section, we introduce Valkyrie’s series elastic

actuators and quantify their performance using the force controller discussed
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Figure 6.3: Two actuator control modes supported by Valkyrie. a) Torque
Control Mode. This joint-level control mode matches the decentralized
torque abstraction model shown in Figure 6.2b where the multi-joint controller
sends desired torques to the single-joint controller. b) Impedance Control
Mode. Desired joint position (qd), velocity (q̇d), stiffness (K), damping (B)
and gravity compensation torque (τg) are sent to the single-joint controller. An
impedance control law is enforced at the single-joint level to minimize latency
in the control loop, resulting in higher possible stiffness and damping gains.
Note: Both control modes rely on an accurate torque feedback controller.
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Figure 6.4: Valkyrie’s series elastic actuators. For the rotary actuators, spring
deflection corresponding to joint torque is sensed using a Renishaw optical
sensor. For the linear actuators, load cells are included in addition to the spring
deflection sensor to provide redundant force feedback. The loadcells are placed
closer to the joint output giving them better dynamic sensing performance but
suffer from a higher noise floor than the spring deflection sensor.

in Chapter 4.

Valkyrie’s torso, legs, and arms house a number of different SEAs (see

Figure 6.4). Valkyrie’s torso, arms, and legs nominally use a combination of

rotary and linear SEAs driven by brushless DC motors. The rotary SEAs

use harmonic drive speed reducers, while custom designed torsion springs act

as the compliant element and are used to sense joint torques. Inspired by

the compact linear RFSEA topology presented in Chapter 2, Valkyrie’s linear

SEAs use roller screw drivetrains and commercial-off-the-shelf die springs as
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the compliant element. The linear actuators have redundant force feedback in

the form of sensed deflection of the die springs and load cells in the actuator

output linkage. All of these actuators are driven by NASA’s ‘Turbodriver’

motor controllers which perform the joint-level control discussed below.

Torque control of Valkyrie’s SEAs was accomplished using the controller

discussed in Chapter 4. Model parameters were identified using the techniques

described in Appendix A.1.

6.3.1 Quantifying Torque Control Performance

In the development of Valkyrie, it was essential to establish useful per-

formance metrics so that the effects of controller modifications or topological

changes could be quantified. In this section we discuss the performance metrics

used to measure torque control performance.

Torque resolution determines an actuator’s minimum controllable torque

magnitude. An important distinction must be made between sensed resolu-

tion and controlled resolution. Sensed torque resolution is the minimum torque

magnitude an actuator is able to observe and is purely determined by the type

of sensor used. Controlled torque resolution is the minimum torque magnitude

that is both observed and acted upon. Controlled torque resolution depends on

sensed torque resolution as well as an actuator’s mechanical properties (fric-

tion, for example) and the properties of the torque controller. A controller with

small steady state error is required to minimize controlled torque resolution.

The controlled torque resolution of Valkyrie was measured by placing
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an actuator in torque control mode and placing a series of loads on the actuator

output. The torque from the minimum load that caused motion was deter-

mined to be the actuator’s controlled torque resolution. For the elbow actuator

of Valkyrie, the controlled torque resolution was measured to be 0.002 Nm.

As a second measure of torque tracking performance, we performed a

test where the actuator was commanded to track a sinusoidal reference torque.

We then created disturbances by manually applying loads to the actuator

output. By measuring the maximum torque tracking error, we obtained a

rough estimate of nominal torque tracking performance. Figure 6.5 shows

these results. As can be seen, torque tracking error remains relatively constant

despite the added disturbances. Maximum torque tracking error both with and

without disturbances was found to be approximately 1.0 Nm.

Torque bandwidth is an important metric that establishes the maxi-

mum signal frequency an actuator is able to accurately track. Figure 6.6a

shows the torque tracking bandwidth of Valkyrie’s elbow actuator using a

fixed-output constraint. Using PD feedback, we extend the bandwidth of the

SEA by a factor of 5.3 compared to the passive bandwidth of the SEA (70 Hz

compared to 13 Hz). The torque error plot (Figure 6.6b) illustrates the effect

of two different controllers on the torque tracking accuracy. The “PD feed-

back” line demonstrates the maximum performance a proportional controller

can achieve before becoming unstable. The “PD+DOB” line, representing

the full torque controller implemented in Valkyrie (that of Chapter 4), clearly

illustrates torque tracking improvements in the low frequency range. This im-
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Figure 6.5: Torque tracking and disturbance rejection of Valkyrie’s torque
control implementation. A 10 Nm sinusoidal reference torque is tracked with
intentional disturbances (right half) and without intentional disturbances (left
half). Tracking error peaks around 1 Nm.

proved low-frequency torque tracking benefits the controlled torque resolution

metric.

As a final metric, we consider the power consumption of a Valkyrie

SEA in torque control mode. Based on the previous discussion of feedback gain

selection in Section 4.3.1.1, at a first glance, the primary factors in determining

feedback gains appear to be performance and stability. A study of actuator
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Figure 6.6: a) Frequency responses of a Valkyrie elbow actuator with a fixed
output. The dashed line represents the open-loop plant response while the
solid blue line represents torque tracking with the closed-loop controller from
Chapter 4. The closed-loop response significantly increases torque tracking
bandwidth and removes the resonant peak seen in the open-loop actuator re-
sponse. b) Torque tracking error versus signal frequency. Adding PD feedback
reduces tracking error at fequencies within the actuator bandwidth. The full
controller (PD+DOB) further reduces error in low frequencies compared to
the PD controller.

energetics quickly demonstrates that a third factor, power consumption, is of

critical importance as well. Efficiency is especially important for Valkyrie due

to its reliance on battery power.

Figure 6.7 shows the power consumption of Valkyrie’s elbow actuator

for three different scenarios. In each scenario, a chirp signal is generated as

a torque reference. The three scenarios are differentiated by the selection of

kp in the torque feedback loop. As is shown in Figure 6.7, torque tracking

bandwidth plays a significant role in determining the efficiency of a torque

controlled SEA. Increasing torque tracking bandwidth from 30 Hz to 82 Hz
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Figure 6.7: Power consumption of a Valkyrie knee actuator. Desired torques
were tracked using a PD controller (Pc in Figure 4.3c) for different values of
kp, thus altering the closed-loop system bandwidth (BW). Power was mea-
sured using knowledge of motor current and motor velocity. As is shown,
while the actuator is physically capable of tracking torque signals with fre-
quency content above the bandwidth of the passive system (11 Hz), doing so
requires large power consumption and thus increases motor heating. There-
fore, a balance must be established between torque tracking performance and
power consumption to avoid overheating the actuator.

results in an average increase of power consumption at the actuator’s passive

bandwidth frequency by a factor of 3.6, or 260% (97W versus 27W).

These power consumption considerations must be balanced with the

needs of the multi-joint controller upstream of the torque controlled SEA. If

this centralized controller requires high bandwidth torque tracking, the pas-

sive actuator cutoff frequency must be large enough to reduce the discrepancy
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Table 6.1: Valkyrie Torque Control Performance Metrics

Metric Value Units
Controllable torque resolution 0.002 Nm
Nominal torque tracking error 1.0 Nm
Maximum torque bandwidth 70 Hz

between passive and active torque bandwidth, as this discrepancy determines

peak power consumption (Bèlanger, 1995). Because the spring of an SEA

heavily influences the passive actuator frequency, its selection should consider

these energy-related issues. A large amount of work remains to better un-

derstand these relations, but the trends observed here are useful in directing

future study.

Table 6.1 summarizes the torque control performance metrics of Valkyrie’s

elbow actuator discussed in this section. Valkyrie’s other series elastic joints

share a similar performance profile.

6.4 Experimental Results on Valkyrie

In this section, we put the disturbance rejection capability of the DOB

to the test in the form of two experiments using Valkyrie’s arm, a serial chain

of four SEAs. From Chapter 5 we have learned that the DOB is capable of

rejecting disturbances at frequencies below its Q filter cutoff frequency. In this

section, the complexity of disturbances experienced by the DOB are increased

beyond the variable inertia case considered in Chapter 5. Now, the controller

125



Table 6.2: Valkyrie Control Parameters used in Experiments 1 and 2

Parameter J1 J2 J3 J4 Units Notes
kp 1.5 1.5 1.5 1.5 A/Nm
ζd 0.9 0.9 0.9 0.9
fq 50 20 50 50 Hz
K 100 100 50 50 Nm/rad Experiment 2 only
B 10 10 5 5 Nm s/rad Experiment 2 only

must attenuate disturbances from the full dynamics of a serial chain of four

SEAs along with the disturbances introduced by control action of each of their

motors.

The goal of the two experiments shown here is to assess the torque

tracking capability of the distributed joint-level torque controllers, which pos-

sess no knowledge of neighboring joints. The only models used in these tests

are the nominal high-output-impedance models used by the DOB as discussed

in Section 6.3. The control parameters used in these experiments are listed in

Table 6.2.

In the first experiment, joints one through four1 are placed into torque

control mode and commanded to track a constant torque value. A human

then holds Valkyrie’s forearm and applies motions such that all four joints

move (see Figure 6.8). Figure 6.9 shows the data from this experiment.

In the second experiment, joints one through four are again placed into

1Refer back to Figure 6.2b for joint naming conventions.
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Figure 6.8: Experiment 1: Human Interaction. Valkyrie arm joints J1
through J4 are placed in torque control mode and are actively tracking a
constant desired torque signal. A human applies motions to the arm causing
all four joints to move.

Figure 6.9: Data from Experiment 1: Human Interaction. Joint motion
is caused by the human who is interacting with Valkyrie’s arm. The peak
tracking error for each joint is: J1: 0.85 Nm, J2: 2.2 Nm, J3: 0.63 Nm, J4:
0.64 Nm.
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Figure 6.10: Motion generation controller used to test joint torque control in
Experiment 2. The parameter K represents joint stiffness while B represents
joint damping.

torque control mode. In this experiment, however, desired joint torques are

generated by the controller shown in Figure 6.10. This is a simple proportional-

derivative controller which creates an apparent joint stiffness (K) and damping

(B) based on a desired joint position (qd) and velocity (q̇d). We use this

controller to generate motion in joints one through four; we are less concerned

with the position tracking error (qe) in this particular experiment.

Figure 6.11 shows the basic arm motion generated during Experiment

2. Correspondingly, Figure 6.12 shows the data from Experiment 2.

These two experiments demonstrate that the disturbance attenuation

properties of the joint-torque controller are able to suppress the dynamics

of neighboring joints, producing accurate torque tracking. However, by visual

inspection of Figures 6.9 and 6.12 it is difficult to evaluate the achieved tracking

performance based on torque error magnitude alone. A helpful metric in this

scenario is the maximum torque tracking error relative to the rated maximum

joint torque. Using this metric, we find that the torque error relative to the
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Figure 6.11: Experiment 2: Coordinated Motion. Valkyrie arm joints J1
through J4 are placed in torque control mode and are supplied desired torque
signals according to the controller shown in Figure 6.10. As a result, each joint
roughly tracks a sinusoidal position.

rated joint torque of each joint in Experiment 1 is: J1: 0.4%, J2: 0.76%, J3:

0.97%, and J4: 0.98%. For Experiment 2 these numbers are: J1: 1.16%, J2:

0.87%, J3: 1.38%, and J4: 1%. When considering that the accuracy of most

sensors fair no better than this in terms of full-scale accuracy2, we consider our

results to be quite strong. These results also fare well in this metric compared

to leading research in the field of accurate torque control of SEAs. To date,

the best results the authors are aware of are tracking accuracies of 1.6% of full

scale (Kong et al., 2009) and 15% of full scale (Kong et al., 2012).

The proposed control methodology has also been used by Valkyrie to

perform useful tasks, both in the lab (Figure 6.13) and in the field during the

DRC Trials 2013 (Figure 6.14).

2http://www.futek.com/files/pdf/Product%20Drawings/lcm300.pdf
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Figure 6.12: Data from Experiment 2: Coordinated Motion. The pur-
pose of this experiment is to demonstrate the torque tracking accuracy of a
serial chain of SEAs controlled using the methods presented in this thesis.
The vertical black lines in the figure represent the time where each joint be-
gins tracking the desired torque signal. The peak tracking error for each joint
is: J1: 2.2 Nm, J2: 2.5 Nm, J3: 0.9 Nm, J4: 0.65 Nm.
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Figure 6.13: Sequence of Semi-Autonomous Manipulation of a Fire
Hose. This sequence corresponds to a training exercise a few months before
the DRC Trials in December 2013. The three torso actuators and eight arm
actuators use the control policies presented in this thesis. Wrist pitch, roll,
and yaw degrees of freedom use open-loop current control to implement the
torque commands sent by the multi-joint controller.

Figure 6.14: Valve Turn at the DRC Trials. Valkyrie using the control
methods described in this thesis to turn a valve during the DRC Trials, De-
cember 2013 in Miami, Florida, USA.
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Chapter 7

Maximizing Actuator Impedance with

Delayed and Filtered Feedback

In previous chapters we have focused on force control techniques. Such

techniques may be used to control actuator position through the use of inverse

dynamics as discussed in Chapter 4. In contrast to those methods, this chapter

focuses on high-accuracy position control, predominately through the use of

feedback control effort. The motivation for this study came from our partici-

pation in the DRC Trials where several joints in NASA-JSC’s Valkyrie robot

required high mechanical output impedance to maximize positioning accuracy

in the presence of unmodeled loads.

It is generally understood that increasing feedback effort reduces con-

trol loop stability, but what determines the maximum permissible values? This

question is difficult to answer because it is largely influenced by the complex-

ities of hardware implementation. Therefore, procedural methods for deter-

mining feedback gains are often cast aside in favor of ad-hoc guess-and-check

methods. The ideas in this chapter were conceived to better address these

This chapter contains material from the following publication: (Paine and Sentis, 2014).
Sentis contributed to this work by helping formulate the problem given his experience work-
ing with the Valkyrie robot.
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fundamental questions.

This study was prompted by a collection of Valkyrie’s joints which were

constructed without series elastic components. Therefore, it should be noted

that this is the only chapter in this thesis where a rigid actuator model is

used. However, future work may leverage similar ideas for use with series

elastic actuators.

7.1 Introduction

High mechanical output impedance is a common actuation requirement

in robotics and related fields. Most robotic positioning systems, such as robotic

arms, require high output impedance to minimize positioning error in the

presence of unmodeled payloads (Kawamura et al., 1988). Other applications,

often in the field of haptics, benefit from actuators capable of exhibiting a

wide range of impedances (Colgate and Brown, 1994). Common to both of

these fields are 1) the importance of identifying the upper bound of achievable

actuator impedance and 2) their basic control plant model, composed of a

force acting on a mass-damper.

The control laws used for haptics and robotic positioning systems share

commonalities as well. Haptic devices typically employ impedance control

(Hogan, 1985) to define a dynamic relationship between external (human)

forces acting on the haptic display and the displacement of the haptic display

in response to these forces. Robotic positioning systems often rely on the

high mechanical output impedance produced by high-gain PID controllers to
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maintain tracking accuracy in the presence of unmodeled payloads. If we

consider cases of PID controllers where the integral term is set to zero, the

action of the resulting PD control law depends on the error proportion (P) and

its derivative (D). Perhaps the most common impedance model used in haptic

displays is that of a virtual spring-damper (K-B) system, which similarly

depends on error proportion (K) and its derivative (B). Therefore the analysis

of the maximum impedance for a mass-damper plant controlled by a PD-type

controller certainly has wide application. Any such analysis should aim to

answer two questions: 1) What are the control parameters (i.e. P and D

gains) given a set of system parameters (plant properties, feedback delay, etc.)

which produce the maximum output impedance? and 2) How is maximum

output impedance defined? The focus of this chapter is on providing direct

and applicable answers to these questions.

Numerous methods for selecting controller parameters of PID-type sys-

tems exist in literature. Early work utilized knowledge of the system transient

response to develop simple equations for determining PID controller values

(Ziegler and Nichols, 1942). A number of methods have been developed since,

most of which produce PI or PID controller parameters using either numerical

or graphical techniques, or by relying on simplifying approximations (Åström,

1993; Lee, 2004; Poulin et al., 1996; Ho et al., 1998). Effects of nonlinear-

ities due to actuator saturation on selection of PD gains have been studied

in (Lawrence, 1989; Sourlas et al., 1994; Goldfarb and Sirithanapipat, 1999).

More recent approaches apply to a wide range of plants and handle varying lev-
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els of controller complexity, including those with filtered D terms, but require

inclusion of an integral controller term (Yaniv and Nagurka, 2004; Åström

et al., 1998). Optimization based methods may also be applied to tune PID

controllers for particular performance criteria, but require the use of an opti-

mization framework (Li et al., 2007; Wang and Li, 2011).

It is important to understand what assumptions or criteria apply to the

methods used for selecting controller parameters. Perhaps the most conserva-

tive criterion is system passivity (Colgate and Schenkel, 1994). Despite pro-

ducing conservative control parameters, this approach has been widely studied

based on the simplicity and elegance of its main result: maximum feedback

gains are found using a single closed-form expression. At the other end of the

spectrum, several studies are based on a true or false stability criterion, some

of which are empirically determined (Lawrence, 1988; Colgate and Brown,

1994; An and Kwon, 2004; Mehling et al., 2005; Hulin et al., 2006). Their

observations are useful for system level mechanical design but do not pro-

vide quantitative measures needed for performance-critical controller design.

Between these two extremes lie a wealth of methods which produce control pa-

rameters given a stability margin (Franklin et al., 1986; Ogata, 1990; Poulin

et al., 1996; Ho et al., 1998; Suchomski, 2001; Yaniv and Nagurka, 2004; Li,

2013). Other criteria serving a similar purpose include the use of integrated ab-

solute error, maximum sensitivity, Lyapunov-based stability, and others (Lee

and Teng, 2003; Diolaiti et al., 2006; Li et al., 2007; Wang and Li, 2011).

While prior work provides partial solutions to the problem of deter-
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mining the maximum control parameters, a complete and readily applicable

answer has not been given. As a result, the tuning of the class of systems

considered in this chapter is often performed using trial-and-error techniques,

requiring many hours of tedious work and without any guarantee of finding the

optimal parameters. A successful solution to this problem must satisfy a num-

ber of requirements. First, it must be simple to apply to enable adoption by a

wide audience with varying levels of control systems background, as do the ap-

proaches in (Ziegler and Nichols, 1942; Ho et al., 1998; Colgate and Schenkel,

1994). Second, it must produce parameters which are not overly conservative,

nor parameters which are unstable, so that minimal manual tuning is required,

as do the approaches in (Franklin et al., 1986; Ogata, 1990; Poulin et al., 1996;

Ho et al., 1998; Suchomski, 2001; Yaniv and Nagurka, 2004; Li, 2013; Li et al.,

2007; Wang and Li, 2011). Third, it must accommodate the full complexity of

real-world systems including time delay and filtering of the derivative term, as

do the approaches in (Colgate and Schenkel, 1994; Colgate and Brown, 1994;

An and Kwon, 2004; Yaniv and Nagurka, 2004; Diolaiti et al., 2006; Li et al.,

2007; Wang and Li, 2011). None of the methods in existing literature meet all

three of these requirements.

Is it possible to have a controller tuning method that is simple, meets

performance and stability criteria, and captures the full complexity of real-

world systems? We show that such a method is indeed possible if we reduce the

scope of the problem by 1) considering only a single plant model, 2) considering

only critically damped pairs of control parameters, and 3) limiting the range
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of system parameter values to a finite set. Yet, as previously stated, many

systems in practice fit these requirements. The goal of this chapter is therefore

to provide a simple and effective procedure which applies to a large group of

systems (robotic positioning systems and haptic displays, for example) but

does not apply to all systems. Using these assumptions, we show that it is

indeed possible to directly calculate maximum impedance control parameters

if system properties are known.

Our method relies on fitting continuous curves to sets of data derived

from simulations of the full control system including time delay and deriva-

tive filtering. We use parametric searches to locate critically damped pairs

of stiffness and damping parameters meeting a phase margin criteria. As a

result, we present a single closed-form equation which accurately maps system

parameters to maximum impedance control parameters. Experimental results

with a purpose-built actuation testbed demonstrate the efficacy of our method

using two different actuators.

7.2 Problem Statement

Many conventional actuators may be modeled as a force (F ) acting on a

mass-damper (m-b) (see Figure 7.1b). The relationship between external forces

(Fext) and actuator displacement (X) may be considered to be a form of the

output impedance (Z) of the system1. External disturbances may be applied

1While the mechanical impedance is typically defined as Z = F/V (see (Hogan, 1985)),
in this work we use the form of mechanical impedance defined by the relationship Z = F/X,
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Figure 7.1: a) An actuator impedance interaction with a human. b) Model of
actuator including forces from external sources.

by a human as depicted in Figure 7.1a (originally presented in (Colgate and

Brown, 1994)), or from other sources such as unmodeled actuator loads. The

system impedance is a function of both passive system properties (Zpassive)

and impedance caused as a result of forces supplied by the actuator (Zactive):

Z(s) =
Fext(s)

X(s)
= Zpassive(s) + Zactive

= −ms2 − bs+ Zactive. (7.1)

If a feedback control law is defined producing actuator forces as a func-

tion of proportional position error (K) and derivative position error (B),

following the convention used in (Pratt and Williamson, 1995).
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F (s) = K(Xd −X) +B(sXd − sX) (7.2)

then, assuming the desired position (Xd) is set to zero, the system impedance

becomes

Z(s) = Zpassive(s) + Zactive(s) = −ms2 − (b+B)s−K. (7.3)

Notice that the system impedance (7.3) matches that of a mass-spring-damper

system, where the mass is that of the actuator inertia, the damping is the

combined passive and active damping, and the stiffness is produced purely via

feedback control effort. This “user defined” impedance is the central idea of

impedance control (Hogan, 1985).

Suppose, as an example, a controller design criteria is given as a max-

imum tolerable position error (Xerr) for some steady state disturbance force.

In this case, the steady state impedance, Z(s = 0) = K, can be chosen as:

K =
Fext
Xerr

. (7.4)

Then, B may be chosen given some desired damping ratio (ζd):

B = 2ζd
√
mK − b. (7.5)

For this example, this procedure will work for arbitrarily large values of K

and B. However, the same is not true for real-world systems. The impedance
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Figure 7.2: A spring-damper (K-B) impedance control model with delay
(e−Ts) and velocity filtering (Qv). No force feedback is used, desired forces
are simply translated into desired currents.

model in (7.3) does not accurately portray the effects of control loop delay and

derivative signal filtering which together limit achievable system impedance

(Colgate and Brown, 1994; Diolaiti et al., 2006).

If we create a model which includes the effects of control loop delay and

derivative signal filtering, we obtain the controller depicted in Figure 7.2. In

this diagram, the actuator model (P ) represents the dynamic relation between

input motor current (i) and output position (X) given knowledge of the speed

reduction (N), motor torque constant (kτ ), and forward drivetrain efficiency

(η):

P (s) =
X(s)

i(s)
=
X(s)

F (s)

F (s)

i(s)
=

Nkτη

ms2 + bs
. (7.6)

A scaling constant (G) is used to map desired forces into motor currents
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G =
i(s)

F (s)
=

1

Nkτη
. (7.7)

To account for the effects of delay and filtering, two additional blocks are

added to the control diagram. The e−Ts block represents a time delay of T

seconds while the sQv block represents the Laplace differentiation operator,

s, multiplied by a first-order low-pass filter, Qv, with a cutoff frequency of fv

Hertz:

Qv(s) =
ωv

s+ ωv
=

2πfv
s+ 2πfv

=
1

τvs+ 1
. (7.8)

The transfer function from desired position, Xd, to measured position, X, for

the control system in Figure 7.2 can be found to be

ψ(s) =
X(s)

Xd(s)
=

Bs+K

ms2 + bs+ e−Ts(BQvs+K)
. (7.9)

As a check, for the case where there is no delay (T = 0) and where an unfiltered

velocity signal is available (Qv = 1), (7.9) simplifies to the familiar second-

order mass-spring-damper equation.

What are the maximum values of K and B when delay and filtering

are not ignored? This is a difficult question to answer for several reasons.

First, the function describing maximum K and B values is affected by many

system parameters. In the idealized system previously discussed, there was

no maximum value of K, and B was a function of four parameters B =
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f(ζd,m, b,K) where f is the well-known function (7.5). We would like to

find such a closed-form expression for Kmax and Bmax using the non-idealized

system model (7.9). In this case, we must find a function f which maps passive

system parameters and non-idealized parameters such as delay (T ) and filter

cutoff frequency (fv) to a single set of K’s and B’s:

[Kmax, Bmax] = f(ζd,m, b, T, fv). (7.10)

A second complicating factor is that systems with pure delay cannot be

analyzed using conventional pole/zero techniques unless approximations of the

e−Ts term are used. The delay term makes analysis of the system’s behavior

more difficult and necessitates the use of alternate stability analysis methods,

such as the Nyquist Stability Criterion.

A third difficulty lies in how the word “maximum” is defined. Are the

maximum values of K and B the largest values that ensure system passivity,

system stability, or some system stability margin?

The following sections discuss how our parameter selection approach

addresses these issues.

7.3 Our Approach

The goals of this section are to address the questions raised in Section

7.2, namely 1) to identify an appropriate selection criteria for K and B, 2) to

understand the relationships between maximum controller parameters K, B
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and the system parameters m, b, T , and fv.

Our approach to answering these questions centers around analysis of

stability margins of the complete system transfer function ψ(s), including

derivative filtering and time delay. We rely on parametric sweeps to iden-

tify trends and gauge the sensitivity of ψ(s) to each system parameter. We

use a phase margin threshold instead of a passivity or stability threshold as a

trade-off between system performance and robustness.

With an understanding of how ψ(s) depends on the various system

parameters, we perform a thorough search of the system parameter space

which is intended to encompass a large portion of actuation systems in use

today. Based on the data collected from this experiment, we then fit continuous

equations to the experimental data. As a result, we obtain a generic closed-

form expression which may be used to select values for K and B which yield

the maximum actuator impedance meeting our phase margin criteria.

An important theme in the following discussion is the need to reduce

the complexity and coupling between parameters of (7.10). We simplify the

problem by considering a dependent set of K and B values where one may

be calculated if the other is known using critically damped assumptions. Us-

ing the phase margin thresholding criteria, we discover a useful relationship

between maximum closed-loop impedance and the passive system corner fre-

quency which allows us to treat m and b as a single term.

Our approach relies heavily on sampled simulation data and not on
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theoretical proofs. Therefore, the results shown in this chapter should be

taken as evidence, not proof, that such relationships exist.

7.3.1 A Critically Damped Constraint

Let us assume a critically damped impedance response is a design con-

straint. A critically damped response has several desirable properties such as

a near-minimum settling time (assuming a small error-band tolerance) and a

high stability margin. In addition, a critically damped constraint reduces the

solution space of (7.10) from a two degree of freedom plane of K’s and B’s to a

single array of critically damped K-B pairs. These K-B pairs can be usefully

characterized by their natural frequency, fn, where

ωn = 2πfn =

√
K

m
(7.11)

and B is selected using (7.5) with ζd = 1. In the remainder of this chapter, it

is assumed that when we discuss varying fn, we do so by altering K (and B

to maintain the critically damped constraint), and not by choosing a different

m. Therefore, there is a direct correlation between fn, the values of K and B,

and actuator impedance.

It is important to note here that while we place a critical damping

constraint on the selection of K and B, this does not guarantee the dynamic

response of the system transfer function (ψ(s)) will be critically damped. The

reason for this is because (7.5) only guarantees critical damping for second-
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order systems and ψ(s) is not a second-order system. Therefore, the main

purpose for the critically damped constraint is to reduce the solution space,

not to guarantee absence of overshoot or other critically damped properties

in the dynamic response of ψ(s). The selection of parameters to guarantee a

desired response of ψ(s) is the topic of the remainder of this chapter.

Using the critically damped constraint, the solution space of (7.10) is

reduced to a single degree of freedom and is a function of four variables:

fnmax = f(m, b, T, fv). (7.12)

Suppose that, for the system described by (7.9), fn is varied while m, b, T ,

and fv remain constant. If we measure the step response for each of these

permutations of ψ(s) we obtain the results shown in Figure 7.3. As fn is

increased (and thus K and B are increased) the response becomes faster. If

fn is increased too far, the response begins to deviate from the shape of a

critically damped response and begins to oscillate. The figure also shows the

system’s phase margin for each response (obtained using the Matlab margin

command). The phase margin is a measure of stability, higher being more

stable and more damped and lower being less stable and more vibratory. The

phase margin is a useful metric in this case because it may be calculated for

systems with pure delay (see (Franklin et al., 1986; Ogata, 1990) for more

information).

The oscillation shown in Figure 7.3 is caused by the combined effects
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Figure 7.3: Step response of ψ(s) for various values of fn. The phase margin
(Pm) of each response is shown. Response deformation begins to occur at
a phase margin of 39.6 degrees and large oscillations are visible for a phase
margin of 9.54 degrees.

of derivative feedback filtering frequency, fv, and time delay, T . To gain

more insight into this phenomenon, we can perform a similar experiment as

before, but this time we vary both fv and fn while the other parameters

remain constant. If instead of plotting the time domain response, we plot each

response’s phase margin, we obtain the results shown in Figure 7.4. Here, we

can see how the system phase margin, and thus its dynamic response, is a

nonlinear function of fn and fv.

These two experiments yield useful insights. First, they demonstrate

a relationship, albeit complex, between system stability, feedback gains, and

the level of filtering applied to the derivative term. They also demonstrate a

connection between the effective damping ratio of the system’s step response
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Figure 7.4: Phase margin of ψ(s) for various values of fn and fv. The system is
destabilized either by heavily filtering the derivative term (lower fv values) or
by increasing feedback gains (higher fn values). A phase margin threshold is
shown at 50 degrees. This threshold is determined by observing the minimum
phase margin step response which does not exhibit oscillatory distortion in
Figure 7.3. Parameter combinations producing phase margins above this line
are represented by an ’o’ in Figure 7.5 while those below are represented by
an ’x’.

and the system’s phase margin. Clearly, a phase margin of 9.54 degrees pro-

duces an underdamped step response for these parameters while phase margins

above 54 degrees appear to possess a more damped response.

7.3.2 A Phase Margin Criteria

Phase margins are known to relate to system damping (Franklin et al.,

1986; Ogata, 1990). Suppose, based on the results shown in Figures 7.3 and

7.4, we consider any system with a phase margin greater than 50 degrees to
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Figure 7.5: A parametric search of phase margins of ψ(s) across values of fn
and fv. Combinations producing phase margins (Pm) above the Pm threshold
are represented by an ’o’ while those below are represented by an ’x’. The line
represents the maximum values of fn which pass the phase margin criteria and
is analogous to the dashed line seen in Figure 7.4.

possess a damped, non-vibratory step response. Note that when ζd = 1 this

characteristic dynamic response is similar to a second-order system’s critically

damped response in that it has a fast rise time yet does not exhibit periodic

signal content. However, the response of ψ(s) cannot be directly compared

to a second-order system due to the effects of filtering and delay. The phase

margin criteria is independent of the source of instability, whether it is caused

by fv being small, T being large, or some other cause. Regardless of the

numerical value of this phase margin threshold, the following analysis may

still be performed.

Performing the same search as was used in the experiment for Figure

7.4, where fv and fn are varied while other parameters remain constant, we
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Figure 7.6: A parametric search similar to the search in Figure 7.5 except with
higher vertical resolution and an added dimension showing sensitivity to time
delay, T . Because fn represents specific values of K and B, this plot can be
used to find the maximum values of K and B, given fv and T , which produces
an impedance controller with a phase margin of 50 degrees.

may instead plot the result of a boolean comparison of each system’s phase

margin with a phase margin threshold of 50 degrees. Figure 7.5 shows such a

search. For each combination of fn (y-axis) and fv (x-axis), an ’o’ represents

a phase margin greater than 50 degrees while an ’x’ represents a phase margin

below 50 degrees. The line connecting the maximum values of fn represents the

highest impedance, or the highest values of K and B, which satisfy our phase

margin requirement. As before, we see that larger values of fv produce a more

stable system, but now we are able to identify the maximum fn corresponding

to each value of fv.
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Going one step further, we can add T as an additional search parameter.

Figure 7.6 reveals these results. For clarity, only the boundary lines are shown

defining maximum values of fn. We gain several insights from Figure 7.6:

1. Achievable impedance increases with fv (heavily filtering velocity feed-

back reduces stability).

2. Achievable impedance increases as T decreases (large delay reduces sta-

bility).

3. The numerical value of fv becomes less important as T increases.

The results shown in Figure 7.6 are enough to fully describe a single

system, characterized by its values of m and b. We can easily select K and

B values by using Figure 7.6 as a look-up table to obtain fn given fv and T .

With fn found, K and B can be calculated using (7.11) and (7.5). However,

if we select a different m or b value, the results of Figure 7.6 will no longer be

valid. The next section focuses on the generalization of these results to apply

to a wider range of systems.

7.4 Generalization

The goal of this section is to take the results shown in Figure 7.6, which

only apply to a single pair of m-b values, and generalize them to a wide range

of actuators characterized by different m’s and b’s. Our goal is to find an

equation which closely matches a discrete set of data points generated from
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parametric searches. The data points are the maximum values of fn (fnmax)

as a function of m, b, T , and fv which produce phase margins of 50 degrees.

Therefore, a continuous function should be in the form of the function f from

(7.12). Recall from Section 7.3.1 that fn is directly related to closed-loop

actuator impedance, and therefore maximum system impedance is obtained

through fnmax .

Let us consider the closed-loop impedance transfer function (7.3). If

we plot impedance magnitude versus frequency for various values of fn we

obtain the results shown in Figure 7.7. If K and B are set to zero, then the

impedance of the actuator reduces to the impedance of the passive system.

Since the passive impedance is purely a function of velocity and acceleration,

the impedance drops to zero as the frequency decreases. That is, the passive

system does not respond to constant position offsets; it has no “stiffness.” If

we select non-zero values of K and B we see how impedance at low frequencies

increases, as does the bandwidth of the impedance response.

This frequency representation is useful as it allows us to visualize the

closed-loop natural frequency, fn, as well as the corner frequency of the passive

system, fp. fp can be found given m and b as follows:

V (s)

F (s)
=

1

ms+ b
=

1/b

τps+ 1
=

1/b
s

2πfp
+ 1

(7.13a)

fp =
b

2πm
=
ωp
2π
. (7.13b)

151



Figure 7.7: Impedance frequency response (Fext/X) of an actuator with various
closed-loop gains (K,B,ζd = 1) determined by fn. With K and B set to zero,
the impedance response is that of the passive actuator. The open loop passive
corner frequency (fp) is shown as well as the closed-loop natural frequency
(fn) for fn = 10Hz. The difference between maximum and passive impedance,
Z-width, is also illustrated.

We use these relationships in the following section to understand the

influence b and m have on fnmax .

7.4.1 The Effects of b and m on Maximum Impedance

In earlier work, b has often been solely considered as the system param-

eter affecting achievable closed-loop impedance (Colgate and Schenkel, 1994;

An and Kwon, 2004; Mehling et al., 2005; Weir et al., 2008; Rossa et al., 2013).

A conclusion was drawn, then, that to maximize impedance, a large b is nec-

essary. However, these studies do not directly analyze the influence of m on
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system impedance.

If we solve (7.11) for K, substitute K into (7.5), refactor (7.9) based

on these expressions of K and B with ζd = 1, and divide by m, we obtain

another representation of ψ(s) which is a function of natural frequency (ωn),

passive corner frequency (ωp), delay (T ), and derivative filter frequency (ωv):

ψ(s) =
(2ωn − ωp)s+ ω2

n

s2 + ωps+ e−Ts[(2ωn − ωp)Qvs+ ω2
n]
. (7.14)

From (7.14) it is apparent that the stability of ψ(s) does not change with

b as long as ωp (or the ratio of b/m) is held constant. It is then ωp (or

fp ∝ b/m), not b alone, which determines the maximum feedback gains, and

thus the maximum impedance of the closed-loop actuation system. Note that

this observation does not contest the conclusions drawn in (Colgate and Brown,

1994; An and Kwon, 2004; Mehling et al., 2005; Weir et al., 2008; Rossa et al.,

2013). Indeed, if m is held constant then achievable closed-loop impedance

increases with b.

The observation of maximum impedance dependency on the ratio of

b/m rather than b alone could offer useful insight towards designing devices

for high output impedance. For example, device designers attempting to max-

imize output impedance who were operating based on the recommendations of

(Colgate and Schenkel, 1994; An and Kwon, 2004; Mehling et al., 2005; Weir

et al., 2008; Rossa et al., 2013) would attempt to maximize sampling rate

(minimizing T ) and may either maximize b or make b controllable or tunable.
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The prior work in this area makes no recommendation on how to select m. It

is true that m may vary, for example, based on human grip type in haptic de-

vices or based on kinematic configuration in redundant manipulators, but its

influence is still important nonetheless. One interesting example of the influ-

ence of m on device design could be the selection of actuator speed reduction,

N , as it critically influences the magnitude of the actuator load inertia seen by

the motor; larger values of N correspond to lower actuator sensitivity to load

inertia based on the 1/N2 relationship between load inertia and the effective

inertia seen by the motor.

Dependency on the ratio b/m greatly simplifies the generalization pro-

cess. If, for example, fnmax were a function of b alone, the units of b would

affect the calculation of fnmax . In SI units, rotary damping is represented by

Nms/rad where linear damping is represented by N/m. An equation which

accepts units of rotary damping would have to be altered to produce the same

results for units of linear damping. Or, the units could be normalized to

some predetermined reference frame before being passed to an equation. De-

pendency on the ratio of b/m removes this issue as both linear and rotary

systems may be represented by their respective time constants, τp, or corner

frequencies, fp.

In contrast to (7.12), dependency on fp allows us to further simplify

the function describing fnmax :

fnmax = f(m, b, T, fv)⇒ f(fp, T, fv). (7.15)
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Figure 7.8: Parametric search of maximum impedance for various values of fp
and fv. A relation which is strongly linear can be seen between fnmax and fp.
The markers represent simulation data while the dashed lines represent values
calculated using (7.16).

7.4.2 Fitting Curves to Sampled Data

To study the relationship between fn, fp, and fv further, we perform

a search of maximum impedance parameters across values of fp and fv (see

Figures 7.8 and 7.9). The results show a relationship between maximum fn

and fp which is very nearly linear. fv then acts as an offset to this linear

relationship. This observation creates the basis of our generalization strategy.

Based on the results shown in Figure 7.8, let us assume that there is

a relationship between maximum fn and fp which is almost linear. For some

unknown variables c, d, and e, we can represent this relationship with the

following equation:
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Figure 7.9: a) Search space of m and b for the experiment shown in Figure
7.8. b) Solution space of K and B for the experiment shown in Figure 7.8.
Each point represents a K, B pair producing a system with the target phase
margin.

fnmax(fp, fv, T ) = c(fp)
d + e. (7.16)

The problem of finding a closed-form expression describing maximum fn is now

reduced to a surface fitting problem of c, d, and e which are each a function

of fv and T .

To fit a surface to c, d, and e, we perform a series of searches which

156



Table 7.1: Fitting bounds of fnmax equation

Parameter Search space Units
Orders of
magnitude

fp 0.025 → 25 Hz 3
fv 10 → 200 Hz 1.3
T 0.0001 → 0.01 Seconds 2

cover our desired parameter space. The wider the search space, the more

generally applicable a closed-form solution will be. Keeping in mind the scale-

independent nature of the fp parameter, the authors believe a large percentage

of actuators in existence today fit within the search space shown in Table 7.1.

The most viscous joints on NASA-JSC’s humanoid Valkyrie robot2 (NASA-

JSC, 2013) with grease-lubricated harmonic drive actuators have an fp value

of 9.9 Hz, while the low friction ball screw actuator shown in Section 7.6 has an

fp value of 0.77 Hz. A standalone 200W electric motor (Maxon EC-powermax

30) only has friction from its bearings and therefore has a lower fp value of

0.18 Hz. Values for fv depend primarily on the amount of sensor noise present

in the position encoder signal, but based on the author’s experience values in

the 20-70 Hz range are common. Sampling rates in the range of 1000 Hz (T

= 0.0005 seconds) are widely used in robotic servo systems.

After performing a series of searches using automated scripts we were

able to find suitable fits for c, d, and e with low error bounds. Polynomial fits

2The authors spent a year working with the Valkyrie robot during the 2012-2013 portion
of the DARPA Robotics Challenge.
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produced the best results for the c and d parameters, while a more exotic form

based on power fitting produced the best results for e. The equations for each

of these parameters are as follows:

(7.17a)c(fv, T ) = c1 + c2fv + c3T + c4fv
2 + c5fvT + c6T

2

+ c7fv
3 + c8fv

2T + c9fvT
2 + c10T

3

(7.17b)d(fv, T ) = d1 + d2fv + d3T + d4fv
2 + d5fvT + d6T

2

+ d7fv
3 + d8fv

2T + d9fvT
2 + d10T

3

(7.17c)e(fv, T ) = e1T
e2 + e3 + (fv + e4)(e5fv

e6T e7 + e8fvT + e9).

The numeric values of the 29 parameters used in equations (7.17a - 7.17c) can

be found in Table 7.2.

An example of the surface fit for the d parameter is shown in Figure

7.10. As can be seen, the continuous surface closely matches the simulation

values. The coefficient of determination (R2) for this fit is 0.986.

The accuracy of this closed-form approximation can be seen for T =

0.0005 seconds in Figure 7.8 where the dashed lines represent the closed-form

approximation and the markers represent the real simulation values. Addi-

tionally, Figure 7.11 shows the fitting accuracy of the fnmax equation over the

entire parameter space, using averaged values for the fv parameter. As can be

seen, for the majority of the parameter space the fnmax equation closely fits

the ideal simulation values (2%-4% error). Peak error of 21% occurs in the

corner case when T = 0.01 seconds and fp = 0.025 Hz.

158



Table 7.2: fnmax equation parameters

Index c d e
1 1.093 0.9544 -14.77
2 0.004883 -0.001039 0.4916
3 -54.2 -51.65 2.908
4 -3.694e-5 9.111e-6 -10
5 -0.2871 0.0638 -0.5162
6 1.541e4 6918 0.2257
7 9.201e-8 -2.451e-8 0.2566
8 -4.08e-4 1.559e-4 0.08373
9 49.89 -13.29 0.3725
10 -9.713e5 -3.869e5 n/a

Figure 7.10: An example of the fitting process used to match the continuous
fnmax equation to data points gathered from simulation. This fit represents
the d term in (7.16), (7.17b).
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Figure 7.11: A graphical representation of the fitting accuracy of the fnmax

equation compared to ground truth simulation values. The 240 sample points
are marked on the contour plot. Error values are averaged along the fv dimen-
sion to simplify data representation. Error percentage remains below 5% for
values of T <0.005 seconds. Maximum error (21%) occurs in the corner case
where T=0.01 seconds and fp=0.025 Hz.

7.4.3 An Example: Applying the fnmax Equation

One of the primary benefits of equation (7.16) is that it transforms

gain tuning of rigid actuators with position feedback from a guess-and-check

process to a simple and deterministic process. Here we demonstrate how this

procedure is applied.

First, m and b must be identified. Section 7.6.1 provides one method

for accomplishing this using a linear actuator of our design.

With m and b known, we can calculate the passive corner frequency,
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fp:

fp =
b

2π ·m
=

1250

2π · 256
= 0.77 Hz. (7.18)

We then need T and fv to solve for fnmax . T should be calculated as

T = round trip communication latency + sampling period / 2. In our case,

we are using a computer directly connected to the actuation hardware and so

the effective delay is dominated by the sampling period (T = 0.0005 seconds

for a sampling rate of 1kHz). fv can be found by implementing the B term of

the impedance controller in hardware for some large but stable value of B and

slowly increasing fv until just before noise is felt or heard when backdriving

the output. In our case, we chose fv = 50 Hz. If noise is felt or heard for the

final values of K and B, fv should be reduced and fnmax recalculated.

Once fp, fv and T have been found, we may then solve for fnmax using

(7.16):

fnmax(fp = 0.77, fv = 50, T = 0.0005) = 11.4 Hz. (7.19)

K can then be found using (7.11):

Kmax = (2π · fnmax)2 ·m = (2π · 11.4)2 · 256

= 1, 313, 437 N/m. (7.20)

Finally, B is found using (7.5) with critical damping (ζd = 1):
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Figure 7.12: A comparison between maximum impedance for gains selected
by the proposed approach and gains selected by a passivity approach (Colgate
and Brown, 1994).

Bmax = 2ζd
√
mKmax − b = 2 · 1

√
256 · 1313437− 1250

= 35, 423 N · s/m. (7.21)

We show the experimental results of applying these values in Section 7.6.

7.5 Comparisons with Passivity Approach

In (Colgate and Brown, 1994), equations are provided for determining

maximum values for K and B based on a passivity criterion:

b >
KT

2
+

BT

2τv + T
(B ≥ 0) (7.22a)

b >
KT

2
−B (B < 0). (7.22b)
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If we apply the critically damped constraint from Section 7.3.1, we can solve

(7.22) for a single pair of values forK andB producing the maximum impedance

with passivity properties.

Figure 7.12 shows a comparison of maximum impedance as a function

of fv for our proposed approach (7.16) and for the passivity approach. A

few interesting observations are readily apparent. First, impedance is propor-

tional to fv from a phase margin standpoint and inversely proportional from a

passivity standpoint. Second, the values of the passivity line lying above the

proposed line (fv=10→30 Hz) will produce an underdamped response, while

the values of the proposed line lying above the passivity line (fv=50→200 Hz)

will produce an active response, meaning the phase response penetrates the

±90 degree boundary (Bao and Lee, 2007). Third, the intersecting point of the

two lines is the maximum damped impedance producing a passive response.

Previous work suggests an optimal value for fv exists but does not propose

a way to determine such a value (Colgate and Brown, 1994). This point of

intersection could prove to be a promising candidate.

7.6 Experimental Validation

In this section we apply our approach of finding maximum impedance

parameters to two different actuation systems. Up to this point, all of our

analysis has been performed in a simulation environment. The goal of this

study is to check how closely matched the responses of real-world actuators
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Figure 7.13: Ball screw pushrod actuator used in experimental tests. For the
standalone motor experiment, the belt was removed so that the motor could
spin freely. In the full actuator experiment, the belt was connected, coupling
motor motion to ball screw and load arm motion. The depicted load cell is
unused in these tests.

are to actuators we have simulated. Our approach is validated if the responses

of the real-world actuators become underdamped for the same parameters that

cause the simulated actuators to become underdamped.

The properties of the two actuation systems differ significantly in order

to demonstrate the wide applicability of our approach. The first system is a

standalone brushless direct current (BLDC) motor. Using the system shown in

Figure 7.13, we disconnect the belt from the ball screw drive and test the motor

with no load attached. The motor is a small scale rotary actuator with very

little passive damping. The second system is the full actuator shown in Figure

7.13. The output of the ball screw pushrod is connected to the load arm. Small

displacements are used to operate the actuator in an approximately linear

region of its load inertia. The actuator is a medium scale linear actuator with
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Table 7.3: Identified system parameters of rigid actuator

Parameter Standalone motor Full actuator
m 3.0e-6 [Kg ·m2] 256 [Kg]
b 3.5e-6 [Nm · s/rad] 1250 [N · s/m]

a large, two-stage speed reduction (209:1 at the arm output). This actuator is

a new design that iterates on the actuator presented in (Paine et al., 2014b)

and is intended for use in performance studies. It was designed to further

reduce weight and size and improve maintainability compared to the previous

iteration. The new design uses a modular spring assembly. For the experiments

in this chapter, a spring was not used in order to match the model shown in

Figure 7.1b.

7.6.1 System Identification

To apply (7.16) we must have an accurate model of m and b. While

inertial values may be obtained through datasheets and computer-aided de-

sign (CAD), it is prudent to ensure the same values are obtained empirically.

Damping values are difficult to anticipate and therefore are best measured

directly. Refer to Appendix A.2 for one method of empirically measuring m

and b. Using these techniques, we obtained system parameters for the two

actuation systems as shown in Table A.1. The data for the full actuator is in

the linear output reference frame.

For systems with variable inertia, control parameters may be selected in
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several different ways. One option is to select parameters for the scenario where

gains are minimized (when m is minimum). This method will produce the

most stable system, but will also become underdamped when m is increased.

Another option is to select parameters for some nominal value of m. This

method will produce a system with trade-offs between control loop stability

and performance considered from a damping perspective. A third option is to

recalculate stiffness and damping parameters wheneverm changes significantly.

This method requires higher computational load, but will maintain optimal

control parameters throughout the system workspace.

7.6.2 Standalone Motor Experiment

In our first experiment, we observed the dynamic response to a step

input of the standalone motor using two sets of impedance control parameters.

The first set of parameters was chosen using our proposed approach (7.16). The

second set of parameters was chosen to be greater than the values in the first

set, with the hypothesis that higher values should produce an underdamped

response (as demonstrated in Figure 7.3). Specifically, parameters were chosen

by doubling the B value obtained from (7.16), and then selecting K using the

critically damped constraint. Figure 7.14 shows the results. In Figure 7.14a,

we first observe that, for both sets of parameters, the experimental data closely

matches the simulation data. Second, it shows that the parameters obtained

using the proposed method produce a damped response while the second set

of parameters produce a response with small oscillations. This result confirms
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Figure 7.14: Standalone Motor Experiment. a) Step responses for two
different sets of parameters are shown. The first set (proposed method) was
obtained using the fnmax equation (7.16). The second set (2x B value) used
double the B parameter from the first set, and selected K using the critically
damped constraint. The higher gains produce a deformed step response which
exhibits small oscillation and therefore exceeds the maximum achievable ac-
tuator impedance with a phase margin of 50 degrees. The step displacement
for this test was four motor rotations. Due to the high gains used, a higher
displacement would cause current saturation to occur (30 amp limit). b) Dis-
crepancy between simulation and experimental results. Error peaks at 6%
showing the simulation accurately represents real-world effects.
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that, for this case, our proposed method functions as expected and accurately

provides the maximum critically damped parameters in practice.

Figure 7.14b shows the deviation of the experimental results from the

simulation results. In the worst case, error reaches just 6% of the full range of

the step amplitude indicating that the experimental results closely match the

model.

7.6.3 Full Actuator Experiment

Our second experiment is similar to the motor experiment, except that

the full actuator was used. Two sets of impedance parameters were again

tested, the first chosen using our proposed approach (7.16) and the second set

chosen to be greater than the values in the first set. Figure 7.15 shows the

results. Here, the results are similar to the motor experiment, except that

the deviations between the experimental data and the model are greater. The

extra deviation is likely caused by the dynamics of the drivetrain, particularly

the belt, which may deflect slightly under large torques. Motor current in this

test reached values of 15 amps, or more than three times the motor’s rated

continuous value. Similar deviations may be expected on drivetrains with

limited stiffness, such as Harmonic Drives and cable drives. Despite these

deviations, error between experiment and simulation remains small, peaking

at 7% of full scale.

Perhaps of greater significance than error magnitude is the fact that our

hypothesis holds true. Our proposed method produces a response which, upon
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Figure 7.15: Full Actuator Experiment. The same experiment was per-
formed as was described in Figure 7.14 except with the full actuator. While the
experimental data closely matches simulation data, larger discrepancies can be
seen compared to Figure 7.14. The cause of this increase is likely due to the
drivetrain dynamics (particularly the belt). As was the case in the motor ex-
periment, our method again correctly chooses the maximum critically damped
control parameters with a phase margin of 50 degrees. The step displacement
for this test was 2mm. Due to the high gains used, a higher displacement
would cause current saturation to occur (30 amp limit).
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visual inspection, is well damped, while the higher gains produce a response

which is clearly underdamped. These results demonstrate the efficacy of the

work presented in this chapter. With almost no manual effort and with a single

set of equations, we were able to find nearly optimal stiffness and damping

feedback parameters for two very different actuations systems.
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Chapter 8

Conclusions

This work has sought to propel forward the field of high-performance

series elastic actuation, a technology which has direct application in many of

today’s active areas of robotics. An actuator is the most basic building block

of a robotic system. It incorporates sensing and control, and is the unifica-

tion of the various engineering disciplines, mechanical, electrical, control, and

computer science, which comprise robotics as a field. Its benefits and pitfalls

are inherited by the robotic system as a whole. Its optimization, therefore, is

of the utmost importance.

We have addressed this need with a number of contributions. By intro-

ducing a lightweight and compact ball-screw-based SEA design in Chapter 2,

we minimize mass and bounding volume while maximizing efficiency and power

output of SEAs. Coupled with the methods for increasing motor power output

with minimal loss in Chapter 3, these contributions improve the mechanical

capability of SEAs. By using disturbance-observer-force based controllers in

Chapters 4 and 5, we seek to fully utilize this mechanical capability. The

realized performance of our system was shown to compare well with other doc-

umented work, improving on empirical SEA power-to-weight ratio by 47%. In
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Chapter 6, we achieved strong results in terms of force controllability, achiev-

ing worst case joint tracking errors of of 1.38% of full-scale actuator output on

the Valkyrie robot.

It is encouraging that our work has already substantially influenced

the robotics community. To date, at least 8 copies of the UT-SEA have been

produced, not including the 13 or so actuators (many within Valkyrie robots)

directly derived from the UT-SEA design. The applications of these actuators

range from legged robotics, to exoskeletons, to human orthotics, to stand-

alone commercial products. Aside from producing leading results in terms of

actuator performance, the control algorithms presented here have found use

outside the lab as well. As mentioned in Chapter 6, our SEA force controller

was used on every series elastic joint of Valkyrie during the DRC Trials 2013.

While not yet used outside of the laboratory environment, we expect

our method for tuning rigid actuators to be beneficial in the various fields of

robotics. It is simple, deterministic procedures, such as our proposed method,

which have traditionally experienced the strongest adoption in practice.

8.1 Future Work

Several promising studies await further thought. First, using the forced

cooling techniques outlined in Chapter 3, the power output per unit weight

of the UT-SEA can easily be enhanced over what was achieved here. Slight

modifications to the mechanical design of the actuator may be required given

larger motor torque and speed, but the same basic principles apply. Special

172



attention should be played to the balance of loss between the motor servo drive

and the motor to ensure that losses are minimized given the increased power

consumption. The equations presented in Chapter 3 will be helpful in this

regard.

Second, the maximum impedance study from Chapter 7 may be ex-

tended to SEAs. Some work is required to determine a tractable solution to

this high-dimensioned problem due to the added dynamics of the control plant.

It would also be best to find a control-independent approach, or perhaps an

optimal controller for producing maximum impedance with an SEA.

Finally, while actuator-level tests of the UT-SEA are promising, a full

robot has yet to be constructed based on this actuation technology. It is our

hope to build such a system in the future which will demonstrate both the

dynamic performance capability and overall system efficiency inherent to the

UT-SEA design.
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Appendix A

System Identification Techniques

A.1 Series Elastic Actuators

The plant parameters in a series elastic actuator can be identified by

fixing the output of the actuator, commanding an input signal, and measuring

the actuator output. In our case, we chose to apply a desired motor current

as an input signal and measure spring force as the actuator output. Note that

these signals correspond to the plant input and output used in Chapter 4.

This control plant is shown in Figure A.1 and is represented by

P (s) =
Fo(s)

i(s)
=

Nkτηk

mks2 + beffs+ k
=

βk

mks2 + beffs+ k
. (A.1)

Figure A.1: SEA plant model used for system identification and control design.
Note that a locked-output assumption is used.
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Figure A.2: UT-SEA system identification setup.

Therefore, assuming k is measured beforehand, N is known, and kτη

can be lumped together as one parameter, there are three parameters that

must be identified: kτη, mk, and beff .

A picture of our system identification setup is shown in Figure A.2.

Note that the actuator output is attached to ground so that it cannot move.

Using this setup, we command a chirp signal as the desired current and mea-

sure spring force. The input signal should be large enough to obtain significant

measured actuator output and small enough to avoid saturating the actuator

(current limiting or voltage limiting for example). The results of this exper-

iment are shown in Figure A.3. A bode plot is created from this data (see

Figure A.4) using the following Matlab code.
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function h = getFreqResponse(out, in)

%fft

fdout = fft(out);

fdin = fft(in);

%divide

h = fdout./fdin;

end

The three parameters are manually tuned to fit the data. Increasing the

kτη term increases the steady state value, increasing mk lowers the resonant

frequency, and increasing beff increases the damping ratio.

A.2 Rigid Actuators

Measuring m and b (see Figure A.5) requires measurement of force and

displacement, or one of its derivatives. Force measurement may be approxi-

mated using current control of electric motors with knowledge of the mapping

function between currents and forces (G in (7.7) in Chapter 7), or it may be

measured accurately using a load cell.

We begin by implementing an arbitrarily stiff impedance controller

(that of Figure 7.2 in Chapter 7 for example). We then send a chirp signal as

a desired position setpoint. By measuring both force and velocity (ensuring

the velocity cutoff frequency is greater than the chirp frequency), we can plot

the frequency response of these two signals. Then, as shown in Figure A.6,
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Figure A.5: a) An actuator impedance interaction with a human. b) Model
of actuator including forces from external sources.

an inertia model may be fit to the measured data using the transfer function

V (s)

F (s)
=

1

ms
.

The b parameter may be measured in a similar way, but depending on

the amount of damping and the permissible range of motion, it can be difficult

to obtain acceptable data in the lower frequency range. As an alternative we

use a closed-loop approach. As before, we implement an impedance controller,

but this time we set B = 0 and set K to some arbitrarily large value such that

it produces an underdamped response. If we apply a step in desired position,

we may observe the underdamped response and fit this response to a model of

the closed-loop system (see Figure A.7). The fitting goal should be to produce

the same level of overshoot in the model as observed in the experiment.

Using these techniques, we obtained system parameters for the two
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Figure A.6: Experimental identification of inertial (m) model parameter.
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Table A.1: Identified system parameters of rigid actuator

Parameter Standalone motor Full actuator
m 3.0e-6 [Kg ·m2] 256 [Kg]
b 3.5e-6 [Nm · s/rad] 1250 [N · s/m]

actuation systems as shown in Table A.1. The data for the full actuator is in

the linear output reference frame.
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