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In nanoscale systems, in which the relevant length scales can be comparable

to the mean free paths and wavelengths of the energy, charge and spin carriers, it

is necessary to examine the microscopic transport of heat, spin and charge at the

atomic scale and the quantization of the associated quasiparticles. The intricacies

of the transport dynamics can be even more complicated in materials with atomic

scale complexities, such as incommensurate crystals, magnetic materials, and quasi-

one-dimensional systems. Meanwhile, the transport properties and coupling between

these quasiparticles is important in determining the strength of various thermoelectric

and spincaloritronic phenomena, as well as the reliability of nanoscale electronics.

This work seeks to further the understanding of the complicated transport dy-

namics in complex structured materials at nanometer and micrometer length scales,

and to address some of the fundamental questions about the interactions between en-

ergy, charge and spin carriers in the conducting polymer poly(3,4- ethylenedioxythio-

phene) (PEDOT), the incommensurate higher manganese silicide (HMS) thermoelec-

tric material, and the magnetic insulator yttrium iron garnet (YIG). These questions

are addressed through a number of combined experimental approaches through the

use of thermal conductance and thermoelectric property measurements of suspended

nanostructures, inelastic neutron scattering, Brillouin light scattering, and electron

microscopy.
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According to in-plane thermal and thermoelectric transport measurements of

PEDOT thin films, the electronic thermal conductivity of this conducting polymer

is found to be significant and exceeds that predicted by the Wiedemann-Franz law

for metals. Furthermore, thermoelectric transport measurements of suspended HMS

nanoribbons show a reduction in the lattice thermal conductivity by approximately

a factor of two compared to bulk HMS, which is qualitatively consistent with that

predicted from a diffuson model for thermal conductivity derived from the phonon

dispersion of HMS. Lastly, pressure dependent Brillouin light scattering spectroscopy

is used to determine the influence of hydrostatic stress on the dispersions of magnons

and phonons in YIG, in order to determine the magnon and phonon peak frequency

shift associated with localized laser heating induced strain.
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Chapter 1

Introduction

Understanding the fundamental, microscopic origins of energy transport is the

foundation of nanoscale heat transfer. In systems in which the relevant length scales

are comparable to the mean free paths and wavelengths of the energy carriers, such

as in nanoscale electronics and nanostructured materials, the classical heat transport

laws are unable to capture the true physics of the system. Instead, it is necessary

to consider the mechanisms of heat transport at atomic scales and the resulting

quantization of the quasiparticles that carry energy. In materials with atomic scale

complexities, the mechanics of heat transport can become even more complicated

because of the intricacies of the energy carrier dynamics and the coupling between

different kinds of energy carriers – namely, lattice vibrational modes, charge carriers,

and magnetic excitations.

The study of nanoscale heat transport is a fundamental subject that is impor-

tant for both managing the heat generated in nanoscale electronics and in engineering

material systems with improved energy conversion efficiencies. For example, in logic

devices with nanometer scale channel lengths, the dissipation of heat is an important

design challenge that can dramatically limit the device reliability and performance.1

This challenge has motivated a strong interest in finding substrate and component

materials with outstanding heat conduction properties, for example BAs,2 diamond,3

graphene,4 and other carbon based materials.5

The efficiencies of energy conversion devices, e.g., thermoelectric modules, are

also governed by the fundamental heat carrier transport mechanisms. Thermoelectric

materials are characterized by the ability to convert a temperature gradient across the
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material into an electrical potential, or vice versa as a solid state heat pump. Ther-

moelectrics generators have found niche applications in powering space exploration

missions and cooling small scale refrigeration units. More recently, they have also

been investigated for waste heat recovery in automobiles and industrial power plants.

For example, a number of automobile manufacturers have begun investigating how to

incorporating thermoelectric generators on the exhaust manifold of gasoline and diesel

vehicles in order to power low voltage appliances.6 However, the cost-to-efficiency is

still not competitive to warrant wide spread adoption.

The efficiency of a thermoelectric material depends on the thermoelectric figure

of merit, zT = S2σT/κ, where S is the Seebeck coefficient, i.e., thermopower, σ is

the electrical conductivity, T is the temperature, and κ is the thermal conductivity.

Thermoelectric materials research has focused on improving the material’s zT through

both top-down and bottom-up nanoscale and materials engineering.7,8 However, the

coupling between S, σ, and κ in a single material can make the optimization of zT

challenging.

The basis of thermoelectric research has been in understanding the transport

and coupling of charge and heat carriers, and in manipulating their properties for

improved efficiencies. Large improvements in the thermoelectric efficiency have been

demonstrated by reducing the lattice thermal conductivity through nanostructuring9

and the engineering of complex crystal structures,10 as well as improving the power

factor, S2σ, by tuning the electronic density of states with impurity doping.11,12 Re-

cently, it has been suggested that a zT higher than 2 is possible in some SnSe and

PbTe based systems.13,14 However, the highest efficiency thermoelectric materials are

almost exclusively based on expensive, toxic, or rare materials, such as Pb and Te.

Therefore, there has been an industrial need for low-cost thermoelectric materials

based on non-toxic and abundant materials with an improved cost-to-efficiency ratio.

Conducting polymer thermoelectrics are one material system being investigated for

their low-cost and mechanical flexibility.15 Likewise, half-Heusler, oxide, cathrate, and

silicide inorganic thermoelectric materials based on low-cost and abundant materials
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have generated considerable interest.16,17

While thermoelectric devices convert heat to electricity through the coupling

of heat and charge currents, the nascent field of spincaloritronics is focused on de-

signing energy conversion devices based on manipulating heat and spin currents in

magnetic and spin-polarized materials. A number of recent discoveries within the

field, including the spin Seebeck effect,18–20 spin Peltier effect,21 large magnon thermal

conductivity,22 and thermal spin transfer torque,23–25 have provided new and unique

approaches to thermal spin injection,26,27 thermally induced domain wall motion,28

and energy conversion devices.29,30

The investigation of thermoelectric and spincaloritronic phenomenon requires

an acute understanding of the interplay between the carriers of charge, heat, and

spin. For example, while charge is typically carried by electrons and holes in metallic

and semiconducting solids, heat can be carried by lattice vibrations, charge carriers,

and magnetic excitations such as magnons, the latter of which also carries spin. In a

crystalline material, lattice vibrations exist as quantized vibrational modes, referred

to as phonons, whose characteristics depend on their energy and momentum. Acoustic

phonons are vibrational modes with low energy, in which atoms moves collectively

in-phase with relatively large group velocity and often over long distances before

being scattering. As the name suggests, acoustic modes with very low momentum

are responsible for the propagation of sound in a solid. Optical phonon modes, on the

other hand, are characterized by high energy, out-of-phase motions of atoms within

a single unit cell, and earn their name from their strong coupling with light.

Magnons, which are quantized spin waves generated in a magnetic material,

are equally complex in their spectral properties, especially because the direction of

propagation could be either perpendicular or parallel to the direction of magnetiza-

tion, resulting in characteristically different modes. In addition, magnons in different

ranges of the energy and momentum spectrum can have drastically different mean

free paths because of differences in the inelastic coupling with phonons and coupling

with other magnon modes. While high-energy thermal magnons (E > kbT ) with
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strong phonon interactions and correspondingly short mean free paths can store a

significant amount of thermal energy, subthermal magnons with low energy and long

mean free paths are suspected to be most important for a variety of spincaloritronic

phenomenon.31,32

Simultaneously, heat is also carried by charge carriers in a metallic or semicon-

ducting material. In a generic semiconductor, the electronic thermal conductivity is

composed of a contribution to the heat current from each transport band (electrons,

holes, or both). In addition, in an intrinsic semiconductor with a finite band gap, or in

a semimetal with overlapping bands, a bipolar contribution to the thermal conductiv-

ity from electron hole pairs is also present. The theory of electronic thermal transport

is often explained by the Wiedemann-Franz law, which states that the ratio of the

electronic thermal conductivity to the electrical conductivity, κe/σ, is proportional to

temperature, T , with a proportionality constant termed the Lorenz number, L. This

relationship is application to a wide variety of metallic and semiconducting materials,

with a Lorenz number on the order of k2b/q
2, and whose exact value depends on the

dispersion and scattering processes of the charge carriers.

While the transport properties of magnons, phonons, and electrons are dic-

tated by their respective dispersions and scattering mechanisms, the macroscopic

transport of heat in a material and the magnitude of the various thermoelectric and

spincaloritronic phenomena are ultimately determined by the microscopic exchange

of energy and momentum between heat, charge and spin carriers. This work aims to

address some of the fundamental questions about the interactions between phonons,

magnons, and charge carriers in materials with structural and magnetic complexity.

Chapter 2 discusses the experimental methods necessary for probing the trans-

port properties of phonons, electrons, and magnons. Methods of measuring the ther-

moelectric properties of suspended nanostructures, the dispersion of phonons with

inelastic neutron scattering, and the frequency of low energy magnons and phonons

with Brillouin light scattering will be discussed.
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Chapter 3 investigates the coupling of charge and heat transport in the con-

ducting polymer poly(3,4-ethylenedioxythiophene) (PEDOT), which is a leading can-

didate for polymer based thermoelectrics and is a low-cost and non-toxic alternative

to state-of-the-art thermoelectric materials. The thermoelectric properties along the

same transport direction and on the same suspended PEDOT sample are measured,

and the ratio of the electrical to thermal conductivity is used to determine the contri-

bution to the thermal transport from charge carriers in PEDOT. Furthermore, from

the measured thermoelectric properties, the applicability of the Wiedemann-Franz

law in this complex conducting polymer system is examined, as this is a fundamen-

tal question important for the development of organic electronic and thermoelectric

materials.

Like conducting polymers, silicide based thermoelectrics materials also offer

affordability and abundance compared to PbTe and Bi2Te3 based thermoelectrics.

In particular, higher manganese silicide (HMS) is an increasingly competitive ther-

moelectric material that is both environmentally stable and composed of the earth

abundant elements Si and Mn. HMS is characterized by a phenomenally low and

anisotropic thermal conductivity, a complicated and unusual crystal structure, and

an equally unusual phonon dispersion. Despite knowledge of the lattice structure of

HMS, there has been a lack of understanding of how the structure and phonon dynam-

ics influence the thermal conductivity. Chapter 4 investigates the phonon transport in

HMS bulk crystals and nanoribbons in order to shed light on the structure-property

relations in this material. The thermoelectric properties of suspended HMS nanorib-

bons are measured along the same transport direction in order to understand the

effects of size confinement on the phonon transport. These results are compared with

a recent work that obtained the phonon dispersion of HMS from inelastic neutron

scattering and density functional theory calculations, and are compared to a thermal

conductivity model used to predict the thermal conductivity of nanostructured HMS.

Finally, Chapter 5 examines the phonon and magnon transport in the mag-

netic insulator yttrium iron garnet (YIG) using Brillouin light scattering. A variable
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temperature and variable pressure Brillouin light scattering setup has been built,

which can simultaneously measure the low energy phonon and magnon modes in a

material at both ambient pressure and under hydrostatic pressure. The magnon and

phonon frequencies as a function of hydrostatic pressure are investigated to determine

the effects of strain on the phonon and magnon frequencies in YIG.

The results from this work are expected to provide fundamental insights into

the transport and coupling of heat carriers in a number of complex materials im-

portant for the advancement of low-cost, high-efficiency and high-throughput energy

conversion technologies.
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Chapter 2

Methods of Probing Thermoelectric and Magnetic

Transport at the Nanoscale

Nanomaterials, such as two-dimensional (2D) layered materials, carbon nan-

otubes (CNTs), aligned polymer fibers, and semiconductor nanowires and thin films

have provided a wealth of new possibilities for functional devices with improved ef-

ficiencies. For example, graphene and carbon nanotubes have been lauded for their

enormously high thermal conductivity that is desirable for thermal management ap-

plications,33 and nanowire and carbon nanotube transistors are in the early stages of

commercialization.34 Similarly, in logic devices with device dimensions on the order

of the phonon and electron mean free paths, the generation of local hot spots on the

sub-device scale and chip-level scale can be detrimental to the device performance and

reliability.35 This challenge can be even more problematic for novel, non-planar device

designs and three-dimensional (3D) packaging of logic devices. In these electronic de-

vices, the dissipation of heat from local hot spots is a crucial design parameter, for

which an accurate understanding of nanoscale heat transport is essential.

Furthermore, nanostructuring has become a key component in optimizing the

efficiency of thermoelectric materials, which benefit from reduced thermal conductiv-

ity.36 However, characterization of the transport properties of such nanoscale materials

has remained a difficult and often tedious task compared to measurements of bulk

materials. Furthermore, the characterization of thermal transport properties are typ-

ically even more difficult than electrical transport measurements because of systemic

issues such as radiation and conduction heat loss to the environment and substrate

and contact thermal resistance at the thermometer contacts.
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Over the past few decades, a number of experimental methods have been de-

veloped to overcome these difficulties in characterizing the thermoelectric transport

properties of nanoscale samples.37 For example, a number of methods based on pulsed

or modulated self-heating of the sample have been reported, such as the 3ω method

for thermal conductivity measurements of thin films, nanowires and nanotubes,38–42

and transient electrothermal techniques for measuring the thermal conductivity and

diffusivity of nanowires.43 In addition, time-domain thermoreflectance (TDTR)44 has

become the definitive method for studying the interfacial thermal resistance of thin

films, and is particularly useful for measuring the cross-plane thermal conductiv-

ity of thin films. Other optical-based non-contact methods such as micro-Raman

spectroscopy45 and frequency domain thermoreflectance (FDTR)46 have also been

explored for measuring the thermal conductivity of thin films at high spatial resolu-

tion. Moreover, methods based on a steady state temperature difference applied to

each end of the sample, such as bimaterial cantilever sensors,47 T-junction sensors,48

and suspended resistance thermometer devices49 have been popular because of the

relative simplicity in the measurement method and the data analysis, despite the

difficulty in fabricating such devices.

In addition to the characterization of the thermal and thermoelectric transport

properties in nanoscale samples, a complete understanding of the thermal transport

in these systems requires accurate knowledge of the microscopic transport of the heat

carriers, in particular, knowledge of the scattering length scales and the dispersion

of the energy carriers. The dispersion of energy carriers such as phonons, magnons

and electrons can be determined computationally by density functional theory and

lattice dynamics simulations, and experimentally with inelastic neutron scattering

for phonons and magnons or angle-resolved photoemission spectroscopy (ARPES)

for electrons.50,51 Furthermore, the mean free path spectrum of phonons has been

measured experimentally in semiconductor systems by applying a laser induced tem-

perature gradient over a length scale comparable to the mean free path of phonons,

in a method now referred to as mean free path spectroscopy.52–54 The transport of
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magnons, the quanta of spin waves, has been studied by a variety of methods, in-

cluding electrical contact based methods such as ferromagnetic resonance (FMR) of

magnetic thin films55 and more recently by the inverse spin hall effect (ISHE) through

the spin Seebeck effect.20 Non-contact optical methods such as time domain magneto-

optic Kerr effect (MOKE) can provide picosecond resolution of THz magnons.26,56

Similarly, frequency domain Brillouin light scattering57 and Raman spectroscopy58–60

are popular methods for probing magnons over a wide range of energies, with up to

250 nm spatial resolution.61

Within the emerging field of spincaloritronics, the transport and coupling of

phonons and magnons is important in understanding many of the thermally driven

spincaloritronic phenomena, including the spin Seebeck effect (SSE),18,19 spin Peltier

effect (SPE),21 thermal spin transfer torque (TSST),23,25 and the large magnon ther-

mal conductivity in complex spin ladder compounds.62,63 In order to understand the

transport and coupling of phonons and magnons in these magnetic materials, it is

necessary to devise measurement methods capable of probing not only magnetic ex-

citations, but also the accompanying phonon modes in the system, both of which can

carry heat. Furthermore, the non-equilibrium between magnons, phonons, and elec-

trons can be crucial in explaining some of these spincaloritronic phenomena. However,

measuring the non-equilibrium between these heat carriers requires the generation of

a temperature gradient at a length scale smaller than the intrinsic coupling length

between the quasiparticles, which can range from nanometers to microns depending

on the material. Brillouin light scattering has been shown to be very useful at simul-

taneously investigating the broadband of phonon and magnon modes that carry heat

in a magnetic material to sub-micron spatial resolution.64–66 This enables one to probe

the local populations of magnons and phonon responsible for these non-equilibrium

phenomena.

The remainder of this chapter will outline the measurement techniques used

for the work presented in Chapters 3-5. These techniques include steady state ther-

moelectric property measurements of suspended nanowires and thin films, micro-

9



Brillouin light scattering, inelastic neutron scattering, and sample fabrication meth-

ods.

2.1 Steady State Thermoelectric Transport Measurements of
Nanostructures

The steady state comparative method of measuring the heat conduction through

a sample and an adjacent reference material has been a common method of measuring

the thermal conductivity of bulk crystals. The method was adapted for the measure-

ment of micro-/nano-scale samples by Shi67 Shi et al.,49 and Kim et al.68 using a

microfabricated device. In this method, the nanostructure sample is bridged between

two adjacent, suspended silicon nitride (SiN) membranes each supported by six SiN

beams. The temperature difference across the sample is measured with the plat-

inum resistance thermometers (PRTs) patterned on each membrane while applying

a known DC heating to one membrane. This temperature difference is compared to

the temperature drop across the supporting SiN beams, whose far end is held at the

ambient substrate temperature, in order to determine the thermal conductance of the

sample itself.

This method has become an increasingly popular method for measuring ther-

mal transport in a wide variety of materials, including graphene,69 carbon nan-

otubes,70 semiconducting and insulating nanowires and thin films,71–74 and polymer

fibers and thin films,75–77 owing to the relative ease of the measurement and data

analysis once the devices have been batch fabricated. A number of improvements and

revisions to the method have been published over the years, including a four probe

thermoelectric technique,71 a differential method which removes any background con-

ductance,77 and a novel method in which the thermal contact resistance is eliminate

from the measurement entirely.78 The details of the measurement method and sam-

ple preparation will be discussed in this section, and the inherent uncertainties and

complications will be discussed.
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100 µm 5 µm 5 µm

a b c

Figure 2.1: Microfabricated devices with false coloring of the Pt electrodes (yellow),
platinum resistance thermometer (PRT) (red), sample (purple), and metallic tags
(blue). (a) Low magnification image of the microfabricated device showing the long
SiN beams. (b) Previous device design with two sample electrodes and one PRT
patterned on each membrane. (c) New device design with two sample electrodes
patterned on top of the PRT with a HfO2 dielectric layer between. The blue metallic
tags are transferred with the sample to the device.

2.1.1 Thermoelectric Property Measurements

The microfabricated device is composed of two adjacent SiN membranes each

supported by six SiN beams. A layer of Cr(6 nm)/Pt(60 nm) covers the top of all

twelve beams, which act as conducting leads to the PRTs and two electrodes patterned

on each membrane. In addition, four electrode connections to the sample allow for

simultaneous four-probe electrical and Seebeck measurements. Figures 2.1a and 2.1b

show a device used in previous work with false coloring of the sample, two sample

electrodes, and one PRT.

Two-Probe Thermal Measurement Method

In a typical two-probe thermal measurement procedure, the microfabricated

device is placed in an evacuated cryostat with a pressure better than 10−6 torr. A DC

heating current, I, is supplied to the PRT on the heating membrane, which generates

a Joule heating power of Qh = I2Rh in the heater serpentine and QL = I2RL in each

of the current carrying leads, as shown in Figure 2.2a. This raises the temperature of
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the heating membrane ∆Th = Th−T0. According to the thermal conduction diagram

in Figure 2.2a, some of the heat is conducting through the suspended gap due to

both conduction through the sample, Qs, as well as unwanted background radiation

and conduction, Qbg. This raises the temperature of the adjacent sensing membrane

by ∆Ts = Ts − T0. The heat generated in each of the current carrying leads, QL,

alone generates a parabolic temperature distribution in the long supporting leads.

This symmetric temperature profile about the middle of the beam causes half of the

heat, QL/2, to flow to the substrate, while the other half, QL/2, flows to the heater

membrane. With the addition of the heat generated in the heater serpentine, the heat

conducted to the substrate through the two current carrying leads (i = 1, 2) on the

heater side is Q1−2 = 2(gb1∆Th+QL/2). The heat conducted to the substrate through

the non-current carrying leads (i = 3 − 6) on the heater side is Q3−6 = 4gb1∆Th,

where gb1 is the thermal conductance of each beam on the heater side. Likewise, on

the sensing side, the heat conducted to the substrate is Q7−12 = 6gb2∆Ts, where gb2 is

the thermal conductance of each beam on the sensing side. As shown in the control

volume schematic in Figure 2.2a, energy conservation on the heating and sensing

membranes requires that the total heat dissipation to the substrate be equal to the

total heat generation,77

Qh + 2QL = 2(gb1∆Th +QL/2) + 4gb1∆Th + 6gb2∆Ts

= QL + 6gb1∆Th + 6gb2∆Ts (2.1)

Qtotal ≡ Qh +QL = Gb1∆Th +Gb2∆Ts (2.2)

where Gbi = 6gbi. While Gb1 and Gb2 are designed to be equal, there can be minor

variations in the fabrication process that cause them to differ. In the general case

that they are not equal,

1 =
∆ThGb1

Qtotal

+
∆TsGb2

Qtotal

(2.3)

A similar measurement with the heating and sensing membranes switched yields a

second equation

1 =
∆T ∗sGb1

Qtotal

+
∆T ∗hGb2

Qtotal

(2.4)
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where ∆T ∗ is the temperature measured in the second measurement with reversed

heat flow. Eqs. (2.3) and (2.4) can be combined to yield the thermal conductance of

the beams,

Gb1 =
∆T ∗h −∆Ts

∆T ∗h∆Th −∆T ∗s ∆Ts
Qtotal (2.5)

Gb2 =
∆Th −∆T ∗s

∆T ∗h∆Th −∆T ∗s ∆Ts
Qtotal (2.6)

The thermal conductance of the sample is then

Gs = Gb2
Ts

Th − Ts
or Gs = Gb1

T ∗s
T ∗h − T ∗s

(2.7)

Previous measurements have assumed that Gb1 ≈ Gb2, which is typically true within

5% error. For low thermal conductance samples, in which Gs � Gb1, Gb2, almost

all of the Joule heating will be dissipated through the beams supporting the heating

membrane, and therefore the measured Gb2 will be nearly equal to Gb1. As a result,

the error in the obtained Gs will be as large as the relative difference between Gb1

and Gb2.

The temperatures ∆Th and ∆Ts are monitored by supplying a small AC sensing

current, iAC = i1ωe
iωt, to each serpentine. The first harmonic voltages across the

serpentines are measured with two lock-in amplifiers and are used to obtain the four-

probe differential resistances of the serpentines, Rh(I) and Rs(I). The resistances of

the serpentines at zero heating power, Rh(I = 0) and Rs(I = 0), are measured at

each ambient temperature, T0, which yields the temperature coefficient of resistances,

dRh/dT and dRs/dT . The resistance of the sensing serpentine is converted to a

temperature as ∆Ts = ∆Rs/(dRs/dT ). On the heating membrane, the coupling

between the DC heating current and the first harmonic (1ω) sensing current results

in a modulation of Qh at 1ω and 2ω

Qh = (I2 + 2Ii1ωe
iωt + i21ωe

2iωt)Rh(I) (2.8)

When the lock-in amplifier measures the first harmonic AC resistance of the heating
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Environment at T0
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Figure 2.2: (a) Heat conduction pathways from the heater island to the sensor island
and the supporting substrate at temperature T0. Reproduced from Weathers et al.77

(b) Temperature profile along the sample, and thermal resistance circuit in the four-
probe thermal measurement method. Reproduced from Weathers et al.37

serpentine, Rh = v1ω/i1ω, the resulting temperature rise on the heater is given by

∆Th(I) =
1

3

∆Rh

dRh/dT
for ω � 1/τ (2.9)

∆Th(I) =
∆Rh

dRh/dT
for ω � 1/τ (2.10)

in the low and high frequency limits. The factor of three difference arises as a result

of ∆Th having time to respond fully to the 1ω heating term at low frequencies. This

factor of three is indeed observable in the measured resistance as a function lock-in

frequency.49 For a typical time constant of the SiN membrane on the order of 0.1

ms, the high frequency limit is easily achievable with ω > 2 kHz, which ensures that

the temperature of the membrane does not have time to respond to the oscillating

current.
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Differential Measurement Method for Elimination of Background Con-

ductance

In addition to the heat transfer through the sample, there is also a heat transfer

from the heating membrane to the sensing membrane due to radiation heat transfer

and conduction through residual gas molecules in the evacuated sample space of the

cryostat. This background thermal conductance has been previously measured to be

0.4 nW/K at room temperature, and drops to ∼ 0.1 nW/K at 100 K,70 which is

comparable to low thermal conductance samples such as single walled carbon nan-

otubes,70 polymer nanofibers,75 and semiconducting nanowires with diameters on the

order of 10 nm. While the sensitivity of the thermal conductance measurements can

be improved to around 0.01 nW/K with the use of a differential Wheatstone bridge

to eliminate the noise from stage temperature fluctuations,79 the background conduc-

tance must be measured at a different time, and later subtracted from the measured

sample conductance. The resulting error associated with subtracting two numbers of

similar magnitude results in an error in the sample thermal conductance that is on

the order of the error in the background conductance.

In order to measure a sample with thermal conductance on the order of 0.1

nW/K, Weathers et al.77 have developed a method to measure the thermal conduc-

tance of the sample relative to a blank reference device with no sample located between

the membranes but nearly identical device dimensions and design. As a result, the

sample conductance alone is obtained independent of any background conductance,

with an error better than 0.1 nW/K, which is sufficient to measure low thermal con-

ductance nanowires of small cross sections. In this method, equal heating power is

supplied to both the sample and reference heaters, and the increase in the sensing

side temperature on the sample device relative to the temperature rise in a blank

device is measured with two lock-in amplifiers. Schematics of the non-differential and

differential measurements are shown in Figure 2.3.

Two DC heating currents of IDC and IDC,ref are supplied to the sample and

reference device heating membranes, respectively. The heating currents are controlled
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Figure 2.3: Measurement setups for the (a) differential and (b) non-differential mea-
surements. Reproduced from Weathers et al.77

with the resistors RDC and RDC,ref . The first lock-in amplifier is used to measure the

AC voltage drop (vh) across the heater, in the same was as was discussed previously

for the non-differential measurement. A single AC voltage output from the second

lock-in is supplied to both the sample and reference sensor PRT, with resistances

of Rs and Rs,ref , respectively. The second and third lock-in amplifiers are used to

measure the relative AC voltage drops on the sensing membranes, vs+b and vb, as

shown in Figure 2.3b. In this notation, s+ b refers to the relative voltage drop across

the serpentine and one supporting beam, and b refers to the relative voltage drop

across one supporting beam. The reference signal for the third lock-in is the TTL

(transistor-transistor logic) square pulse from the second lock-in, so that the second

and third lock-ins are locked in frequency and phase. While the heating current is

swept, the relative voltage rise in the sample sensing PRT relative to the reference

sensing PRT is obtained as vs = vs+b − vb. Because the thermal conductance across

the suspended region is different for the sample, Gs, and reference device, Gs,ref , the
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sensor PRT temperature rise will also differ, which results in a detectable signal in

vs. In particular,

∆vs = i
dRs

dT
∆Ts − iref

dRs,ref

dT
∆Ts,ref (2.11)

where ∆ refers to the voltage or temperature rise relative to zero heating, IDC = 0

and IDC,ref = 0. At the beginning of the measurement at each ambient temperature,

RAC,s,ref is adjusted when IDC = 0 and IDC,ref = 0, so that vs = iRs− irefRs,ref = 0.

This ensures that if δTs ≡ ∆Ts −∆Ts,ref = 0, then ∆vs = 0, as long as idRs/dT =

irefdRs,ref/dT . Furthermore, in order to ensure that equal DC heating is applied to

the sample and reference heaters so that δTs = 0 when Gs = Gs,ref , it is necessary to

adjust IDC and IDC,ref so that

IDC
IDC,ref

=

[
Gb1Gb2

Gb1,refGb2,ref

Rh,ref + βRb,ref

Rh + βRb

]1/2
(2.12)

where Gb1 and Gb2 were defined previously for the non-differential measurement and

are obtained by two non-differential measurements with reversed heat flow. The elec-

trical resistances of the heater PRTs, Rh and Rh,ref , and the current carrying beams,

Rb and Rb,ref , are measured in separate four-probe electrical measurements. The

factor β describes the degree of radiation loss from the long supporting beams, and

approaches 1 in the limit of no radiation loss.77 With these two balancing require-

ments and the assumption that the background thermal conductance is the same on

the sample and reference device, the measured temperature δTs is the temperature

rise due to conduction through the sample alone. The thermal conductance of just

the sample, Gn, is then found from

Gn = Gb2
δTs

∆Th −∆Ts
(2.13)

This differential measurement method has been used to measure the thermal conduc-

tance of polythiophene77,80 and polyacetylene75 nanofibers in other reported works,

and has been used to measure the thermal conductance of higher manganese silicide

(HMS) nanostructures discussed in Chapter 4.
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Four-Probe Thermoelectric Measurement Method

In addition to the intrinsic thermal resistance of the sample, Rs, there is also

a contribution to the measured thermal resistance due to contact resistance at each

membrane, Rc1 and Rc2, as shown in the thermal resistance circuit in Figure 2.2b.

This contact resistance is a result of both the interfacial thermal contact resistance

across the sample/SiN or sample/metal interface, as well as a contact resistance asso-

ciated with the internal thermal resistance of the SiN membrane. Because the internal

thermal resistance of the membrane is about two orders of magnitude smaller than

the combined thermal resistance of the six supporting beams, which is approximately

106 − 107 K/W, the temperature distribution of each membrane is approximately

uniform during the measurement as long as the sample resistance is similarly large.81

In the case of low thermal resistance samples on the order of 106 K/W or less (i.e.,

Gs > 1 µW/K), this assumption of a uniform temperature distribution is no longer

valid.

In order to determine the thermal contact resistance, a four-probe thermoelec-

tric measurement method was previously developed by Mavrokefalos et al.71 In this

method, the thermal contact resistance of the sample is determined by measuring

the difference in thermoelectric voltage between the inner and outer electrodes. The

difference in thermoelectric voltage is proportional to the difference in temperature

between these contact pads, as a direct result of interfacial contact thermal resistance

and a non-uniform membrane temperature.

According to a fin temperature model, the temperature profile along the sam-

ple decays approximately exponentially in the area supported by the SiN membrane,

and is approximately linear in the suspended segment when the radiation loss from

the sample is negligible. The thermal contact resistance can be found from the fin

resistance formula,

Rc,i =
1

κAm tanhmLc,i
i = 1, 2 (2.14)

where κ is the thermal conductivity of the sample, A is the cross sectional area of the
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suspended sample, and Lc,i is the contact length between the sample and membrane

as defined in Figure 2.2b. Because of the thermal contact resistance, the temperature

drop across contacts 1 and 4 (outer electrodes) is larger than that between contacts

2 and 3 (inner electrodes). Likewise, the measured thermoelectric voltages, V14 and

V23, will differ by an amount that is related to the difference in temperature as,

γ =
γ14
γ23

=
T1 − T4
T2 − T3

=
V14
V23

(2.15)

where

γij =
Ti − Tj
T

′
h − T

′
s

= 1 +
1− coshm(Lc,1 − Li)/ coshmLc,1

Lsm tanhmLc,1
(2.16)

+
1− coshm(Lc,2 − Li)/ coshmLc,2

Lsm tanhmLc,2

and T
′

is the temperature at the edge of the membrane, as defined in Figure 2.2b.

Therefore, the Seebeck coefficient and intrinsic thermal resistance of the sample can

be found from71

S =
αV23

γ23(Th − Ts)
(2.17)

Rs =
Rtotal

α
(2.18)

where

α =
Th − Ts
T

′
h − T

′
s

= 1 +
1

Lsm

[
1

tanhmLc,1
+

1

tanhmLc,2

]
(2.19)

In practice, this method requires that the thermoelectric voltage between the

two inner electrodes and between the two outer electrodes be measured simultaneously

and that Eqs. (2.15 - 2.16) be solved numerically for m from the measured γ value

at each temperature. Figure 2.4a shows the measured V14 and V23 as a function of

Th − Ts for a thin film sample of poly(3,4-ethylenedioxythiophene) (PEDOT), which

shows the deviation in the thermoelectric voltage between the two sets of contacts.

This amounts to an Rc that is approximately 15% of the total measured thermal

resistance, Rtotal.
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Figure 2.4: The thermoelectric voltage measured between the inner (orange) and
outer (blue) electrodes on a (a) previous and (b) new device design.

Improved Device Design with Reduced Thermal Contact Resistance

The two-probe thermal conductance measurement relies on the assumption

of a uniform temperature across the SiN membranes, which is only valid when the

thermal resistance of the supporting beams and the sample are much greater than

the internal thermal resistance of the membrane, which is approximately 105 K/W.71

To address this concern, a new device has been designed and fabricated with reduced

membrane thermal resistance, in order to decrease the contact thermal resistance in

the measurement.76 In the previous design, shown in Figure 2.1b, the 1 µm width

electrodes were patterned next to the PRT, which occupies only a portion of the

membrane. In the new design, shown in Figure 2.1c, the PRT takes up nearly the

entire SiN membrane, which is reduced slightly in lateral size compared to the previous

design. An 80 nm HfO2 dielectric film is deposited by atomic layer deposition (ALD)

through a photolithography mask on top of the PRT and the six supporting Pt/SiN

beams on each membrane. Next, two Pd electrodes (yellow) are patterned on top of

the HfO2 on each membrane with photolithography and lift-off.

Because the serpentine heater occupies nearly the entire membrane surface,
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the temperature distribution is expected to be more uniform compared to the previous

design. In addition, the large Pd electrodes with relatively large thermal conductiv-

ity, act as lateral heat spreaders, which reduce the internal thermal resistance of the

membrane even further. As a result, the thermal contact resistance measured by the

four-probe thermoelectric method has been found to be smaller on the new devices

for both conducting polymer thin films and semiconducting nanowires. For example,

Figures 2.4a and 2.4b show the measured thermoelectric voltages of the inner and

outer electrodes of a poly(3,4-ethylenedioxythiophene) (PEDOT) thin film sample

measured on a previous device and a new device design, respectively. The sample

on the previous device design (Figure 2.4a) has ∼ 200 nm of Au deposited through

a shadowmask onto the electrical contact pads to improve the electrical and thermal

contact resistance, while the sample on the new device has no shadowmask deposi-

tion. Even without any additional metal deposition, the new device shows negligible

thermal contact resistance determined from the difference between the thermoelectric

voltage measured between the two inner electrodes and two outer electrodes.

2.1.2 Sample Preparation

Assembly of Samples on the Suspended Device

The placement of the nanowire or thin film sample on the suspended measure-

ments device requires care to avoid damaging the sample. In the best case, the sample

can be picked up from the growth substrate with a sharp tungsten tip and positioned

across the measurement device. In this method, tungsten tips are electrochemically

etched from thin tungsten wire in potassium hydroxide solution, and the alignment

of the sample is done under an optical microscope by moving the tungsten tip with a

manual xyz stage. This method introduces no contaminants or residue to the sample,

and is able to achieve better than 1 µm alignment accuracy. However, this method

is not feasible for many large area, conformal samples like graphene or polymer thin

films, as the samples simply tear or fold during transfer. On the other hand, this

method has been very successful in manipulating semiconducting nanowire samples,
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in particular, the higher manganese silicide nanoribbons discussed in Chapter 4.

Alternatively, the sample can be transferred to the measurement device with

the use of a polymer carrier layer, as shown in Figure 2.5.76,82,83 In one such method,

the sample can be patterned to the correct dimensions on the growth substrate with

electron beam lithography or by mechanically cutting the sample with a tungsten tip.

Then, 8% water soluble polyvinyl alcohol (PVA) is drop cast on the growth substrate,

and is baked at 80 ◦C for approximately 1 minute. The PVA layer can then be peeled

from the growth substrate with tweezers, which removes the sample attached to the

PVA. The PVA carrier layer is then transferred on top of the measurement device

with a drop of isopropanol and the sample is aligned to the device membranes with

the help of a tungsten tip or tweezers. The PVA can then be dissolved by placing the

entire device in water, which leaves just the sample suspended across the measurement

platform.

Similarly, samples can be transferred onto a substrate composed of a bilayer of

1% PVA and 11% poly(methyl acrylate) (PMMA) each spin coated at approximately

6000 rpm. As long as the samples are well adhered to the top surface of the PMMA,

the Si/PVA/PMMA substrate with the samples is placed in water to dissolve the

PVA, which leaves the PMMA/sample layer floating on the top of the water. The

PMMA/sample layer is flipped over and placed on top of the measurement device

with a drop of water and aligned with the tungsten tip or tweezers. The PMMA can

then be removed by placing the entire device in acetone or by baking the device in a

tube furnace with argon and hydrogen at 350 ◦C.

Methods for Making Electrical Contact to Suspended Samples

In order to measure the thermal contact resistance between the sample and the

membrane, the four-probe thermal conductance measurement method requires four

electrical contacts to the sample in order to measure the inner and outer thermoelec-

tric voltages. Unfortunately, making electrical contact to a suspended semiconducting
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Figure 2.5: Procedure for placing a sample on the measurement device with a polymer
carrier layer. Reproduced from Weathers et al.76
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nanowire or thin film can be exceedingly difficult because of native oxide or polymer

residue on the sample surface. Devices with supported nanowires or thin films can

easily be wet-etched, for example in hydrofluoric acid, to remove the native oxide be-

fore metal deposition. However, the etching of native oxide from a suspended sample

can be much more challenging. Previous reports have used a focused Ga ion beam

(FIB) or focused electron beam (FEB) to deposit Pt and Ni contacts on the suspended

sample on the measurement device.84 Under high enough accelerating voltages, the

ion beam or electron beam can etch some of the native oxide, before deposition of

metal. However, FIB deposition of Pt is known to spray Pt or Pt-C particles up to

several microns outside the deposition area,85 which can result in contamination of

the sample with Pt particles or Ga ions, especially in the ∼ 5 µm suspended region.

An alternative method, which has been very successful for a limited number of mate-

rials, is in situ hydrogen or forming gas (5% hydrogen, 95% nitrogen) annealing of the

sample during measurement. For example, a previous report has shown that electrical

connection to Bi2Te3 nanowires and nanoplates could be obtained after annealing in

forming gas at 480 K.86,87 However, this method has not been demonstrated to be

successful with other semiconducting materials.

Shadowmask deposition of metal through a SiN stencil has also been used to

deposit Ti/Au contact pads on InAs nanowires following a brief reactive ion etch

(RIE) exposure to BCl3 plasma.80 While this method has been moderately successful

in achieving electrical contact to this material and improves the thermal contact

resistance,80 it has not successfully made electrical contact to silicon based nanowires.

In addition, there is concern that RIE etching of a nanowire could introduce surface

defects to the nanowire, which could affect the measured electrical properties.

Because of the limitations and complications in these methods, there has been

a need for a robust technique to make electrical contact to a suspended nanostruc-

ture sample without introducing contaminates or additional defects to the sample.

To address this need, a technique has been developed in this work to allow for reli-

able electrical connection to semiconducting nanowires and thin films with minimal
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contamination of the sample.

A schematic of this method is depicted in Figure 2.6. First, a Si/SiO2 wafer

with Pt alignment marks patterned at regular intervals is coated with 6 nm of Ni

by electron beam deposition. Following the Ni deposition, Pd contact pads with the

exact dimensions of the Pd electrodes on the device are patterned on the substrate

at regular intervals of 2 mm with electron beam lithography (EBL) followed by liftoff

of 30 nm of Pd deposited by e-beam evaporation. A nanowire or thin film sample is

transferred to the Pd contact pads on the Si/SiO2/Ni substrate so that the sample

bridges all four contact pads. For the case of higher manganese silicide nanowires that

are grown on Si wafer chips, the nanowires can be picked up with a sharp tungsten

tip and easily transferred to the Pd contact pads. For other samples that cannot be

transferred with a tungsten tip, it is relatively straightforward to transfer and align

the sample to the Pd contact pads with a sacrificial carrier layer as has been done for

graphene88 and polymer thin films76 with a PMMA carrier film.

The substrate with the Pd contact pads and the sample is then spin coated

with 4% PMMA and the area above the Pd contact pads is patterned with EBL,

leaving the sample exposed just in the regions of the Pd contact pad. The native

oxide on the sample can now be easily wet etched in hydrofluoric (HF) acid, or other

etchant, followed immediately by metal deposition of ∼ 50 nm of Pd and liftoff in

acetone. This leaves the sample sandwiched between two layers of Pd, with the top

layer of Pd deposited without any native oxide on the sample. The substrate is then

coated with 11% PMMA, which forms a thick carrier layer to transfer the sample to

the measurement device. The Si/SiO2/Ni/Sample/PMMA substrate is placed in 10%

hydrochloric (HCl) acid for approximately 20 minutes, which etches the sacrificial Ni

layer and releases the sample/PMMA layer, which floats on the top of the solution.

For samples that are not etched by HF, such as silicon or III-V semiconductor samples,

the sacrificial Ni layer is not necessary, and HF etching can be used to etch the native

oxide on the silicon wafer, which can serve the same role as the Ni sacrificial layer.

Similarly, for samples which are easily etched by HCl, such as III-V semiconductors,
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Figure 2.6: Procedure for the Pd contact method. (a) 30 nm thick Pd contacts
are deposited on a Si/SiO2/Ni substrate with electron beam lithography and e-beam
deposition. (b) A sample is transferred to the Pd contacts, and (c) 4% PMMA is
patterned with electron beam lithography to expose the sample in the area above
the Pd contacts. (d) The device is placed in an oxide etchant to remove the native
oxide on the sample, (e) followed immediately by metal deposition of 60 nm of Pd, (f)
leaving the sample sandwiched between Pd contact pads. (g) The substrate is spin
coated with 11% PMMA and (h) placed in 10% HCl to etch the sacrificial Ni layer.
(i) The floating PMMA layer with the sample and Pd contacts is transferred to the
measurement device and aligned to the Pd electrodes with a tungsten tip controlled
by a manual xyz stage under an optical microscope. (j) The 11% PMMA is burned
off at 350 ◦C in a tube furnace leaving just the sample and Pd contacts adhered to
the suspended device.
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the Ni layer must be replaced with a sacrificial layer that can be etched with an

etchant that does not damage the sample.

The sample/PMMA layer is cleaned in water and transferred to the top of

the device. The Pd contact pads are aligned to the Pd electrodes on the device

with the use of the tungsten tip and a drop of water. As the residual water dries,

the PMMA/sample layer is adhered to the device substrate. A brief ∼ 30 second

exposure to a hotplate at 180 ◦C further adheres the PMMA to the device so that it

is permanently stuck. In the case of most inorganic semiconductors that are stable at

high temperature, the device with the sample/PMMA layer is placed in an evacuated

tube furnace with argon and hydrogen at a pressure of approximately 10 mT, and is

heated to 350 ◦C to burn off the PMMA layer. This leaves just the sample with the

Pd contacts adhered to the device membranes. Figure 2.1c shows a higher manganese

silicide nanoribbon transferred to a measurement device with Pd contact pads (blue)

that make electrical contact to the sample on top of the Pd electrodes.

In typical electrical property measurements, Ohmic contact to a semiconduc-

tor sample is often made by the deposition of an adhesion layer of Ti, Cr, In, Al, or

W, which form low Schottky barriers with many semiconductors or form a conduct-

ing alloy interface. This is followed by a capping layer of Au to prevent oxidation.

However, in this transfer method, the exposure to HCl or HF etchant could slightly

etch the metal adhesion layer resulting in poor adhesion of the metal to the sample.

Therefore, with the recipe described above, it is advisable that only a noble metal

that is not etched by HCl or HF be deposited in the contact pad deposition. For the

higher manganese silicide nanoribbons, the Pd deposition provides Schottky contact

to the nanoribbon with a contact resistance on the order of 1 MΩ, which is sufficient

for Seebeck and four-probe electrical conductivity measurements when care is given

to amplifier loading errors. The two-probe and four-probe electrical I-V curves of

a higher manganese silicide nanoribbon are shown in Figure 2.7, which indicates a

Schottky barrier less than 1 V at the inner electrodes.
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Figure 2.7: I-V curve for a higher manganese silicide nanoribbon after assembly by
the Pd contact pad method. The red curve is the 2-probe resistance between the
inner Pd electrodes, which shows a Schottky barrier smaller than 1 V, and the blue
curve is the 4-probe resistance across the four Pd contacts.

2.2 Brillouin Light Scattering of Phonons and Magnons

In addition to characterizing the thermoelectric properties of a nanoscale sys-

tems, the fundamental dynamics and transport of energy carriers can be further

investigated by optical spectroscopy techniques. For example, Raman spectroscopy

has been used extensively to investigate the high frequency atomic vibrations in crys-

talline, amorphous, and molecular materials.89–91 In crystalline materials, the Raman

active modes are typically optical phonon modes which have energies on the order of

THz, and are associated with the out-of-phase motion of ions within a unit cell. While

first-order Raman scattering can be used to probe the zone center phonon modes, such

as the graphene G-mode,92 double resonant Raman scattering has been used to inves-

tigate the intervalley scattering of near zone boundary optical and acoustic phonons

in graphite and graphene.90,93 In many materials, the dominant heat carrying modes

are intermediate frequency phonons, with energies on the order of 100 - 1000 GHz,

although acoustic phonons with energies on the order of 10 - 100 GHz can also make

important contributions to thermal transport. In addition, the transport of heat by
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magnetic excitations, namely magnons, has been demonstrated by the large magnon

thermal conductivity of some cuprate crystals.62 Long wavelength magnons modes,

like acoustic phonons, are also found in the GHz energy regime and can be important

for heat transport in magnetic materials. Therefore, a method of probing low fre-

quency modes in the GHz energy regime is an important tool in understanding heat

transport in a variety of materials.

Brillouin light scattering (BLS) measures the inelastic scattering of light as a

result of periodic modulations in the index of refraction in the presence of a magnon

or phonon in the GHz energy regime. For the case of a phonon, periodic modulation

of the lattice ions result in a periodic modulation in the polarization of the material

through the acousto-optic effect. Similarly, for the case of magnons, the periodic mod-

ulation of the magnetization results in a change in the permittivity tensor through

the magneto-optic effect.94 An incident photon with a frequency ω0 is inelastically

scattered with a magnon or phonon, resulting in a loss (Stokes) or gain (Anti-Stokes)

in photon energy associated with the phonon or magnon energy, ω. The inelastically

scattered light can be collected and directed to an interferometer to resolve the as-

sociated frequency shift. The measured intensity of a given phonon or magnon peak

is directly related to the occupation number of that particular mode, given by the

equilibrium Bose-Einstein distribution function,

n =
1

e~ω/kbT − 1
(2.20)

However, the temperature dependent frequency shift of a phonon or magnon mode

is, in general, a function of the occupation of the entire distribution of phonon or

magnon modes involved in heat transport, as a result of bond softening and anhar-

monic scattering between phonon modes as well as the temperature dependence of

the saturation magnetization of the material. As a result, temperature dependent

BLS has been used recently to investigate the local magnon and phonon populations

in silicon, permalloy, glass, and yttrium iron garnet (YIG),64–66,95 and to determine

the nature of the coupling between magnetic and vibrational modes. This will be

discussed further in Chapter 5.
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2.2.1 Brillouin Light Scattering Experimental Setup

Tandem Fabry-Perot Interferometer

The detection of inelastically scattering light with MHz - GHz frequencies

requires a more complicated spectrometer than the optical gratings commonly found

in Raman or IR spectroscopy systems. To achieve a spectral resolution of better than

1 GHz, a Fabry-Perot interferometer is typically used. In the simplest Fabry-Perot

interferometer, a pair of parallel mirrors, termed a cavity, is aligned at a spacing of

L1 with a partially reflective coating on the inner surfaces, as shown in Figure 2.8a.

In an idealized system, the cavity acts as a filter in which only light that satisfies

the constructive interference condition L1 = nλ/2 is transmitted through the pair of

mirrors, where n is an integer. In practice, the transmittance has some finite spectral

width according to the Airy function,

T ∼ 1

1 + 4F 2

π2 sin2 2πL1

λ

(2.21)

The finesse, F , is a constant given by the quality of the mirrors, and is approximately

100. By scanning the mirror spacing, L1, the transmitted intensity as a function

of wavelength can be resolved. Figure 2.8c shows a characteristic spectrum from a

single set of mirrors in a Fabry-Perot interferometer (FP1). The spacing between

transmittance peaks, ∆λ, is referred to as the free spectral range (FSR), while the

linewidth of the transmitted peaks, δλ, is the instrument resolution, and is related to

the finesse by δλ = ∆λ/F . Because the measured intensity at a given mirror spacing

is the sum of all wavelengths satisfying the constructive interference condition, a

spectrum of interest, i.e. inelastically scattered light from a magnon or phonon, must

fall entirely with one FSR to avoid ambiguity in the signal. However, with a single

pair of mirrors, the FSR can only be increased by decreasing L1, which also decreases

the instrument resolution and the contrast, which scales as F .

In order to increase the FSR and contrast without decreasing the resolution,

two tandem Fabry-Perot cavities (FP1 and FP2) can be employed with slightly differ-

ent mirror spacings, L1 and L2, as shown in Figure 2.8b. In this configuration, light
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Figure 2.8: Illustration of the (a) single Fabry-Perot cavity and the (b) tandem Fabry-
Perot cavity, with (c) representative spectra from each individual sets of cavities (FP1
and FP2) with different mirror spacing. The purple curve is the resulting spectrum
from the tandem Fabry-Perot cavity.

must pass through both sets of mirrors with the simultaneous conditions L1 = nλ/2

and L2 = mλ/2, which is satisfied only at many multiples of the FSR of the first

mirror pair, as shown in Figure 2.8c. Because the transmittance peaks of each set

of mirrors is not a perfect delta function, there is some overlap of the transmitted

peaks, which results in small “ghost peaks” occurring at the FSR of the first set of

mirrors. These ghost peaks are sometimes visible in the recorded BLS spectra, and

should not be confused with the inelastic scattering peaks.

The Fabry-Perot interferometer used in this work was acquired from JRS Sci-

entific following the design of Dr. John Sandercock.96 The Sandercock Fabry-Perot

interferometer is a six pass interferometer, in which the scattered signal is passed

through each set of mirrors three times, for a total of six cavity passes. In effect, this

enhances the filtering effect of the cavities, resulting in higher contrast and resolution.

The mirror spacing is scanned by moving a translation stage on which one set of mir-

rors is offset at an angle θ, so that the mirror spacing of FP1 and FP2 are different

by cos θ. Following the six cavity passes, the light is directed through a pin-hole onto

an avalanche photodiode (APD) single photon detector (Laser Components, BLUE

Series).
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Each set of mirrors is actively controlled by three sets of piezoelectric motors to

control the alignment to sub-nanometer resolution, and to scan the mirror spacing, z.

The alignment of the mirrors is facilitated by monitoring a weak reference signal that

is sampled directly from the laser. At the beginning of each full scan of the mirrors, the

detector monitors the reference peak for a brief amount of time, and the piezoelectric

motors for the tip-tilt and z position of each pair of mirrors is adjusted to optimize

the reference signal. With the default JRS Scientific hardware, this optimization

is achieved through an analog control circuitry. After-market software provided by

several research groups can provide more customized automation and control (e.g., the

BrilliaNT software package from Prof. Dr. S. O Demokritov, Universität Münster).

In addition to the active mirror control, the mirror cavities are mounted on top of

an actively controlled vibration isolation stage (JRS Scientific, Table Stable). The

active alignment of the mirrors and vibration isolation allow the system to remain

at a stable operating condition for extended periods of time, even in the presence of

minor external vibrations and temperature fluctuations. Nonetheless, there can be a

noticeable drift in the signal over the course of an hour, which must be considered

during long measurement acquisitions.

Optical System

The BLS system established in this work is composed of a micro-BLS (µ-BLS)

system in the backscattering geometry, inspired by previous designs.65,97 The most

basic experimental setup is shown in Figure 2.9.

A single longitudinal mode, 200 mW, 532 nm solid state laser (Newport

Physics, Excelsior) provides the probing beam for the BLS signal. First, the beam

is sent through a spatial filter to remove all modes except the TEM00 mode, and

to optimize the beam width, which is designed to be ∼ 2 mm. Approximately 1

mW is sectioned off with a beam sampler, to be used as the reference beam for the

interferometer alignment. The horizontally polarized main beam is sent through a
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Figure 2.9: Experimental setup of the µ-BLS system established in this work.

Glan-Taylor polarizer (Thorlabs, GT15-A), which acts as a polarizing beam split-

ter. All of the horizontally polarized beam is allowed through the first pass of the

Glan-Taylor polarizer and is focused on a sample surface through a 100x objective

(Mitutoyo Plan Apo SL infinity corrected) with a working distance of 13 mm and

a numerical aperture of 0.55. The polarization of the inelastically scattered light is

either rotated by 90◦ upon interaction with a magnon, or rotated by 0◦ upon interac-

tion with a phonon. The inelastically scattered light is then collected by the objective

and redirected back through the Glan-Taylor polarizer, which splits the beam into

horizontally polarized and vertically polarized beams. The vertically polarized beam,

i.e., light that has undergone a 90◦ rotation, is directed through a 150 mm focal length

lens into the interferometer input pin-hole for spectral analysis, while the horizontally

polarized beam is sent to a charge-coupled device (CCD) camera for monitoring. In

effect, this only allows inelastically scattered light that has been rotated by 90◦ to be

collected by the interferometer, which greatly reduces the noise from the elastically

scattered light which has not undergone a polarization rotation.

In order to sample the inelastically scattered light from phonons, which is

not rotated by 90◦, a quarter-waveplate is inserted just before the objective, which
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effectively rotates the polarization by 90◦ upon two passes. This configuration col-

lects both the inelastically scattered light from phonons as well as all the elastically

scattered light, which can provide a strong background signal for highly reflective

surfaces. Therefore, it is often necessary to tilt the sample to approximately 20◦ for

phonon measurements, to remove a large contribution of this elastically backscattered

light.

In order to probe low temperature excitations, the µ-BLS system also consists

of a closed cycle helium cryostat (Montana Instruments) with an achievable temper-

ature of ∼ 5 − 350 K at a pressure better than 10−5 torr. The cryostat is equipped

with an electromagnet with an achieveable magnetic field of up to 300 mT. The pole

tips can be removed from the cryostat and can be used independently at room tem-

perature. The sample stage inside the cryostat contains a closed loop piezoelectric

xyz and rotation stage (Attocube, ANPx101 and ANR101) for nanometer precision

alignment of the sample in four coordinates. The sample surface can be imaged dur-

ing measurements with a white light source and a CCD camera (Sentech, MB33USB)

to ensure that the laser spot is aligned to the correct location on the sample.

The analog controllers for the mirror spacing and mirror alignment are pro-

vided by JRS Scientific and interface with the control software through a USB con-

nection. At the beginning of a measurement, the nominal mirror spacing of the first

cavity, L1, must be set by moving the translation stage with a geared motor attached

to a dial gauge. The mirror spacing determines the FSR of the first mirror cavity

according to FSR = c/2L1, which must be chosen with consideration of the particular

mode being probed. For example, for glass with a phonon peak at 33 GHz, an FSR

of 40 GHz (mirror spacing of 3.7 mm) is sufficient to observe the peak near the edge

of the first FSR. The inelastically scattered peak can also be probed in the second or

third FSR in order to improve the signal to noise ratio from the strong elastic scat-

tering peak. For example, in the case of glass, the 33 GHz signal could be observed in

the third FSR if the mirror spacing is set to 10 mm with an FSR of 15 GHz. In this

case, there will be two ghost peaks at 15 GHz and 30 GHz in addition to the phonon
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peak at 33 GHz. The choice of FSR is a compromise between spectral resolution and

signal quality, and is an important adjustable parameter in any BLS measurement.

Pressure Dependent Brillouin Light Scattering

The hydrostatic pressure dependence of the BLS spectrum has been used to

study the effects of strain on the acoustic, optical and electronic properties of a

variety of materials.98–102 Often, this is achieved with the use of a diamond anvil

cell,103 in which the sample is sandwiched between two diamond anvils, which are

compressed to increase the hydrostatic pressure of a gaseous medium surrounding

the sample. While this method can achieve pressures on the order of 10 GPa or

higher, low pressure measurements in the MPa regime are more problematic because

of the difficulty in measuring the pressure accurately in this regime. Therefore, for

low pressure measurements, a low-cost, straightforward apparatus has been designed

in this work to measure the pressure dependent BLS signal from 0 to 40 MPa.

The sample is placed inside a high pressure cell with an 8 mm thick c-axis

sapphire window (Rayotek, 1/4 NPT, 10k PSI), as shown in Figure 2.10. The sight

glass cell is connected to a 6000 psi argon cylinder and the pressure delivered to the

sight glass cell is adjusted with a single stage regulator. A pressure gauge (Honeywell,

JAW10KGZ) is placed on the output side of the regulator to monitor the hydrostatic

pressure delivered sample. The pressure cell can fit between the electromagnet pole

tips in order to measure the magnon signal from a sample. A 532 nm laser is focused

on the sample through the sapphire window and the scattered signal is collected with

the objective and sent to the interferometer for analysis. The thick sapphire window

attenuates the scattered signal by at least a factor 10, so that it is necessary to collect

the signal for much longer to obtain a reasonable signal to noise ratio.

During long acquisition times, it necessary to perform a measurement sequence

that can correct for any systematic drift in the mirror spacing over long periods of time

due to thermal expansion of the mirror cavities. For example, previous measurements
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Figure 2.10: Sapphire window pressure cell for pressure dependent BLS measurements
up to 40 MPa. The sample is placed just below the sapphire window, and the cell is
connected to a 6000 psi Ar cylinder. Scale bar is 10 mm.

of the temperature dependence of the BLS signal have performed a measurement at

zero temperature rise in between each high temperature measurement, in order to

determine any drift in the signal over time.66 Likewise, in the pressure dependent

measurements, a measurement at zero gauge pressure is performed in between each

high pressure measurement.

2.3 Inelastic Neutron Scattering

One standard method for determining the phonon and magnon dispersion is

through inelastic neutron scattering (INS), in which the sample is bombarded with

neutrons of constant energy. The resulting accumulation of energy and momentum

loss of the scattered neutrons is used to determine the probability of a quasiparticle

occurring with a given energy and momentum. INS requires a high energy particle

accelerator, such as those found at Oakridge National Lab (ORNL) or the ISIS Neu-

tron Source in the UK, and can take up to a week of continuous measurement time.

Because of inherent limitations in the measurement resolution and signal-to-noise ra-

tio due to limited sample size, scattering cross section, and accumulation time, INS
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measurements are most enlightening when accompanied by density functional theory

(DFT)/lattice dynamics simulations.

In a typical INS measurement, a single crystal sample with a volume on the

order of or greater than 1 cm3, is placed in the path of neutrons of constant energy.

The spectral distribution of neutrons that scatter both elastically and inelastically

with a phonon or magnon in the material are detected either with a time-of-flight

technique or by Bragg reflection. The results are reported as the dynamic structure

factor, S(Q, E), where Q = (qx, qy, qz) is the momentum change and E is the energy

lost or absorbed by the scattered neutron. S is a measure of the thermal fluctuations

of a particle in a material, and is directly related to the probability of a neutron

scattering with a quasiparticle of a given (Q, E). The function S(Q, E) is there-

fore a representation of the quasiparticle dispersion at finite temperature and finite

linewidth.

A number of neutron scattering spectroscopy techniques are available to ex-

perimentalists, including the wide angular-range chopper spectrometer (ARCS) at

ORNL, which provides the 4-dimensional scattering function S(Q, E) with a time-

of-flight spectrometer, and the triple-axis spectrometer at ORNL, which provides the

2-dimensional scattering intensity S(qi, E) for high energy modes at typically higher

energy resolution than ARCS.

Understanding Inelastic Neutron Scattering Data

A neutron incident on a sample can scattering with a phonon mode, α, with a

momentum exchange of Q = GHKL +q and an energy exchange of Eα to the phonon,

where GHKL is the reciprocal lattice vector. The neutron scattering intensity is

directly related to the dynamical structure factor, which is given by50

S(Q, E) =
∑
α

1

Eα
Fα(Q, E)(nα + 1)δ(E − Eα)δ(Q− q−GHKL) (2.22)
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where F is the scattering function,

Fα(Q, E) =

∣∣∣∣∣∑
i

bi√
mi

eiQ·ri−Wi(Q · eαi )

∣∣∣∣∣
2

(2.23)

The summations are over all phonon modes, α, and all atoms, i, in the unit cell.

The factors bi, mi, eαi , and ri are the coherent neutron scattering length, the mass,

the polarization vector and the atomic position of the ith atom and phonon mode α,

and nα is the Bose-Einstein distribution function. The Debye-Waller factor, Wi, is

the thermally averaged displacement of the atoms from equilibrium, and provides a

thermally induced spread to the data. While inelastic neutron scattering can occur

through both coherent and incoherent processes, it is the coherent processes that con-

tain the relevant information about collective excitations such as phonons or magnons.

The incoherent scattering results from the scattering of a neutron with the same atom

at a different position and time, which results in an unwanted, continuous background

signal.

The first step in understanding the neutron scattering data is to understand

the variations in the scattering intensities for a given Q. In a typical measurement

of the 4-dimensional S(Q, E) from the ARCS spectrometer at ORNL, the data spans

multiple Brillouin zones, i.e. multiple GHKL. The Bragg peak at the center of each

zone has a scattering intensity that depends on the static structure factor determined

from powder diffraction measurements. Likewise, the inelastic scattering intensity

from a particular Bragg reflection also scales with that static structure factor for

modes close to the Bragg reflection. For higher energy modes, the intensity is dictated

entirely by the dynamical structure factor, which is a more complicated function of

the thermal fluctuations of the atoms. Therefore, it is first necessary to determine

the Brillouin zones from which the greatest signal to noise ratio is achieved. This

requires slicing S(Q, E) along the principle directions, q = [H00], [0K0], [00L], for all

GHKL, to manually find the data with the best signal.

Furthermore, because S scales as |Q ·eαi |2, the strength of a particular phonon

mode will depend on the Brillouin zone, GHKL, and the momentum transfer di-
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rection, q. At small wavevectors, the polarization vectors for the transverse and

longitudinal phonon modes will be perpendicular and parallel to q, respectively. At

higher wavevectors, this condition does not necessarily hold, as the polarization of

the mode becomes more complicated and eαi is no longer constant. Therefore, in the

low wavevector limit, the intensity of longitudinal modes will be greatest when GHKL

is mostly parallel to q. Likewise, the intensity of transverse modes will be greatest

when GHKL is mostly perpendicular to q. For example, a momentum transfer of

GHKL = (400) and q = [H00] yields a very strong scattering intensity for longitu-

dinal acoustic modes, while GHKL = (400) and q = [0K0] yields a strong scattering

intensity for transverse acoustic modes polarized in the (110) direction. The pres-

ence of only certain polarizations for a given GHKL and q is useful in isolating the

polarization of a given mode.

In addition to the INS measured dynamical structure factor, the dynamical

structure factor can also be simulated from the phonon dispersion determined from

lattice dynamics simulation, in which the polarization vectors of the phonon modes fall

out directly from the eigenvectors of the dynamical matrix. The dynamical structure

factor can be solved from Eqs. (2.22 - 2.23) with the known values of the coherent

neutron scattering length, the mass of the atoms, the calculated phonon energies and

wavevectors, and the temperature. This method is employed in Chapter 4, Figure 4.2

to verify the INS results from a bulk higher manganese silicide crystal.

2.4 Summary

Three important developments in the measurements of thermoelectric prop-

erties of suspended nanostructure have been accomplished in this work to improve

the measurement sensitivity, resolution, and uncertainty. First, a differential measure-

ment method has been developed to remove the background thermal conductance due

to residual gas molecules and radiation heat transfer, and to improve the measure-

ment resolution by approximately an order of magnitude to 0.1 nW/K. In addition, a
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new device design has been fabricated that improves both the electrical and thermal

contact resistance to the sample, which is a crucial problem in thermal transport mea-

surements. Furthermore, a new transfer technique allows for electrical contact to be

made to suspended nanostructures on a microfabricated device to high yield, which

is a problem that has plagued the suspended device measurement techniques since

their inception. These advancements have allowed for high sensitivity measurements

of a number of samples,75–77,104 including the work discussed in Chapters 3 and 4.

Furthermore, a µ-BLS system has been established in this work to probe the

transport and dynamics of magnetic and lattice excitations at variable temperature

and hydrodynamic pressures. The thermoelectric property measurements on sus-

pended nanostructures in combination with BLS spectroscopy of the microscopic

dynamics allows for powerful analysis of the variety of mechanisms of energy carrier

transport at the nanoscale.
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Chapter 3

Electronic Thermal Transport in the Conducting

Polymer poly(3,4-ethylenedioxythiophene)1

Since the development of conducting polymers in the 1970s105,106 there has

been continuous advancement in their use for organic light emitting diodes,107 organic

transistors,108 memory storage,109 solar photovoltaics,110 and more recently thermo-

electric applications.15 Conducting polymers offer a number of advantages over in-

organic materials including mechanical flexibility, transparency, and material abun-

dance, which make their fabrication comparatively less costly and offer additional

applications in printed and flexible electronics.111,112 Conjugated polymers contain

an unsaturated carbon backbone, which is π bonded, allowing for a delocalization

of unpaired electrons along the polymer chain and high mobility charge transport.

The charge carriers in conjugated polymer systems are polarons, which are fermionic

quasiparticles composed of a charge and a geometrical distortion of the bonding. A

pair of like charged polarons is termed a bipolaron, which carries no net spin.113 By

oxidizing (p-type doping) or reducing (n-type doping) the polymer backbone, the

system can be doped to a wide range of conductivities. The ability to tune their

electronic properties by over 10 orders of magnitude offers significant variability in

the electronic transport mechanisms of conducting polymers, which can be tuned

to be insulating, semiconducting or metallic. Such variability depends significantly

1The content of this chapter was published in A. Weathers, Z.U. Khan, R. Brooke, D. Evans, M.T.
Pettes, J.W. Andreasen, X. Crispin, L. Shi. Advanced Materials 27, 2101-2106 (2015). The samples
were synthesized by Z.U. Khan, R. Brooke, D. Evans, and X. Crispin. X-ray diffraction analysis
of the samples was performed by J.W. Andreasen. A. Weathers and M.T. Pettes performed the
suspended device fabrication. A. Weathers performed the sample assembly, thermoelectric property
measurements, data analysis, and theoretical analysis. The manuscript was written by A. Weathers
and L. Shi, and edited by all co-authors.
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on the material microstructure and processing conditions,114 and offers a wealth of

possibilities for their electronic applications.

Conducting polymers are a low-cost and non-toxic alternative to the standard

inorganic thermoelectric materials. In addition to their intrinsically low thermal

conductivity, conducting polymers also offer greater mechanical flexibility for use

in non-planar and flexible thermoelectric modules, such as wearable electronics.115

Furthermore, the synthesis of conducting polymers by solution processing and roll-

to-roll production, is generally easier and cheaper than some of the high-cost, low-

throughput fabrication methods of nanostructured inorganic materials.116

Because of these advantages, conducting polymers have recently become an ac-

tive area of research within the field of thermoelectrics.15,116 While conjugated polymer

systems such as polyaniline, polypyrrole, and polycarbazole compounds have all been

investigated for their thermoelectric properties,117–119 poly(3,4-ethylenedioxythiophene)

(PEDOT) has been demonstrated to be one of the best organic thermoelectric materi-

als in recent years through precise engineering of the doping chemistry.120–122 A recent

report121 has shown that PEDOT:Tosylate (PEDOT:Tos) thin films spin coated on

insulating substrates can achieve a power factor, S2σ, of 300 µW m−1 K−2, which is

only one order of magnitude lower than Bi2Te3. Similarly, PEDOT:polystyrene sul-

fonate (PEDOT:PSS) films have been found to have a similarly large power factor

of 469 µW m−1 K−2 at optimal doping concentration.122 While inorganic semicon-

ductors typically display a decrease in Seebeck coefficient with increasing electrical

conductivity as a result of increasing carrier concentration, PEDOT:Tos films with a

semi-metallic electronic structure have recently been shown to have the opposite trend

due to a strong energy dependence of the density of states in this regime.120 In that

work, a maximum Seebeck coefficient of 55 µV K−1 was found for the highest electrical

conductivity of 1500 S cm−1, corresponding to a power factor of 454 µW m−1 K−2.

The thermoelectric figure of merit, zT , of conducting polymers is not yet com-

petitive with the best inorganic systems. However, a zT value of 0.4 has recently

been reported for PEDOT:PSS thin films, which is the highest reported value to date
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for PEDOT.122 The highest zT sample in that work was found to have an electri-

cal conductivity of 900 S cm−1, a Seebeck coefficient of 73 µV K−1, and an in-plane

thermal conductivity of 0.34 W m−1 K−1. Interestingly, the in-plane thermal conduc-

tivity was found to be nearly independent of electrical conductivity, which raises the

question of how much heat is actually conducted by charge carriers in such a highly

complex conducting polymer system. While the theory of electronic thermal trans-

port in simple inorganic semiconductors and metals are relatively well known from

the Wiedemann-Franz law, κe = (kb/q)
2LσT , where kb is the Boltzmann constant, q

is the electronic charge, and L is the dimensionless Lorenz number equal to π2/3 for

a metal,123 the theory of electronic thermal transport in complex conducting polymer

systems is not well studied. Two previous measurements of the thermal conductivity

of polyacetylene (PA) and polyaniline (PANI) films have found an increase in κ with

σ,124,125 however more complicated composite systems have not been studied because

of the challenges in performing thermal conductivity measurements of conducting

polymers, which have inherently low thermal conductivity and are often prepared as

thin films on insulating substrates.

While the in-plane electrical conductivity and Seebeck coefficient can be read-

ily obtained by depositing four-probe connections to a spin-coated PEDOT film,

the measurement of the in-plane thermal conductivity of thin films requires more

elaborate fabrication methods or more novel measurement procedures than electrical

measurements. Furthermore, the transport properties of some conducting polymer

systems like PEDOT can be highly anisotropic. PEDOT is typically synthesized by

mixing ethylenedioxythiophene (EDOT) monomers with the charge countering ions

PSS or Tos. The solution is then spin coated on a substrate either before or after

polymerization, which results in a layering of PEDOT-rich and counterion-rich re-

gions.126 As a result, the electrical conductivity can vary by as much as three orders

of magnitude between the in-plane and out-of-plane directions. Therefore, it is cru-

cial to measure the thermal conductivity along the same transport direction as the

electrical properties, in order to obtain an accurate zT along that direction.
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One method for probing the in-plane thermal conductivity of anisotropic thin

films is a modification of the 3ω method. In this modified method, a dielectric film

such as SiN of Al2O3 is deposited on the thin film sample, and a gold metallic heater

line is fabricated on top of the dielectric. While the 3ω voltage signal from the heater

line yields the out-of-plane thermal conductivity of the thin film, κ⊥, by varying the

heater line width, it is possible to extract the ratio of the out-of-plane to in-plane ther-

mal conductivity, κ⊥/κ//, from a two-dimensional (2D) analytical expression for the

temperature distribution.127 Previous reports of the in-plane thermoelectric proper-

ties of PEDOT thin films have relied on this method, which has yielded a κ⊥/κ// ratio

of approximately 1.5 for PEDOT:PSS samples and 1.11 for PEDOT:Tos films.121,122

However this method requires measuring the electrical and thermal properties on

samples that have undergone different processing conditions, which can have dra-

matic effects on the morphology and electrical properties of conducting polymers. In

addition, while the modified 3ω method has been developed to measure the in-plane

thermal conductivity of anisotropic, homogenous films such as polyimide127 and mus-

covite mica sheets,128 its validity has not been tested for anisotropic films with layered,

inhomogenous structures of counterion and PEDOT rich lamellas. Therefore, an ac-

curate measurement of the transport properties along the same in-plane direction

on the same sample is crucial to understanding the applicability of the Wiedemann-

Franz law in this and other conducting polymer systems, which is a fundamental

question that is both timely and important for the development of organic electronic,

optoelectronic, and thermoelectric materials.

3.1 Theory of Electronic Thermal Transport

For a bulk semiconductor with a single parabolic band, the charge and energy

current densities, Jq and JE, in the absence of lattice thermal conduction can be
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expressed as

Jq = −L11
∇µ
q
− L12∇T (3.1)

JE = −L21
∇µ
q
− L22∇T (3.2)

where µ is the electrochemical potential and Lij are the phenomenological coefficients.

The first term in Eq. (3.1) represents the charge carried by electrons (or holes) as a

result of a gradient in their electrochemical potential – i.e., Ohms law. The second

term represents the charge carried by electrons or holes diffusing along a temperature

gradient – i.e., the thermoelectric effect. The energy current density (Eq. 3.2) is

also composed of a Peltier heat term, and a term associated with the transport of

energy as a result of charge carrier diffusion along a temperature gradient. The

phenomenological coefficients can be expressed as a function of the band structure of

the material for an isotropic, parabolic band according to129

L11 = −q
2

3

∫
v2τ

∂f0
∂E

D(E) dE (3.3)

L12 =
q

3T

∫
(E − EF )v2τ

∂f0
∂E

D(E) dE (3.4)

L22 =
1

3T

∫
(E − EF )2v2τ

∂f0
∂E

D(E)dE (3.5)

where D(E) is the electronic density of states, τ is the relaxation time of electrons

or holes, v is the electron or hole group velocity, f0 is the equilibrium Fermi-Dirac

distribution, and EF is the Fermi level. The Onsager reciprocity for Lij requires that

L21 = TL12. The common transport coefficients, σ, S and κe, can be expressed as

function of these phenomenological constants as

σ ≡ L11 (3.6)

S ≡ L12/L11 (3.7)

κe ≡ L22 − L21S (3.8)

The origin of the definition of the Peltier coefficient, Π = ST , from the Onsager

reciprocity relation is now clear from Eq. (3.7). The electronic thermal conductivity
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of a single charge carrier type, κe, is composed of a term associated with the diffusion

of charge carriers along a temperature gradient minus the heat generated by the

Peltier effect. Occasionally, the transport coefficients are expressed as functions of

the so-called transport integrals, Ki,
130

σ =
q2

T
K0 (3.9)

S = ± 1

qT

(
EF −

K1

K2

)
(3.10)

κe =
1

T 2

(
K2 −

K2
1

K0

)
(3.11)

where

Ks =
8π

3

(
2

h2

)3/2

(s+ 3/2) (kbT )s+3/2 (m∗)1/2 TτFs+r+1/2(ζ) (3.12)

andm∗ is the electron effective mass, Fn is the Fermi-Dirac integral, Fn(ζ) =
∫
xn(ex−ζ+

1)−1 dx, and ζ = EF/kbT . The ± in Eq. (3.10) is for holes (+) and electrons (–).

The relaxation time for charge carriers in Eq. (3.12) originates from the colli-

sion integral in the Boltzmann transport equation (BTE),(
df

dt

)
=

(
∂f

∂t

)
diffusion

+

(
∂f

∂t

)
forced

+

(
∂f

∂t

)
collision

(3.13)

The collision term is strictly calculated from Fermi’s Golden Rule, but is often ap-

proximated by the linearized relaxation time approximation,(
∂f

∂t

)
collision

= −f − f0
τ

(3.14)

There may be many scattering processes that contribute in parallel to τ , and they

may each be complicated functions of energy. Nonetheless, τ can often be expressed

by a power law relationship, τ = τ0(E/kbT )r, where r depends on the dominant scat-

tering mechanism for charge carriers. For example, for acoustic deformation potential

scattering, r = −1/2, while for ionized impurity scattering r = +3/2.130,131

The ratio of the electronic thermal conductivity to the electrical conductivity

for a single band represents the ratio of energy to charge carried by the electrons or
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holes, and is given by
κe
σ

=
1

q2T

(
K2

K0

− K2
1

K2
0

)
(3.15)

This relationship is often expressed as the Wiedemann-Franz law,132,133 which takes

the simple form
κe
σ

=

(
kb
q

)2

LT (3.16)

where L is the dimensionless Lorenz number, which is also a function of the transport

integrals. The Wiedemann-Franz law in its original form was reported by Wiedemann

and Franz for metallic systems, in which L was found be constant for a number of

common metals. In this limit of degenerate metallic conduction, L takes the value

of π2/3, which is termed the Sommerfeld value.132 This is derived by considering the

limit of a degenerate metallic system, in which the Fermi level is well within the

conduction or valence band for electrons or holes, respectively, and the Fermi-Dirac

integrals can be expressed as the convergent series

Fn(ζ) =
ζn+1

n+ 1
+ nζn−1 +O(ζn−2) + ... (3.17)

Only the first two terms are needed to calculate the Lorenz number from Eq. (3.15),

which is found to be independent of the scattering parameter, r,

κe
σ

= TL0

(
kb
q

)2

= T

(
π2

3

)(
kb
q

)2

(3.18)

Presently, the term “Wiedemann-Franz law” is sometimes used to describe a

general linear dependence of κe/σ with T , with a Lorenz number that may be vastly

different than the metallic limit. For example, in the non-degenerate limit when the

Fermi level is inside the band gap and sufficiently far from the band edge (ζ << 0),

the Fermi-Dirac integral can be approximated as an exponential and the general

expression for the Lorenz number of a single parabolic band can be expressed as

L =

(
r +

5

2

)(
kb
q

)2

(3.19)
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Even for metals, there can be deviations in the Lorenz number from low to

high temperatures. The expression in Eq. (3.18) has assumed that the relaxation

times for electron energy relaxation (heat transport) is the same as the relaxation

time for electron momentum relaxation (charge transport). At very low tempera-

tures when the dominant scattering mechanism is elastic impurity scattering, this

is indeed the case, and L = L0. Similarly, at high temperatures relative to the

phonon Debye temperature (typically 200−300 K for common metals), the dominant

scattering mechanism for electrons is large-angle inelastic scattering with phonons

of relative large wavevectors compared to the Fermi wavevector, kF . This results in

a large relaxation of both electron energy and momentum, recovering the limit of

L = L0. However, at intermediate temperatures, the phonon wavevector can be small

compared to kF , and small-angle scattering with phonons results in greater electron

energy relaxation compared to momentum relaxation. In this case, L0 can be scaled

by the ratio of the energy to momentum relaxation lengths, L0(`e/`m), which tends

to drop off at temperatures around 25% of the Debye temperature.123

Besides the deviations in L for metals, semiconductors can show substantial

deviations in the value of L and in the temperature dependence of κe/σ predicted by

Eqs. (3.18 - 3.19). For example, in systems where two bands (holes and electrons) can

contribute to transport, the total electronic thermal conductivity, κE, is composed of

three terms

κE = κe + κh +
σeσh
σe + σh

(Se − Sh)2T (3.20)

The first two terms are simply the energy carried by each set of charge carriers given

by the single band expression, while the third term is the bipolar contribution asso-

ciated with the Peltier heat carried by electron hole pairs. This term is proportional

to the energy difference between the bands,129 and is most evident in the regime of

intrinsic conduction, such as at high temperatures. This additional term can result

in a larger Lorenz number than predicted by Eq. (3.19). For example the bipolar

contribution can increase the apparent Lorenz number by as much as a factor of

10 in intrinsic Bi2Te3.
87,134 Moreover, complex one-dimensional systems with strong
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electron-electron interactions, such as materials that behave as Luttinger liquids, can

display large deviations in the value and temperature dependence of the Lorenz num-

ber.135–138 Such behavior of highly correlated systems is not expected to be relevant

for the PEDOT samples studied here, which have a small degree of crystallinity, a

three-dimensional structure, and no signature power law dependence of the current

with voltage.137 Nonetheless, deviations in the value and temperature dependence

of the Lorenz number are not unusual, particularly for more complex systems with

anisotropic properties and unusual conduction mechanisms.

In addition to the Wiedemann-Franz law, the Mott formula for the ther-

mopower can also be derived from Eq. (3.7) for a system of non-interacting elec-

trons with a single, parabolic band. When a temperature gradient is applied to a

conductor, the charge carriers on the hotter side will have a greater occupation of

higher energy states compared to the cold end. As a result, hot energy carriers will

diffuse from the hot end to the cold end, producing entropy on the order of kb/q.

Meanwhile, charge carriers from the cold end diffuse to the hot end as a result of this

build-up of charge on the cold end. The net current generated by this charge carrier

diffusion as a result of a temperature gradient is precisely the term L12∇T = σS∇T

in Eq. (3.1). More fundamentally, in the high temperature limit, the expression for

the Seebeck coefficient in Eq. (3.10) is approximately EF/qT , which is related to the

thermodynamic identity for entropy, s, as

EF
qT

= −1

q

(
∂s

∂N

)
E,V

(3.21)

In other words, the Seebeck coefficient is approximately the entropy carried per car-

rier in the presence of a temperature gradient. The magnitude of the net charge

current, J = σS∇T , depends on the difference in the energy dependent conductivity

of high energy carriers versus low energy carriers. The expression for the electrical

conductivity, Eq. (3.3), suggests that this difference could be due to a difference in

the density of states, the scattering rate, or the group velocity. The effect of these

properties on the Seebeck coefficient can be more easily understood by expressing the
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Seebeck coefficient as a function of the charge carrier energy. The Seebeck coefficient

from Eq. (3.7) can be written explicitly as

S =
1

qT

∫
τv2 ∂f0

∂E
D(E)(E − EF )dE∫

τv2 ∂f0
∂E
D(E)dE

(3.22)

Substituting for the definition of σ from Eq. (3.3) in the denominator gives

S =
kb
σq

∫
E − EF
kbT

σ̃(E)
∂f0
∂E

dE (3.23)

where the spectral conductivity, which is equivalent to the transmission coefficient in

the Landauer formalism, is given by

σ̃(E) = q2τv2D(E)/3 (3.24)

so that

σ =

∞∫
0

σ̃(E)
∂f0
∂E

dE (3.25)

Eq. (3.23) is known as the general Mott formula.139 For a degenerate system,

where transport occurs close to the Fermi energy, ∂f0/∂E is only non-negligable

within a few kbT of EF . Therefore, a first order Sommerfeld expansion of Eq. (3.23)140

i.e. taking σ̃(E) ≈ σ̃(EF ) + σ̃‘(EF )(E − EF ) + ... yields,

S =
1

qT

π2

3
(kbT )2

σ′

σ

∣∣∣∣
EF

(3.26)

With the identity
σ′

σ
=

d

dx
log σ, this gives the familiar Mott-Cutler formula for the

metallic thermopower,141

S =
1

qT

π2

3
(kbT )2

d log σ

dE

∣∣∣∣
EF

(3.27)

Evidently, the Seebeck coefficient scales with the derivative of the conductivity with

respect to energy at the Fermi level. In other words, a sharply peaked, asymmetric

conductivity (or transmission function) at the Fermi level will yield the highest ther-

mopower. When the energy dependence in σ̃ is dominated by the energy dependence
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in the density of states, D(E), the Seebeck coefficient can be designed to be large by

tuning the Fermi energy to a region of rapidly varying D(E). Likewise, the energy

dependence in σ̃ can also originate from a strong energy dependence of the relaxation

time, τ , or the group velocity, v, which scales as
√
E in the vicinity of a parabolic

band.

On the other hand, for a non-degenerate semiconductor, the Seebeck coefficient

of holes for a single, parabolic band can be expressed as

S =
kb
q

[
(r + 5/2)Fr+3/2(ζh)

(r + 3/2)Fr+1/2(ζh)
− ζh

]
(3.28)

where ζh is the reduced Fermi level for holes measured from the valence band. The

dependence of the Seebeck coefficient on the energy dependence of the scattering

processes is again evident in Eq. (3.28).

3.2 Sample Growth and Fabrication

The synthesis of PEDOT:Tos and PEDOT:PSS thin films were performed by

Zia Ullah Khan and Xavier Crispin from Linkping University and Robert Brooke

and Dr. Drew Evans at the University of South Australia.76 Vacuum vapor phase

polymerization (VVPP) of PEDOT:Tos films were prepared from a mixture of 40

wt% Fe-Tosylate in butanol, the triblock copolymer poly(ethylene glycol-propylene

glycol-ethylene glycol) (PEG-PPG-PEG), and ethanol. This solution was spin coated

on a glass substrate and exposed to EDOT vapor in vacuum.142,143 The VVPP PE-

DOT:Tos samples were released from the substrate while cleaning in ethanol. Chem-

ically polymerized (ChP) PEDOT:Tos films were prepared from a mixture of Fe-

Tosylate, EDOT, and pyridine, which was spin coated on a glass substrate and baked

at 100 ◦C for five minutes and cleaned in butanol and water. PEDOT:PSS films

were prepared from a mixture of 5 wt% dimethyl sulfoxide (DMSO) and 1.2 wt%

silquest together with a PEDOT:PSS suspension. The solution was spin coated on a

glass substrate and baked at 120 ◦C for five minutes. The PEDOT:Tos samples were

spin coated before the polymerization step, so no polymer chains existed during spin
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coating. Therefore, anisotropy in the polymer chain alignment is expected to be less

severe than if polymerization occurred before spin coating. However, anisotropy in

the VVPP PEDOT:Tos samples can still arise from the structure directing behavior

of the PEG-PPG-PEG additive in the spin coated mixture, which is used to template

the polymerization.

The placement of the PEDOT films on the measurement devices was achieved

with a polymer carrier layer as discussed in Chapter 2. First, a piece of the sam-

ple, with lateral dimensions of approximately 20 µm, was removed from the growth

substrate with either a razor blade or tweezers. Then, two different transfer methods

were employed to ensure that each method did not result in pronounced change in the

transport properties. Both methods are depicted in Figure 2.5 in Chapter 2. In the

first method, the sample was placed on a Si/PMMA/PVA substrate. The PVA was

dissolved by placing the substrate in water, releasing the PMMA/sample layer. The

PMMA/sample carrier layer was transferred to the measurement device, as discussed

in Chapter 2. Then, the PMMA was removed by placing the sample in acetone. In

the second method, the sample was placed on a clean Si wafer and 8% PVA solution

was drop cast onto the substrate and baked at 80 ◦C. The PVA was peeled from the

Si substrate, which released the PEDOT film from the Si substrate. The PVA carrier

layer carrying the sample was then transferred to the measurement device, and was

dissolved by placing the measurement device in water.

Nine samples were prepared from either the VVPP PEDOT:Tos, ChP PE-

DOT:Tos, or PEDOT:PSS growth methods using both transfer techniques. The

samples were transferred to both the older and newer device designs, as discussed

in Chapter 2 and shown in Figure 3.1 of this chapter. The newer device designs have

serpentine platinum resistance thermometers that cover nearly the entire membrane

area, thus reducing the contribution from thermal contact resistance. In addition,

the larger Pd electrodes make it easier to achieve electrical contact to the sample.

Because the older device design has smaller electrodes and generally larger thermal

contact resistance, an additional Au layer was deposited on the electrodes through
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Table 3.1: Summary of polymerization method, dimensions, device type, carrier layer,
and number of supporting bars for the nine PEDOT samples studied in this work.
Reproduced from Weathers et al.76

Symbol
Dopant and

Polymerization
Technique

Dimensions
Device
Type

Carrier
Layer

# of
Bars

w (µm) L (µm) t (nm)

H S1 VVPP PEDOT:Tos 5.9± 0.3 15.0± 0.1 167± 5 Old PMMA 1

F S2 VVPP PEDOT:Tos 5.8± 0.5 15.6± 0.2 130± 10 New PVA 0

J S3 VVPP PEDOT:Tos 6.0± 0.5 12.0± 0.2 130± 10 New PVA 0

� S4 ChP PEDOT:Tos 6.4± 0.3 13.6± 0.3 135± 10 New PMMA 0

I S5 ChP PEDOT:Tos 8.5± 0.3 14.2± 0.1 130± 10 New PMMA 0

• S6 VVPP PEDOT:Tos 6.9± 0.6 14.4± 0.4 167± 5 New PMMA 0

� S7 VVPP PEDOT:Tos 8.7± 0.3 14.4± 0.6 165± 20 Old PMMA 2

N S8 PEDOT:PSS 10.4± 0.5 10.4± 0.5 230± 10 Old PMMA 1

• S9 VVPP PEDOT:Tos 4.8± 0.2 11.5± 0.2 130± 10 New PVA 0

a SiN shadowmask to improve the electrical and thermal contact resistance. In ad-

dition, three of the samples (S1, S7, S8) contained one or two supporting SiN bars

across the suspended region. The ∼ 1 µm thick bars were added in the device fabrica-

tion procedure to improve the rigidity of the device during exposure to liquid solvent,

whose surface tension tends to bend the devices while drying. These supporting bars

remained connected to the device during the thermal conductance measurements of

S1, S7 and S8. A summary of the polymerization technique, dimensions, device type,

polymer carrier layer and the number of supporting bars is shown in Table 3.1.

3.3 Thermoelectric Properties of PEDOT Thin Films

All three thermoelectric properties, S, σ, and κ, were measured along the same

in-plane transport direction using the steady state thermoelectric property measure-

ment technique discussed in Chapter 2. The thermal contact resistance was calculated

from the thermoelectric voltages measured between the two inner and the two outer
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Figure 3.1: (a) Optical microscope image of S9. (b) Three-dimensional (3D) AFM
map of an area of S1. (c,d) SEM images of S4 and S1 on the measurement device with
false coloring of the electrodes (red), sample (blue), and Au shadowmask deposition
(yellow). Partially reproduced from Weathers et al.76

electrodes, as discussed in Chapter 2. The thermal contact resistance for the samples

assembled on the new device design was found to be negligible, while the thermal

contact resistance for the samples prepared on the older device designs was found

to be between 5 - 15% of the measured thermal resistance. This thermal contact

resistance was eliminated from the measured thermal resistance to yield the intrin-

sic thermal conductivity of the sample. To remove the contribution to the thermal

conductance from the supporting bars in S1, S7 and S8, the PEDOT film in S7 was

removed from the device with oxygen plasma reactive ion etching (RIE), and the

thermal conductance of just the supporting bars was measured and subtracted from

the total measured thermal conductance. The thermal conductance of the supporting

bars for S1 and S8 were calculated by assuming the same thermal conductance of the

supporting bars as S7, scaled by the length of the bar.

The thermoelectric properties of the seven PEDOT:Tos (S1-S7) and one PE-

DOT:PSS (S8) samples are shown in Figures 3.2-3.4. The Seebeck coefficient, shown
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Figure 3.2: (a) Seebeck coefficient as a function of temperature for S1-S8 with linear
trend lines. The counterion and polymerization technique are labeled for clarity. (b)
Seebeck coefficient as a function of electrical conductivity. Previous results from Bub-
nova et al.,120 Kim et al.,122 and Liu et al.144 as shown as open symbols. Reproduced
from Weathers et al.76

in Figure 3.2a, is found to be positive, indicating conduction by positive charge car-

riers as reported for other PEDOT systems.120–122 The Seebeck coefficient is linear

with temperature in the temperature range studied, consistent with other reports of

PEDOT:PSS,144 but extrapolates to a non-zero value at T = 0. The S ∼ T behavior

is typical of the diffusion thermopower of a metal or semi-metal, for which the See-

beck coefficient is described well by the first order expansion of the Mott formula,

Eq. (3.26), in the limit that conduction occurs close to the Fermi level.

On the other hand, the electrical conductivity, shown in Figure 3.3a, of most

samples shows non-metallic behavior of increasing σ with temperature as a result of

thermal activation of hopping conduction. The Arrhenius plot of log σ versus 1/T ,

shown in Figure 3.3b, can be used to estimate the activation energy (in dimensions

of temperature) associated with this hopping transport, which ranges from approx-

imately 30 K for the highest conductivity sample S1, to approximately 150 K for

the lowest conductivity sample S8. The one exception to this hopping conduction

behavior is S1, which shows the highest conductivity as well as a decrease in σ with
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Figure 3.3: (a) In-plane electrical conductivity versus temperature. The counterion
and polymerization technique are labeled for clarity. (b) Arrhenius plot of the elec-
trical conductivity in (a). The slope is the activation energy for hopping conduction.
(c) Normalized electrical conductivity versus temperature indicating the variation in
temperature dependence between samples. Reproduced from Weathers et al.76

temperature above 300 K. This behavior is more pronounced in the linear plot of

normalized σ versus T in Figure 3.3c. Highly doped PANI and PA have shown a

similar maximum in σ at a temperature of approximately 200 K.145 Furthermore, a

previous report on PEDOT:Tos and PEDOT:PSS films has demonstrated that the

doping and processing conditions can be used to tune the temperature dependence

and magnitude of σ by adjusting the weight given to the hopping and metallic con-

duction mechanisms.120 In addition, the σ versus T data for S1 and S2 extrapolates

to a non-zero conductivity at zero temperature, indicating delocalized metallic con-

duction. The Seebeck coefficient is found to be fairly insensitive to the electrical

conductivity, as shown in Figure 3.2b. This is in contrast to more highly conducting

PEDOT:PSS and VVPP PEDOT:Tos samples studied in previous work,120,122 which

showed increasing S with increasing σ.

The in-plane thermal conductivity is shown in Figure 3.4, and increases ap-
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thermal contact resistance eliminated. Reproduced from Weathers et al.76

proximately linearly with T in the temperature range studied. The measured ther-

mal conductivity is higher than previously reported for PEDOT:PSS and PEDOT:Tos

samples of comparable σ values.121,122 While these differences could be due to different

processing conditions, variations in the strain, or because of different measurement

methods, the measurements here have obtained all three transport properties of the

same sample along the same transport direction, allowing for a consistent investi-

gation of the Wiedemann-Franz law. Figures 3.5a-b show the thermal conductivity

as a function of electrical conductivity at 300 K and 200 K. The lowest electrical

conductivity sample, S8 (PEDOT:PSS), has a thermal conductivity of approximately

0.5 W m−1 K−1 at room temperature, which is expected to be mainly from the lattice

thermal conductivity. This value is consistent with the in-plane thermal conductivity

measured by the 3ω method in previous reports, which are shown as open symbols

in Figure 3.5a.121,122 However, contrary to those reports, the thermal conductivity of

the samples studied here show a clear increase with increasing electrical conductivity.

Deviations in this trend of increasing κ with σ are observed in S3, which shows

slightly higher κ than S1 and S2, the latter of which is from the same growth substrate
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Figure 3.5: In-plane thermal conductivity versus in-plane electrical conductivity for
S1-S9 at (a) 300 K and (b) 200 K. The top blue line in (a) is a linear fit to S9 before
and after doping with HCl vapor. The bottom green line indicates the predicted
slope based on a metallic Lorenz number of L0 = π2/3. The in-plane thermal con-
ductivity measured by Bubnova et al.121 for PEDOT:Tos films and by Kim et al.122
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Reproduced from Weathers et al.76

as S1. This variation could be attributed to either differences in the Lorenz number

between these samples or differences in the lattice thermal conductivity due to strain

or morphology variations. Therefore, the variation in the lattice thermal conductiv-

ity was investigated by measuring another sample, S9, before and after doping the

sample. The electrical properties of PEDOT:Tos films have been demonstrated to be

sensitive to exposure to acidic and basic solutions of HCl and NaOH as a result of a

change in the oxidation level of the polymer.146 Therefore, the thermal and electrical

conductivities of S9 were measured before and after placing the sample over a beaker

of HCl for 2 minutes.

The results from doping S9 show a 50% increase in κ with the factor of two

increase in σ, with a slope comparable to a linear fitting of the κ versus T data for

all PEDOT:Tos samples (S1-S9). It is unlikely that the lattice thermal conductivity

would increase by 50% as a result of brief exposure to HCl vapor. While high values of
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thermal conductivity have been reported for stretched polyethylene nanofibers47 and

other high modulus polymer nanofibers,147 the Young’s modulus of those systems is

two order of magnitude greater than that of spin coated PEDOT,83,148 which is shown

to have a nearly amorphous uniaxial alignment from X-ray data.76 However, there

are no known mechanisms by which a factor of two improvement in the crystalline

texture or Young’s modulus of PEDOT:Tos can be achieved with brief exposure to

acidic vapor.

The slope of κ versus σ predicted by the metallic limit of the Wiedemann-Franz

law is shown as a green line in Figure 3.5. The results from S1-S9 suggest a slope of κ

versus σ that exceeds the Wiedemann-Franz law based on this Sommerfeld value for

the Lorenz number. Two previous reports on the thermal and electrical conductivity

of suspended bulk PANI and PA films have found a similar increase in κ with σ, with

a slope that exceeds the metallic limit.124,125 A recent report on the thermoelectric

properties of PEDOT:PSS, which was published at the same time as this work, has

measured both the in-plane and out-of-plane κ and σ in PEDOT:PSS films.148 The

out-of-plane thermal conductivity was found to be insensitive to σ, consistent with

previous measurements using the 3ω method, while the in-plane κ was found to have

a slope consistent with the metallic limit of the Lorenz number.

3.4 Heterogeneous Model of Charge and Heat Transport

The mixed metallic and non-metallic behavior of the Seebeck and electrical

conductivity of the PEDOT:Tos films studied here is known to be characteristic of

many conducting polymer systems. While the electrical conductivity of PA and

PANI systems show a clear crossover from non-metallic (dσ/dT > 0) to metallic

(dσ/dT < 0) conduction at approximately 200 K, the Seebeck coefficient remains

linear from low temperature to room temperature, without a non-linear contribution

from electron-phonon effects like phonon drag.145 This contradictory behavior has

been explained by a heterogeneous model of tunneling conduction between metallic
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crystalline domains with a high degree of chain alignment separated by non-metallic

disordered barrier regions.145,149–151 Indeed, grazing incidence wide angle x-ray scat-

tering (GIWAXS) data on VVPP PEDOT:Tos films studied by Bubnova et al. has

suggested the presence of crystalline domains dispersed uniformly throughout the

PEDOT film.120 GIWAXS data on the VVPP PEDOT:Tos, ChP PEDOT:Tos, and

PEDOT:PSS samples studied here have shown similar morphology.76 Besides the

segregation of PEDOT films into crystalline domains and disordered barriers, PE-

DOT:PSS and PEDOT:Tos are also known to segregate into counterion (PSS or Tos)

rich regions with low electrical conductivity, and PEDOT rich regions with higher

electrical conductivity.120,152

In heterogeneous structures of this kind, in which electrical transport occurs

by tunneling conducting between metallic domains, the measured electrical voltage

in the electrical conductivity measurement is dominated by the non-metallic, high-

resistivity barrier regions. On the other hand, the difference in the thermal resistance

between the metallic and non-metallic regions is expected to be less pronounced be-

cause the lattice thermal conductivity makes a significant contribution to the over

thermal transport. Therefore, the temperature drop and the resulting thermoelectric

voltage is not expected to vary as significantly between metallic and non-metallic

domains, resulting in a relatively large contribution to the thermoelectric voltage

from the metallic domains. More specifically, both metallic and non-metallic compo-

nents to the transport are present simultaneously, but their weighting is different for

thermoelectric voltage and electrical voltage measurements.

Similarly, the measured thermal conductivity should not be limited by the

barrier regions because of the presence of parallel lattice thermal transport in these

regions facilitates heat conduction in separated metallic domains. However, these

barrier regions are expected to be important for the electronic thermal transport

in PEDOT systems. There are two possible mechanisms by which a heterogeneous

structure could produce a Lorenz number larger than the metallic value of L0. First,

a bipolar contribution to the thermal conductivity could be important in the non-
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metallic barrier regions with low electrical conductivity characteristic of an intrinsic

semiconductor. This bipolar contribution could result in an increase in L compared

to L0. Furthermore, the expression for the Lorenz number in the non-degenerate

limit, L = r + 5/2, (Eq. 3.19), suggests that L can be larger than the metallic

limit (L = π2/3) as long as r > 0.79. A value of r greater than zero suggests that

the scattering of electrons happens more easily with decreasing energy, such as for

impurity scattering (r = +3/2). The tunneling conduction of charge carriers in the

heterogenous PEDOT films, would also be expected to be limited by a scattering

process that decrease in intensity with decreasing energy. Simply put, lower energy

carriers are less likely to overcome the tunneling barrier. Therefore, r is expected to

take a positive value, which can result in L being greater than L0. Both mechanism

could exist simultaneously, resulting in the relatively large L observed in the data

in Figure 3.5. Because the thermoelectric efficiency scales as σ/κ, the electronic

thermal conductivity and the Lorenz number is a crucial parameter in designing

the best thermoelectric materials. In designing a PEDOT system with lower Lorenz

number, it is still necessary to maintain a large Seebeck coefficient. This could perhaps

be achieved by not only tuning the electronic band structure of PEDOT through

variations in the doping, but also by tuning the morphology of the heterogeneous

polymer system.

3.5 Summary

The thermoelectric properties of suspended PEDOT:Tos and PEDOT:PSS

thin films were measured along the same in-plane transport direction simultaneously

on the same sample. The thermal conductivity is found to increase with electrical con-

ductivity with a slope exceeding that predicted by the Wiedemann-Franz law in the

metallic limit. While variations in the strain and lattice thermal conductivity could

explain some variation in the thermal conductivity of the PEDOT samples, the large

increase in κ with σ is also explained by significant electronic thermal transport in this

system. Both phonon assisted hopping conduction and a bipolar contribution to the
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thermal conductivity are possible mechanisms by which the apparent Lorenz number

of these samples exceeds that predicted by the metallic limit of the Wiedemann-Franz

law.

The samples in this work have not been optimized for thermoelectric efficiency,

and therefore the highest zT is only 0.005 at room temperature for S3. This low zT

is primarily caused by a low power factor, as well as the higher thermal conductivity

compared to previously reported work. While the power factor can be improved

by engineering of the band structure through doping,120,122 a significant electronic

contribution to the thermal conductivity would still exist unless κe could be reduced in

optimally doped samples. This work highlights the fact that the transport properties

of PEDOT thin films are highly sensitive to the processing conditions, so that an

accurate measurement of zT requires measuring all three properties along the same

transport direction and under the same sample conditions. The advancement of

polymer thermoelectrics is a nascent field with vast potential for producing low-cost

and flexible thermoelectrics. The results from this work are expected to further

motivate fundamental studies of the coupling of heat and charge transport in these

complex materials, and to further advance the development of high efficiency polymer

thermoelectrics and electronic devices.
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Chapter 4

Heat and Charge Transport in Higher Manganese

Silicide Nanostructures1

Among the candidates for non-toxic, low-cost silicon based thermoelectric ma-

terials for high temperature applications is the Nowotny chimney ladder phased higher

manganese silicide (HMS) with the general chemical composition of MnSi2−x. The

thermoelectric properties of pure crystalline HMS are moderate, with a maximum zT

of approximately 0.5 at 800 K.17 While this material received little attention follow-

ing extensive bulk crystal characterization in 1970s,17,153 it has received a renewed

interest in the past ten years, with the synthesis of HMS nanowires, nanocrystals

and doped bulk composites,154–161 and very recently a reported zT of approximately

1.0 with bulk-nanostructured rhenium doped HMS.162,163 In fact, based on the results

reported in those recent works, HMS has very recently begun to be used as the p-type

leg in prototype commercial thermoelectric modules.164

While the bulk thermoelectric properties of crystalline HMS have been rel-

atively well-known for years, a general understanding of the structure-property re-

lationships in bulk and nanostructured HMS has been limited. In particular, the

1The content in Section 4.2 of this chapter was published in X. Chen, A. Weathers, J. Carrete,
S. Mukhopadhyay, O. Delaire, D. A. Stewart, N. Mingo, S. N. Girard, J. Ma, D. L. Abernathy, J.
Yan, R. Sheshka, D. P. Sellan, F. Meng, S. Jin, J. Zhou, and L. Shi. Nature Communications 6,
6723 (2015). X. Chen, A. Weathers, J. Carette, and S. Mukhopadhyay contributed equally to the
work. L.S., O.D., N.M. and D.A.S. designed the research. X.C. and J.Z. synthesized the materials.
X.C., J.Z., S.N.G, F.M. and S.J. conducted X-ray and electron microscopy characterizations. X.C.,
J.Z. and J. Y. measured the thermal and transport properties. O.D., X.C., A.W., J.M. and D.L.A.
conducted neutron scattering measurements. A.W., X.C., L.S., O.D., J.M. and D.P.S. analysed
the neutron scattering data. J.C., S.M., R.S., N.M. and D.A.S. carried out the DFT and related
theoretical calculations. J.C., A.W., L.S., S.M., R.S., N.M. and D.A.S. analysed the size effects on
thermal conductivity. X.C., A.W., L.S., J.C., S.M. and S.N.G. wrote the manuscript and all authors
commented on and edited the manuscript.
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nature of the low and anisotropic thermal conductivity in this complex crystal has

remained elusive. The work in this chapter will address some of the open questions

about the low and anisotropic thermal conductivity of HMS and the effects of size

confinement on the thermoelectric properties of HMS nanoribbons. Clarifying these

questions can help to further advance the understanding and engineering of HMS as

a viable, low-cost, abundant thermoelectric material for widespread applications.

4.1 Structure and Properties of Bulk Higher Manganese Sili-
cide

Within the general class of complex crystals with quasi-one dimensional sub-

structures is the semimetallic, Nowotny chimney ladder HMS phase, which consist of

a β-Sn tetragonal sublattice of Mn atoms surrounding coupled helices of Si aligned

along the c-axis, as shown in Figure 4.1a. The term “chimney ladder phase” refers

to the positioning of Si helical “ladders” inside a rigid Mn “chimney.” The hard

Mn sublattice maintains a nearly constant c-axis unit cell length of cMn = 4.3 Å

across all phases, while the softer Si sublattice length, cSi, varies slightly depend-

ing on the stoichiometric composition. A commensurate HMS crystal follows the

empirical formula ncMn = mcSi, where n and m are integers, which requires that a

single unit cell consist of an integer number of Mn and Si sublattice units. A number

of crystal phases have been identified by x-ray diffraction (XRD) and transmission

electron microscopy (TEM),154,165,166 including the Mn4Si7, Mn15Si26, Mn11Si19 and

Mn27Si47 phases. While XRD data has suggested that bulk crystals can be composed

of commensurate phases, electron microscopy studies have suggested that these com-

mensurate phases are a result of averaging over a large sampling area, and that only

incommensurate structures exist in real crystals.167 Figure 4.1a shows the sublattice

and crystal structures of the simplest HMS phase, Mn4Si7, which contains 44 atoms

and is sometimes denoted by its stoichiometric ratio, MnSi1.75. While each HMS

phase contains nearly identical a lattice parameter, the c lattice parameter varies

widely depending on the composition, ranging from 17 Å for the simplest phase to
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approximately 118 Å for the Mn27Si47 phase, which also contains 296 atoms in a unit

cell.

Figure 4.1: (a) Crystal structure of higher manganese silicide (HMS) showing the
tetragonal Mn and helical Si sublattice which combine to form the commensurate
Mn4Si7 structure. The yellow line guides the winding of one Si helix, and the top
down view shows the four coupled helices contained within one unit cell. (b) Thermal
conductivity of bulk HMS from Chen and Weathers et al.168 The thermal conductivity
of Si80Ge20, PbTe, and Bi2Te3 are shown for comparison. Reproduced from Chen and
Weathers et al.168

Bulk HMS crystals are often grown with unintentional layers of metallic, man-

ganese rich MnSi (monosilicide) phase precipitating perpendicular to the c-axis as

a result of the peritectic reaction of HMS. Virtually all bulk single crystals of HMS

have been reported to contain such striations of MnSi phase, which are a few hun-

dred nanometers in thickness and spaced tens of microns apart. However, a recent

report has shown that through melt-quenching, the size of these MnSi layers can be

reduced to create MnSi islands, resulting in a zT of 0.64 at 823 K.162 Furthermore,

small HMS crystals without MnSi inclusions have been synthesized by chemical vapor

transport.155 These high purity HMS crystals exhibited slightly higher hole mobility
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that HMS with MnSi as a result of their higher purity, but maintained nearly identical

carrier concentration and lattice thermal conductivity as bulk HMS with MnSi.

The thermal conductivity of HMS is phenomenally low for a crystal made

of relatively light elements, and is even comparable to the heavy element crystals

commonly used for thermoelectric devices, including Bi2Te3 and PbTe, and is even

lower than mass disordered, alloyed SiGe, as shown in Figure 4.1b. Indeed, HMS

can be described within the context of quasiperiodic crystals with both long range

order and short range disorder. Furthermore, the thermal conductivity of HMS is

highly anisotropic, with a factor of two difference at room temperature between the

poorly conducting ladder direction (c-axis) and the cross ladder direction (a-axis).

In fact, the anisotropy is similar in magnitude to that of Bi2Te3, for which large

bonding anisotropy exists between the covalently bonded in-plane direction, and the

van der Waals bonded out-of-plane direction. However, the degree of anisotropy in

the thermal conductivity of HMS is puzzling because the bonding anisotropy is not

expected to be as dramatic as a two-dimensional (2D) layered material, as an HMS

crystal is entirely covalently bonded.

The electrical conductivity of bulk HMS is also anisotropic, and is on the or-

der of 500 S cm−1 and 200 S cm−1 along the a-axis and c-axis,168 respectively, which

is two orders of magnitude lower than poorly conducting metals like stainless steel.

The band structure of HMS169 calculated by DFT places the Fermi level inside the

gap for the Mn4Si7 phase, and just inside the valence band at the Γ point for the

Mn11Si19, Mn15Si26, and Mn27Si47 phases, making HMS a degenerate p-type semicon-

ductor consistent with the decrease in electrical conductivity with temperature for

bulk HMS.168

The Seebeck coefficient of bulk HMS is positive and highly anisotropic, with

the poorly conducting c-axis direction displaying 50% higher Seebeck coefficient than

the highly conducting a-axis.168 An anisotropy in the Seebeck coefficient to this degree

is unusual. Even for highly anisotropic materials like Bi2Te3, the Seebeck coefficient
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is almost isotropic.17 For a bulk degenerately doped crystal, the anisotropy in the See-

beck coefficient can be explained qualitatively as a directional variation in the energy

dependence of the scattering rates for holes along different transport directions, as

discussed in Section 3.2. For a non-degenerate semiconductor, the Seebeck coefficient

for holes is often expressed as a function of the scattering parameter r, where the

energy dependent charge carrier relaxation time is given by τ = τ0(E/kbT )r,

S =
kb
q

[
(r + 5/2)Fr+5/2(ζh)

(r + 3/2)Fr+1/2(ζh)
− ζh

]
(4.1)

where ζh is the dimensionless reduced Fermi level for holes, EF,h/kbT , and Fj(ζ) is

the Fermi Dirac integral,

Fj(ζ) =

∞∫
0

ηj

eη−ζ + 1
dη (4.2)

In principle, r could be different between the two transport directions, depend-

ing on the nature of the scattering. For example, the semiconductor/metal interface

at the HMS/MnSi boundaries could have an electron filtering effect that could in-

crease the Seebeck coefficient along the c-axis, as demonstrated for other superlattice

structures.170 However, the relatively large spacing of ∼ 50 µm between MnSi stripes

suggests this effect could be small. Furthermore, in addition to boundaries between

the MnSi and HMS phases, there can also be boundaries between different phases

of HMS, which contain slightly different Si ladder arrangements. If the interaction

strength between the Si and Mn sublattices is strong enough, it is possible that the

Si ladder would not be able to relax enough to smooth out these phase boundaries.

While crystal defects of this type would certainly affect the propagation of a phonon,

it is unclear whether the hole scattering would be greatly affected. Experimentally,

it has not been possible to control the HMS phase composition in the crystal growth

or to resolve a substantial difference in phase between different areas of the sample.

Therefore, determining the impact of phase boundaries on the Seebeck coefficient

has remained elusive. The anisotropy in the Seebeck coefficient of bulk HMS could

also be partly explained by the metallic MnSi stripes, with low Seebeck coefficient,
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that precipitate perpendicular to the c-axis and can electrically short the measured

thermoelectric voltage along the a-axis.17

4.2 Phonon Dispersion and Diffuson Model of Thermal Con-
ductivity

In order to understand the anisotropic and low thermal conductivity of HMS,

the phonon dispersion of HMS has recently been measured by Chen and Weathers, et

al.168 with inelastic neutron scattering (INS) on the wide angular range chopper spec-

trometer (ARCS) and triple-axis spectrometer at Oakridge National Lab (ORNL).

In addition, density function theory (DFT)/lattice dynamics simulations were si-

multaneously performed by researchers in Natalio Mingo’s group (CEA Grenoble)

and Derek Stewart’s group (Cornell) to provide further insights into the measured

phonon dispersion. The DFT/lattice dynamics simulations were performed on the

Mn4Si7 phase, which possesses nearly seven times fewer atoms per unit cell compared

to the Mn27Si47 phase, the majority phase of the synthesized bulk crystal. Despite

the much smaller unit cell, the general structure of these phases is nearly identical,

aside from minor variations in the silicon helical arrangement.

Figure 4.2 shows the phonon dispersion measured with ARCS along the q =

[H00], [0K0], and [00L] phonon wave vector direction from various Brillouin zones

indexed by the reciprocal lattice vectors GHKL = (400),(420), (427), and (4120) with

respect to the Mn sublattice of the Mn27Si47 phase. The incident neutron energy

is 40 meV. The scattering intensity scales with the neutron scattering length of the

constituent elements, which is −3.73 and 4.15 fm for Mn and Si, respectively, which

is relatively low compared to, for example, Pb with a scattering length of 9.40 fm.

In addition to the relatively low scattering cross section for this material, it was not

possible to synthesize HMS crystals in excess of 2 g, which further limits the resolu-

tion. Moreover, the scattering probability also drops off dramatically with increasing

energy, so that only the modes with energies less than ∼ 30 meV were detectable

after four days of acquisition. These inherent limitations in the signal quality limit
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the energy resolution to approximately 1 meV, which is much greater than the in-

trinsic linewidth of the branches determined from the phonon scattering time. To

improve the appearance of the intensity maps in Figure 4.2, a rotationally symmetric

Gaussian filter was applied to the experimental data with a standard deviation of 2

pixels and a filter size of 2× 2 pixels.

As discussed in Section 2.3, because S scales as |Q · eαi |2, the strength of

the longitudinal and transverse phonon modes in the ARCS data depends on the

Brillouin zone, GHKL, and the momentum transfer direction, q. For example, the

data for GHKL = (400) along [H00] (Figure 4.2a) is dominated by the longitudinal

phonon modes, while the data from GHKL = (400) along [00L] and [0K0] (Figures

4.2b and 4.2c) is dominated by the transverse phonon modes. Likewise, Figures 4.2d,

4.2e, and 4.2f display the TA polarized modes along the [0K0] direction from different

Brillouin zones.

To the right of each ARCS data plot is the simulated dynamical structure

factor according to Eqs. (2.22 - 2.23) for the Mn4Si7 structure analyzed by DFT, at a

temperature of 300 K. The simulated structure factors show a mirror reflection across

the [0K0] axis with respect to the experimental results, which could possibly be due

to a difference in the chirality of the Si helices between the computational and exper-

imental crystals. Therefore, in Figures 4.2d, 4.2e, and 4.2f, the simulated structure

factors are plotted along the GH−KL + q direction. The simulated structure factors

are in general agreement with the experimental results, and confirm the polarizations

of the modes observed in the ARCS data.

The ARCS data reveals the presence of very low energy, flat optical modes

that cross the acoustic branches at energies in the range of 10 − 25 meV, as seen

in Figures 4.2a, 4.2b, and 4.2c, compared to the ∼ 40 meV optical branches in a

material like silicon. Along the [00L] direction, parallel to the c-axis, a broad linear

band extends from the Γ point to approximately π/cMn, i.e., the zone boundary of

the Mn sublattice. This suggests that along this direction, the neutron scattering
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Figure 4.2: The neutron scattering intensity, S(Q, E), measured with ARCS (left
figures), and the simulated dynamical structure factor for Mn4Si7 calculated from
Eqs. (2.22 - 2.23) (right figures). The harmonic phonon dispersion determined from
lattice dynamics simulations is overlaid for comparison, with the twisting polarization
shown in (d,e,f) in purple. The dominant phonon modes observed are (a) the LA and
LO modes along [H00], (b) the TA and TO modes along [00L], (c) the a-b polarized
TA and TO modes along [0K0], (d) the a-b polarized TA and low lying optical modes
along [0K0], and (e,f) the TA and twisting modes along [0K0]. Reproduced from
Chen and Weathers et al.168
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intensity is more sensitive to the periodicity of Mn sublattice, which is apparently

partly decoupled from the Si sublattice.

The phonon dispersion calculated from DFT is overlaid on the experimental

data in Figure 4.2, and is also plotted in Figure 4.3 along the principle axes. The DFT

results show a very low lying optical mode that crossed the Γ point at approximately

1 meV and makes an avoided crossing with the LA and c-polarized TA modes along

[H00]. Interestingly, this mode is associated with the twisting motion of the silicon

helices and minor translations of the Mn atoms. Such twisting motion is reminiscent

of the torsional mode in single walled carbon nanotubes, in which the mode is a

purely acoustic mode in the absence of interactions with adjacent carbon nanotubes.

The twisting polarization is observable in the ARCS data in Figures 4.2e and 4.2f, in

which the energy is slightly lower than predicted by DFT. The discrepancy could be

due to the difference in structure between the Mn4Si7 phase used in the simulations,

and the Mn27Si47 phase determined for the bulk crystal. In particular, the total

mass of the Si helix could increase with increasing c lattice parameter, which could

have a measurable effect on the twisting mode frequency. The group velocity of the

twisting polarization along the c- and a-axes is 20.8 and 1.59 km s−1, respectively,

which indicates a large anisotropy because of the strong interaction between adjacent

Si atoms within each helix, compared to that between adjacent helices.

The twisting mode can also be understood within the context of phasons in

incommensurate aperiodic crystals. The HMS structure has three conventional trans-

lational degrees of freedom, resulting in three conventional acoustic modes, as well as

the relative translation of one sublattice relative to the other, which can give rise to

a phason mode.171 In the limit of zero interaction strength between the sublattices,

this phason mode is a purely acoustic mode with zero energy associated with a q = 0

translation. The small band gap of 1 meV at q = 0 for the twisting mode suggested

that the interaction strength is indeed finite, but apparently not very strong. How-

ever, while two independent acoustic-like phasons associated with the independent

propagation of energy on each sublattice have been reported for some aperiodic in-
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commensurate systems,172–174 this is not necessarily the case for HMS. The neutron

scattering data suggests that both the LA mode and the twisting mode are found on

the same reflection, suggesting that the sublattices remain coupled even in the high-q

regime. A similar conclusion has been suggested by de Boissieu, Currat and Fran-

coual175 based on neutron scattering data from HMS. Further investigation of the low

energy vibrational modes with ultrasonic or Brillouin light scattering measurements

could provide some additional insights.

The calculated phonon dispersion in Figure 4.3 is overlaid with additional

experimental results from the triple axis spectrometer, which agree well with the DFT

results. Figure 4.3 also shows the vast number of optical modes found in this system,

with particularly low group velocities along [00L]. While the low group velocity of most

optical modes could result in each mode making a small contribution to the overall

thermal conductivity, these modes play an important role in the scattering of low

and intermediate energy phonons, because of the increased phonon scattering phase
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space. As a result, the large number of optical modes are expected to contribute

to the overall low thermal conductivity of HMS. On the other hand, the thermal

conductivity displays a very weak temperature dependence in the range of 200− 700

K, with a slope much less than the expected T−1 dependence. In this case, optical

phonons could make a substantial contribution to the heat transport at intermediate

temperatures, which can result in the plateau in the thermal conductivity seen in

Figure 4.1b.17

Because the thermal conductivity scales as κ ∼ v2ατα, where vα is the group

velocity and τα is the scattering relaxation time of phonon mode α, the anisotropy

in the thermal conductivity could be due to an anisotropy in the group velocity or

due to an anisotropy in the scattering rate for phonons along the a- and c-axes. To

investigate the former case, the group velocities for all modes along the two directions

were calculated from the DFT results, and are plotted in Figure 4.4a as a function

of energy. The c-axis has higher group velocity at energies below ∼ 7 meV primarily

as a result of the stronger bonding along the helical chains than between chains.

However, at energies above ∼ 7 meV, the group velocity anisotropy is reversed, and

the c-axis displays an average group velocity approaching zero. The long c-axis

lattice parameter results in a low group velocity for many optical modes along [00L]

because of the greater degree of disorder between the incommensurate Mn and Si

sublattices. High energy optical modes along this direction encounter a crystal with

a large degree of short range disorder, and behave similarly to optical modes in an

amorphous material.

The anisotropy in the scattering rate can also contribute to the anisotropy in

the thermal conductivity, and can be considered by introducing a relaxation time ap-

proximation model for the thermal conductivity. For a complex crystal like HMS, in

which the structure is characterized by short range disorder, the scattering of higher

energy optical modes is expected to be very intense because of the local disorder

within the unit cell. Modes in this regime are no longer well described by the classic

Peierls-Boltzmann theory of weakly interacting phonon transport.176,177 In a glass or
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strongly disordered crystalline material, the definition of a phonon can be ambigu-

ous, and instead, the vibrational modes can be better described by the Allen-Feldman

theory of ballistic, diffusive and localized modes.177,178 In this framework, vibrational

modes are segregated into extended (E) and localized (L) modes separated in energy

by a mobility edge. Very low-energy extended modes are termed propagons (P), which

propagate ballistically for several atomic distances with a well-defined wavevector and

mean free path, before being scattered. These are what are traditionally thought of

as phonons in ordered crystals. Above what is called the Ioffe-Regel crossover,179

extended modes are characterized by diffusive transport and no longer have a mean-

ingful wavevector or mean free path. These extended modes are termed diffusons

(D). Beyond the mobility edge, the modes are no longer extended and locons (L) are

found to be localized near a single lattice site.

Figure 4.5: Approximate density of states of amorphous silicon with labels for the
types of extended and localized vibrational modes. Recreated from Allen, Feldman,
Fabian, and Wooten.178

Figure 4.5 shows a schematic of the types of vibrational mode with a sketch

of the density of states for Stillinger-Weber amorphous silicon.178 The Ioffe-Regel
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crossover and the mobility edge are not necessarily close in energy, and their bound-

aries depend on the material system. The calculated inverse participation ratios of

the atoms for a given mode can be used to determine the mobility edge,180 which

is generally near the high-energy region of the spectrum. The inverse participation

ratio will typically increase by several orders of magnitude for localized modes above

the mobility edge. On the other hand, the Ioffe-Regel crossover is not always as well

defined, but should lie near the low-energy regime of vibrational modes in glass or

disordered crystals.

While locons are characterized by an exponential decay in the eigenvector with

radial distance from a central lattice site and only carry heat through anharmonic

hopping interactions, the eigenvectors of diffusons remain non-zero even over several

lattice sites. As Allen, Feldman, Fabian and Wooten note, the behavior of the tem-

perature dependent thermal conductivity of glasses in the plateau region (> 20 K)

can be described as a specific heat multiplied by a diffusion coefficient, D, which is on

the order of a2ωc/3, where ωc is the Ioffe-Regel crossover frequency.178,181,182 There-

fore, the contribution to the thermal conductivity from the diffuson modes is given

by

κ =
1

V

∑
i

CiDi (4.3)

where the diffusivity of the ith mode, Di, is defined as

Di =
πV 2

3~2ω2
i

∑
i 6=j

|Sij|2δ(ωi − ωj) (4.4)

and Sij(i 6= j) are the off-diagonal elements of the heat current operator for modes i

and j, which describes the coupling of the harmonic eigenstates.177,183

The thermal conductivity of the HMS crystal along the direction µ, κµ, can

then be expressed as two separate contributions from propagons (phonons) and dif-

fusons168

κµ
∑

α,q,ω<ωc

∂n

∂T
~ω
(

∆q

2π

)3

(vµα)2 τα +

∞∫
ωc

gd(ω)
∂n

∂T
Dµ~ω dω (4.5)
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where n is the Bose-Einstein distribution at temperature T , τα is the relaxation time

for a vibrational mode α, and vµα is the group velocity projection along µ for mode

α. The diffuson density of states, gd, is determined from the standard density of

states expression, gd = 1/Nq

∑
q δ(E − Eq), where q sums over all lattice vectors in

the Brillouin zone and Nq is the total number of lattice vectors in the Brillouin zone.

The Ioffe-Regel crossover separating propagons and diffusons, ωc, can be empirically

determined from the behavior of the dispersion. The INS results suggest that well-

defined phonon branches exist up to approximately 20 meV. While at higher energies,

only flat, broad bands are observable. Similarly, the DFT results show a high concen-

tration of flat optical modes above 20 meV, which are consistent with the behavior

of diffusons. Therefore, ωc is empirically chosen to be 20 meV. The relaxation time

for phonons is composed of a boundary scattering term as well as an anharmonic

phonon-phonon scattering term according to

τ−1(ω) =
v

L
+ min(Bgp(ω)T, ω/π) (4.6)

where the phonon density of states, gp, is calculated in the same way as the diffuson

density of states for modes below 20 meV. The boundary scattering length scale,

L, and the phonon-phonon scattering intensity B, are left as fitting parameters.

The min() function ensures that the relaxation time for phonon-phonon scattering

is smaller than π/ω. That is, that the mode has time to exist for at least half of the

oscillation period. The diffusivity, Dµ, takes the functional form D0ωc/ω, where D0

is a third adjustable parameter.

It is worth noting that the relaxation time of a propagon mode is required to be

long enough that the propagon exists for a meaningful amount of time, i.e., for longer

than at least one-half of an oscillation. Otherwise, an extended plane-wave can no

longer be properly defined. However, the diffusons require no such limitation, as the

concept of a lifetime, mean free path, or wavevector are no longer meaningful when

the scattering is so intense. Nonetheless, a pseudo-mean free path can be defined as

D/|∂ω/∂q|, which is on the order of 2 − 3 nm and corresponds to a pseudo-lifetime
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on the order of picoseconds. In addition, a thorough justification for the use of the

diffuson framework to describe intermediate energy modes in HMS would require a

full calculation of the diffusivity from Eq. (4.4) either from first principles with a large

disordered supercell or by molecular dynamics with a suitable potential. However,

this is computationally unrealistic because of the enormous number of atoms in the

HMS unit cell and the lack of an appropriate parameterized potential. Therefore,

the diffuson model is employed here as an assumption, in order to investigate its

feasibility in recreating the temperature dependence of κL for an incommensurate

complex crystal like HMS. However, the plateau in the thermal conductivity above

200 K can also be well explained simply by the presence of a large number of localized

modes in this temperature range, without the need for defining a “diffuson” state. In

this case, at temperatures above the plateau region in the thermal conductivity (& 200

K), these localized modes would contribute to the thermal conductivity through an

anharmonic hopping mechanism.184

With the three adjustable parameters, the thermal conductivity according to

Eqs. (4.5 - 4.6) was fit to the bulk thermal conductivity determined experimentally.

This yielded the following values for the fitting parameters: B = 0.610 and 4.85

rad ps−2, D0 = 3.50 and 1.79 nm2 ps−1, and L = 18041 and 923 nm, along the a and

c-axes, respectively. The values of the fitting parameters suggest a large degree of

anisotropy in the phonon boundary scattering length scales. This anisotropy can be

explained by disorder in the silicon helix as a result of stacking of different phases of

HMS with slightly different silicon helical arrangements along the ladder direction,

which could result in more stacking faults along the c-axis. Likewise, the stronger

boundary scattering along the c-axis can also be explained by the MnSi layers that

precipitate perpendicular to the c-axis. The anisotropy in the phonon-phonon scat-

tering rates are equally large between the two transport directions, which could be

a result of the much larger umklapp scattering rates along the c-axis, which has a

very narrow Brillouin zone. The anisotropy in D is smaller, but could be a result of

anisotropy in the bonding arrangements of the Mn and Si sublattices along the a-
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Figure 4.6: The calculated lattice thermal conductivity as a function of temperature
according to Eqs. (4.5 - 4.6) with various boundary scattering mean free paths, `b.
The bulk data from Chen and Weathers et al. is shown as blue and red symbols.
Reproduced from Chen and Weathers et al.168

and c- axes. The lattice thermal conductivity contributions from the phonons and

diffusons are shown in Figure 4.4b, which indicates that phonons are the primary heat

carriers at low temperatures, and diffusions become more dominant at temperatures

above 200 K, when the optical modes become more highly populated and the total

thermal conductivity plateaus.

The lattice thermal conductivity accumulation as a function of energy and

mean free path are shown in Figures 4.4c and 4.4d, respectively. Diffusons with ener-

gies as high as 50 meV make considerable contributions to the thermal conductivity

in this system, which is consistent with the temperature dependence of the thermal

conductivity. However, the majority of the heat is carried by modes with mean free

paths between 1− 20 nm, with only 32% of the heat current being carried by modes

above 10 nm along the a-axis and 40% of the heat current being carried by modes

above 10 nm along the c-axis.

The effects of size confinement can also be investigated with the model de-

scribed in Eqs. (4.5 - 4.6). An additional term, v/`b can be incorporated into re-

laxation time given by Eq (4.6) to account for scattering at a nanostructure surface.

79



Figure 4.6 shows the calculated size confined thermal conductivity using the fitted

values of L, B, and D0, with `b set as either 200, 50, or 10 nm. When the grain size

is as small as 10 nm, the thermal conductivity is reduced by approximately a factor

of 2 along both directions at room temperature, which correspond to as much as a

factor of 2 improvement in the thermoelectric efficiency as long as the charge carrier

transport is less sensitive to size confinement at this length scale. Indeed, a two-band

semi-classical model has estimated the hole mean free path be on the order of 1− 2

nm,158 which suggests that nanostructured HMS with grain size on the 10 nm scale

could result in significant improvements in the thermoelectric efficiency.

The work discussed in this section (4.2) was a collaboration between researchers

at CEA Grenoble, Cornell, and UT Austin. The work in the following section is solely

the work of this author.

4.3 Thermoelectric Properties of HMS Nanoribbons

Further understanding of the effects of size confinement on the thermoelectric

properties of HMS can be found by investigating the properties of HMS nanostructures

with the use of the suspended resistance thermometer devices described in Chapter

2. HMS nanowires (NWs) and nanoribbons (NRs) were grown by chemical vapor

deposition (CVD) by Jeremy Higgins and Jack Degrave in Professor Song Jin’s group

at the University of Wisconsin at Madison. Details of the synthesis method can be

found elsewhere.154 Both NWs and NRs were found on the Si growth substrates, and

could be picked up with a sharp tungsten tip.

Because the NWs and NRs are surrounded by approximately 2−4 nm of native

oxide, it is not possible to make electrical connection by directly placing the sample

on the suspended device electrodes. Therefore, electrical connection was made by

the Pd electrode transfer method discussed in Chapter 2.1.2. First, the sample was

transferred to Pd contact pads on a silicon substrate with the use of the tungsten tip.

Following electron beam lithography (EBL) exposure of the contact region of the HMS

80



nanostructure, the sample was placed in a 1 : 6 buffered oxide etch (BOE) solution for

5 seconds to remove the native oxide. This was followed immediately by deposition

of 60 nm of Pd metal with e-beam deposition. The sample and Pd contact pads were

transferred to the measurement device with an 11% PMMA carrier layer, which was

later removed by placing the measurement device in a tube furnace at 350 ◦C for

3 hours while flowing argon and hydrogen gas. Figure 4.7 shows scanning electron

microscopy (SEM) images of two NR samples suspended across the measurement

device.

Figure 4.7: (a) Scanning electron microscopy (SEM) images of the suspended mea-
surement devices with 200 µm long suspended beams. (b-c) SEM images of NR2,
and (d-e) NR1. (f) 85◦ tilted SEM image of NR2.

Because the thermal conductance of the sample was expected to be on the order

of the background thermal conductance of ∼ 0.1 nW/K, the thermal conductance

of the sample was measured with the differential background subtraction method

discussed in Chapter 2.1.1. In that method, the thermal conductance of the sample

is measured relative to a blank device with no sample. Under the assumption that
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the background thermal conductance is the same on both devices, the measurement

yields the thermal conductance of the sample alone. During the thermal conductance

measurements, the thermoelectric voltage was measured between the inner and outer

electrodes, in order to determine the thermal contact resistance between the sample

and the device membrane according to the four-probe thermal conductance method

discussed in Chapter 2.1.1. In addition, the Seebeck coefficient and the four-probe

electrical resistance of the same sample, along the same transport direction, was

measured with the four electrical connections to the sample.

Following the thermoelectric property measurements, the dimensions and crys-

talline structure of the sample were measured with SEM, TEM, and atomic force

microscopy (AFM). Both samples studied here were found to be NRs with widths

of 195 nm (NR1) and 95 nm (NR2), and thicknesses of 24 and 28 nm, respectively.

The widths of both samples were determined with TEM, and confirmed with SEM

analysis. The thickness of NR1 was measured with AFM while the sample was on

the suspended measurement device. The thickness of NR2 was determined from an

85◦ tilted SEM image. AFM analysis was not possible for NR2 because the NR was

twisted on the device membrane.

Following SEM and AFM measurements, the sample was imaged by TEM

(FEI Tecnai G2 F30) with a beam voltage of 200 keV. Because the measurement

device contains an etched through-hole below the sample, the TEM imaging can be

performed while the sample remains on the measurement device.70 This eliminates

any unnecessary handling of the delicate samples. Figures 4.8a-c show high resolution

TEM (HRTEM) images of NR1 and NR2, with the indicated crystal axis. The con-

trast modulation bands observed in Figures 4.8b-c are associated with the mismatch

between the Mn and Si sublattice along the c-axis, which results in a long range order-

ing on the scale of several nanometers. These modulation bands have been observed

elsewhere in bulk HMS and HMS nanowires.154,168 The diffraction pattern from NR1

is shown in Figure 4.8d, which shows bright central peaks associated with the Mn

tetragonal sublattice, and closely spaced satellite peaks along the c-axis associated
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Figure 4.8: Transmission electron microscopy (TEM) analysis of the nanoribbon (NR)
samples. (a) High resolution transmission electron microscopy (HRTEM) image of
NR2 and (b,c) NR1. (d) Selected area diffraction (SAD) image of NR1 showing
the closely spaced satellite peaks associated with the c-axis configuration of the Si
sublattice.

with the Si sublattice. The TEM images are used to determine the crystal direction

of NR1 and NR2 along the NR axis, which is found to be 32◦ and 26◦ from the c-axis,

respectively.

It is useful to mention that the TEM imaging of the sample on the suspended

measurement device is limited in its resolution and analysis. First of all, with the

FEI Tecnai system, the 500 µm thickness of the measurement device permits only

the use of the single-tilt holder, which greatly reduces the observable zone axes. In

addition, the thickness of the device requires the use of a TEM system with relatively

large pole spacing, which limits the resolution compared to higher resolution systems

like the JEOL 2010F or the FEI Titan. Furthermore, vibrations of the sample on the

SiN suspended membrane are expected to be more pronounced compared to a more

heavily damped carbon TEM grid. Under more favorable conditions, it is possible

to determine the crystal phase of HMS by determining the position of the satellite
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peaks.154 However, such detailed analysis has not been possible for the HMS samples

suspended on the measurement device.

From the TEM images, the thickness of the native oxide is found to be between

2 − 4 nm on the lateral sides of the NR. However, the thickness of the oxide on the

top and bottom of the NR is not able to be measured. A reasonable assumption is

that the oxide thickness on the top and bottom is of comparable thickness as the

sides. This would reduce the HMS portion of the NR by approximately 4 − 8 nm

on the top and bottom. While the thermal conductivity of the oxide is expected

to be comparable to the thermal conductivity of HMS, the electrical conductivity of

the oxide layer will be zero. Nonetheless, the boundary between the HMS and oxide

regions could be an important scattering boundary for phonons.

The thermal conductivities of NR1 and NR2 are shown in Figure 4.9, together

with the results from the bulk HMS crystal reported by Zaitsev et al.17 The reported

bulk thermal conductivities along the a- and c-axes are used to calculate the bulk

thermal conductivity along the transport direction of the NR, which is at an angle

θ = 26−32◦ from the c-axis. The bulk thermal conductivities along the NR transport

directions are shown as the shaded grey region in Figure 4.9. The thermal conductiv-

ities of the NRs, shown as orange and blue symbols, are calculated from the thermal

resistance of the sample following the subtraction of the contact thermal resistance

according to the four-probe method described in Section 2.1.1. This effective thermal

conductivity of the sample consists of both a contribution from the HMS core as well

as the native oxide shell. An upper bound to the intrinsic thermal conductivity of the

HMS core is calculated by assuming that all sides of the NR have an oxide thickness of

4 nm with negligable thermal conductivity. This upper bound is shown as the upper

limit of the orange and blue shaded regions in Figure 4.9. Because a finite thermal

conductivity on the order of ∼ 0.1 W m−1 K−1 is expected for the native oxide, the

true thermal conductivity of the HMS portion of the NR should lie somewhere within

the shaded region.

The thermal conductivities of the NRs show an increase with temperature, but
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Figure 4.9: Thermal conductivities of NR1 and NR2 (blue and orange symbols) deter-
mined from the suspended resistance thermometer measurements with upper bounds
(blue and orange shaded regions) for an oxide thickness of 4 nm on all sides and an
oxide thermal conductivity of zero. The thermal conductivities of bulk crystalline
HMS along the a- and c-axes from Zaitsev et al.17 are shown as red and black solid
lines, respectively. The thermal conductivity along the transport direction of the NRs
is shown as the gray shaded region. The lattice thermal conductivity predicted from
the diffuson model with various boundary scattering length scales, `b, is shown for
comparison.

are found to be a factor of 1.5 - 2.3 lower than the bulk value at room temperature.

In addition, the characteristic low temperature peak in the thermal conductivity of

bulk HMS is absent from the NR data. This is indicative of boundary scattering

limited transport at low temperature, which tends to suppress the low temperature

thermal conductivity peak. The thermal conductivities predicted by the phonon-

diffuson model of Eqs. (4.5 - 4.6) are shown as green (a-axis) and purple (c-axis)

lines for `b values of 200, 50, and 10 nm. The thermal conductivities of the NRs

agree qualitatively with the model for `b between 10− 50 nm along the c-axis. This

is in comparison to the approximately 20 nm thickness of the HMS core of the NRs.

Hence, the thermal conductivity of the size-confined NRs is in general agreement with
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Figure 4.10: (a) Electrical conductivities and (b) Seebeck coefficients of NR1 and
NR2. The values for bulk crystalline HMS are shown as black and red solid lines, and
the bulk values along the transport direction of the NRs are shown as the gray shaded
region. The shaded blue and orange regions in (a) are the ranges in the electrical
conductivity for NR1 and NR2, respectively, when an oxide thickness of 2 - 4 nm is
assumed for the top and bottom surfaces of the NR.

the boundary scattering effect predicted by the phonon-diffuson model. Nonetheless,

defect scattering in the HMS portion of the NR due to crystalline defects and charged

impurities could also play a role in the reduced phonon lifetime.

The electrical conductivities and Seebeck coefficients of NR1 and NR2 are

shown in Figures 4.10a and 4.10b, respectively, together with the bulk values along

the a-axis, c-axis, and along the transport direction of the NR. The Seebeck coefficient

agrees well with the bulk values, while the electrical conductivity is approximately

an order of magnitude lower than the bulk values along the transport direction of the

NR.

To further investigate the electrical properties of the NRs, the Seebeck coef-

ficient and electrical conductivity were used to extract the carrier concentration and

mobility. For a two band model in which charge and heat is carried by both holes
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and electrons, the Seebeck coefficient for electrons is given by86,160

Se = −kb
q

[
(re + 5/2)Fre+3/2(ζe)

(re + 3/2)Fre+1/2(ζe)
− ζe

]
(4.7)

where Fj(ζ) is the Fermi-Dirac integral, Fn(ζ) =
∫
xn(ex−ζ + 1)−1 dx, re is the expo-

nent in the energy dependent relaxation time of electrons, τe = τ0,e(E/kbT )re , and ζe

is the reduced electron Fermi level, ζe = EF/kbT . Likewise, the Seebeck coefficient

for holes is given by

Se =
kb
q

[
(rh + 5/2)Frh+3/2(ζh)

(rh + 3/2)Frh+1/2(ζh)
− ζh

]
(4.8)

where ζh is the reduced hole Fermi level, ζh = EF,h/kbT = −(EF + Eg)/kbT , where

Eg is the band gap. Again, rh is the exponent in the energy dependent relaxation

time of holes, τh = τ0,h(E/kbT )rh . The values of EF and EF,h are both negative inside

the band gap, and are measured from the conduction and valence band, respectively.

Electronic band structure calculations from DFT have determined the band gap of

HMS to be approximately 0.77 eV.169 The total Seebeck coefficient considering both

electron and hole transport is then found from

S =
Senµe + Shpµh
nµe + pµh

(4.9)

which is a function of the carrier mobilities, µe and µh, and the carrier concentrations,

n and p, of electrons and holes, respectively. The carrier concentrations are also

functions of the Fermi levels,

n =
4π

h3
(2m∗ekbT )3/2F1/2(ζe) (4.10)

p =
4π

h3
(2m∗hkbT )3/2F1/2(ζh) (4.11)

The carrier effective masses, m∗h and m∗e, for polycrystalline HMS have pre-

viously been found to be 12m0 and 9.3m0,
160 respectively, where m0 is the electron

mass, while the anisotropy in the effective mass is approximately 35% higher along

the c-axis.153 The mobility ratio, µe/µh was previously reported to be 0.02 from bulk
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mobility measurements.153,166 Finally, the electrical conductivity can be expressed as

separate contributions from electrons and holes,

σ = q(nµe + pµh) (4.12)

Figure 4.11: The Seebeck coefficient (left axis, blue curve), and hole mobility (right
axis, red curve) as a function of hole Fermi level, ζh, at room temperature with
r = +1/2, and σ = 27 S/cm. Positive ζh is inside the valence band. An experimental
Seebeck coefficient of approximately 150 µV/K at room temperature can be obtained
from either a non-degenerate or degenerate solution, indicated by solid black circles
and open circles, respectively. The solution to the Seebeck coefficient from the single
band model for hole transport in shown as the dotted yellow line, which agrees exactly
with the two band model in the degenerate limit.

Under the assumption that the mobility ratio in the HMS NRs is comparable

to the bulk value, Equations (4.9) and (4.12) are functions of only two variables, EF

and µh. Figure 4.11 shows the Seebeck coefficient and hole mobility as a function of ζh

according to Eqs. (4.9) and (4.12) at T = 300 K, re = rh = +1/2, and σ = 27 S/cm.

For an experimental Seebeck coefficient of 150 µV/K, there are two solutions to this

system of equations, a degenerate solution with a low mobility, and non-degenerate
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solution with a high mobility. The plot in Figure 4.11 clearly indicates that the

non-degenerate solution is not physical, as the mobility would be seven orders of

magnitude higher than the bulk value (∼ 1 cm2 V −1 s−1).160 Indeed, the temperature

dependence of the electrical conductivity of bulk HMS indicates that it behaves as

a degenerate semiconductor. Furthermore, a previous analysis of the Fermi level in

bulk HMS nanocomposites has confirmed that the Fermi level is approximately 0.05

eV inside the valence band,160 which is supported by previous DFT calculations of

the band structure of bulk HMS for various phases.169 The degenerate solution can

be determined from a simple single band model in which

σ = qpµh (4.13)

S =
kb
q

[
(rh + 5/2)Frh+3/2(ζh)

(rh + 3/2)Frh+1/2(ζh)
− ζh

]
(4.14)

The Seebeck coefficient determined from the single band model is plotted as a dotted

yellow line in Figure 4.11, which agrees exactly with the two band model in the

degenerate limit. Therefore, only the single band model is necessary for this HMS

system.

The experimental values of S for NR1 and NR2 at room temperature are

used to solve for EF,h according to Eq. (4.14). The Seebeck coefficient in Eq. (4.14)

depends on the exponent in the energy dependent relaxation time, rh, which can range

between −1/2 to +3/2 depending on the scattering mechanism. When the mobility

is limited by boundary scattering, the relaxation time is given by τb = `b/v, where `b

is the boundary scattering mean free path, and v is the group velocity of holes. The

value `b is generally independent of temperature and energy, as the crystal boundary

tends to scatter all charge carriers with equal intensity. In the limit of a quadratic

dispersion for holes near the valence band edge, v ∼ E1/2, which yields rh = −1/2.185

This value is also applicable to the case of dominant phonon scattering of charge

carriers, in which case the mobility scales as T−3/2. On the other hand, in the limit

of dominant impurity scattering of charge carriers, rh takes a value of +3/2.74 The
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dominant scattered mechanism in the HMS NRs studied here is not known a priori,

and therefore values between −1/2 and +3/2 could be possible.

At room temperature, the hole Fermi level, EF,h, ranges between 0.02 − 0.11

eV for NR1 and between 0.03 − 0.12 eV for NR2, where the ranges correspond to

r = −1/2 and r = +3/2, respectively. Therefore, the Fermi level is inside the valence

band and between 1 to 5 kbT from the band edge, confirming the degenerate nature

of HMS. With these values of the Fermi level, the carrier concentration is calculated

to be between 0.96− 5.02× 1021 cm−3 for NR1 and between 1.11− 5.72× 1021 cm−3

for NR2. This is comparable to the carrier concentration in bulk HMS, reported to

be approximately 2× 1021 cm−3 in bulk, crystalline samples.153,160,162,186

The carrier mobility is calculated from µh = σ/pq, which yields values between

0.034− 0.20 cm2 V−1 s−1 for NR1 and between .027− .14 cm2 V−1 s−1 for NR2, where

the ranges now correspond to r = +3/2 and r = −1/2, respectively. The Hall

mobility of holes in bulk HMS has previously been reported to be approximately 2

cm2 V−1 s−1 for polycrystalline HMS160 and approximately 2 cm2 V−1 s−1 along the

a-axis and 0.3 cm2 V−1 s−1 along the c-axis in crystalline HMS.153 This corresponds

to a bulk mobility of approximately 0.4 cm2 V−1 s−1 along the transport direction

of the NRs. Therefore, the NR carrier mobility is reduced by as much as much as

an order of magnitude compared to the bulk value. The reduction in the carrier

mobility in the NRs is likely due to defects introduced into the NR system through

the addition of charged or neutral impurities. A previous report on the mobility

calculated from DFT simulations suggests that the hole mobility can decrease by

an order of magnitude when the concentration of neutral impurities is increased by

two orders of magnitude.169 In addition to the reduction in the carrier mobility, the

addition of neutral and charged impurities can also contribute to a lower phonon

lifetime, which can also partly explain the reduction in the thermal conductivity

compared to bulk HMS.
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4.4 Summary

The thermal conductivity, electrical conductivity and Seebeck coefficient were

measured simultaneously on the same HMS NR samples, and along the same trans-

port direction, using a steady state resistive thermometry method, in which the back-

ground thermal conductance and the contact thermal resistance were eliminated in

the measurement. The Seebeck coefficient was found to be comparable to the bulk

values of crystalline HMS, while the electrical conductivity was approximately an

order of magnitude lower than the bulk values. The carrier concentration and hole

mobility were solved from the measured Seebeck coefficient and electrical conductiv-

ity. The carrier concentration was found to be comparable to the bulk values, while

the mobility was reduced by up to one order of magnitude, resulting in an order of

magnitude reduction in the electrical conductivity. The low carrier mobility is most

likely attributable to the unintentional addition of charged and neutral impurities

introduced either in the synthesis of the NRs or in the fabrication of the devices.

The thermal conductivity of the HMS NRs is approximately a factor of two

lower than the bulk value along the same transport direction, which indicates that

the zT of nanostructured HMS can be improved by a similar factor when the grain

size is reduced to be on the order of 10 nm, as long as the charge carrier mobility is

not reduced. The highest zT values for HMS have recently been reported to be 0.64

at 823 K and 1.04 at 920 K, in rhenium doped and supersaturated rhenium samples,

respectively.162,163 The HMS grain sizes achieved in the rhenium doped work were on

the order of 100 nm. However, the reduction in the lattice thermal conductivity in

that work was minimal, as predicted by the phonon-diffuson model results in Figure

4.6. Therefore, reducing the grain size further to the 10 nm scale could result in

even further increase in zT . However, the effects of size confinement are expected

to be less significant for heavily doped HMS samples with rhenium inclusions, with

inherently lower phonon mean free paths compared to pure HMS.187 A zT greater

than 1.0 is necessary to make HMS commercially competitive with the state-of-the-

art thermoelectric materials based on PbTe and Bi2Te3. While it is unlikely that the
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zT of HMS will achieve the values of PbTe and Bi2Te3 based systems, the benefit

from using abundant and low-cost elements could offer a competitive advantage.
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Chapter 5

Use of Brillouin Light Scattering to Investigate the

Strain-Dependent Dispersion of Magnons and

Phonons

In addition to the heat carried by lattice vibrations and charge carries, mag-

netic excitations can also carry heat in both magnetic conductors and insulators.

For the case of insulators, the electron spins on adjacent lattice sites are coupled

via exchange coupling and the dipolar field, and spin transport occurs through the

propagation of quantized spin waves, i.e. magnons, which carry an energy ω, a mo-

mentum q, and integer spin of S = −1. Qualitatively, a magnon is a local reduction

in the magnetization distributed over a chain of atoms, and is often schematically

drawn as a complete spin precession over adjacent spin sites. The coupling between

magnon, phonon, and electron heat carriers is the basis of the emerging field of

spincaloritronics,29,30 which offers new directions in designing thermoelectric energy

conversion devices18,19,188 and spin based logic devices.23,26

Like phonons, the contribution to the magnon thermal conductivity in 3-

dimensions along the µ direction is given by

κµm =
∑
α,q

∂n

∂T
~ω
(

∆q

2π

)2

vµαv
µ
ατα (5.1)

where α sum over all modes with wavevector q, vµα is the mode dependent group veloc-

ity along the µ direction, and τα is a magnon scattering rate associated with magnon-

magnon scattering, elastic magnon-phonon scattering, and elastic magnon-impurity

scattering. The inelastic scattering of magnons occurs mostly through the scattering

of magnons with phonons, which relaxes the magnon population to local equilibrium
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with the phonon bath. This magnon-phonon energy exchange is not generally incor-

porated into the relaxation time, and is instead treated as a coupling parameter in

the magnon-phonon two temperature model.189,190 The scattering of magnons with

phonons can occur through both spin-conserving processes and non-spin-conserving

processes. In inelastic spin-conserving processes, such as 4-magnon scattering pro-

cesses, the magnon energy can equilibrate with the phonon energy through direct en-

ergy exchange with the lattice. However, such processes do not relax the magnon spin,

only the energy. The relaxation of magnon spin occurs through non-spin-conserving

processes, such as 3-magnon scattering processes, in which a nuclear spin interacts

with the magnon spin through the spin-orbit interaction.191 Presumably, the magnon

energy relaxation through spin-conserving processes happens much more readily than

spin relaxation through the spin-orbit interaction, so that while the magnon energy

can rapidly equilibrate with the lattice over 10− 100 nm, the magnon spin diffusion

length can be orders of magnitude longer.66,192,193 Therefore, while the magnon energy

distribution may relax very rapidly to the phonon energy distribution, the magnon

population can remain out of equilibrium with the phonon population over a much

longer distance, with a finite chemical potential.

The heat transported by magnons can be significant in some quasi-one

-dimensional ferromagnetic (FM) insulators, such as cuprate spin chain and spin lad-

der compounds.22,62,172,194,195 For example, in Sr14Cu24O41, the magnons are found

to carry as much as 85% of the heat at 150 K.22 In fact, the magnon thermal con-

ductivity at that temperature is comparable to the room-temperature lattice thermal

conductivity of Si.

While the magnitude of the magnon thermal conductivity scales with the

magnon group velocity and specific heat, Cm =
∫
~ωD(E)(∂n/∂T ) dE, the latter

of which is typically very small, the amount of heat that can actually be transported

by magnons depends strongly on the magnon-phonon coupling. In a material with

very strong magnon-phonon coupling, magnon scattering can be very intense and

the magnon thermal conductivity can be inherently low. On the other hand, when
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magnon-phonon coupling is very weak, it can be difficult to pump enough energy into

the magnon population for a significant magnon heat current. Materials with the

greatest magnon thermal conductivity probably reside somewhere in between these

limits.

Furthermore, the recently discovered spin Seebeck effect (SSE) and reciprocal

spin Peltier effect (SPE)21 are inherently governed by the degree of magnon-phonon

and magnon-electron coupling. The spin Seebeck effect occurs in both a longitudinal

(LSSE)20 and transverse (TSSE)18,19,188,196 geometry, the latter of which has a number

of different explanation for the origins of the observed effect. The LSSE is an interfa-

cial effect in which spins are transferred across the interface between a FM insulator

and a normal metal (NM) as a result of a temperature gradient across the interface.

A NM, such as Pt or Au, is deposited on top of a FM insulator, such as yttrium

iron garnet (YIG), and a temperature difference is established between the top and

bottom of the device, as shown in Figure 5.1a. A magnetic field is applied along the

in-plane direction so that spins are polarized parallel to the NM/FM interface. The

temperature gradient generated in the FM generates a magnon heat and spin flux

along the temperature gradient as a result of the magnon thermal conductivity or as

a result of magnon-phonon drag. At the FM/NM interface, the spin flux in the FM

is injected into the NM and converted to a transverse “spin Seebeck” voltage along

the y-direction in the NM through the inverse spin Hall effect (ISHE). In addition

to the spin Hall angle and resistivity of the NM, and the interfacial quality of the

FM/NM interface,197 the magnitude of the SSE signal also depends on the magnitude

of the spin flux, which is inherently related to the magnon-phonon coupling through

the magnon decay length.198

The SPE, is the spincaloritronic analog to the traditional Peltier effect, and

has been observed in nearly the same geometry as the LSSE, except that a current is

injected into a Pt transducer on a YIG film. Through the ISHE, a spin accumulation

is generated at the Pt/YIG interface, which is absorbed into the YIG through a spin

transfer torque.21 The addition of spins into the YIG either creates or annihilates
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Figure 5.1: Schematic of the (a) longitudinal spin Seebeck effect (LSSE), (b) longi-
tudinal spin Peltier effect (SPE), and (c) transverse spin Seebeck effect (TSSE). (a)
A temperature gradient along the z-direction in the YIG generates a voltage along
the x direction in the Pt metal as a result of the inverse spin Hall effect (ISHE).
(b) A charge current in the Pt transducer generates a spin flux into the YIG, which
increases or decreases the local magnon population, nm, near the interface. This also
generates a non-equilibrium in the phonon population, np, over the length scale of
the magnon-phonon coupling. (c) A temperature gradient along x generates a spin
flux along +z or −z depending on the x location, which generates a voltage along y
in the Pt metal detector.
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a magnon (depending on the direction of the magnetization), thereby heating or

cooling the magnon population near the interface, as shown in Figure 5.1b. The

magnon energy relaxes to the local phonon energy over a distance on the order of

the magnon-phonon energy relaxation length, which depends on the magnon-phonon

coupling strength.

The SSE can also be observed in the transverse geometry by applying a tem-

perature gradient transverse to the resulting spin flux. The TSSE is illustrated in

Figure 5.1c, which shows a temperature gradient and magnetic field applied along

the x -direction of a bulk FM insulator or metal, and NM detection lines patterned on

top of the FM along the y-direction. A heat current and resulting spin current are

generated in the x -direction as a result of the temperature gradient. If the magnon

population in the FM can be pushed out of local equilibrium with the electron tem-

perature in the NM contacts, then some spins will diffuse into the NM contacts,

generating a net spin flux in the ± z -direction. Through the ISHE, this interfacial

spin flux is converted to a spin Seebeck voltage along the y-direction. The TSSE was

first observed in metallic FM films such as Py,19 and later in insulating YIG.188 It has

also been observed in semiconducting GaMnAs18 and the non-magnetic spin-polarized

semiconductor InSb,199 which has no exchange interactions and no magnons. How-

ever, unlike the LSSE and SPE, the microscopic origins of the TSSE are not well

understood, and have been the subject of debate since its discovery. Namely, the

origin of the non-equilibrium in the magnon distribution and driving force of the spin

flux in the z -direction is puzzling. A number of theories have suggested that the

TSSE depends on a non-equilibrium between the magnon and phonon populations in

the FM,32,196,200 although this has yet to be confirmed experimentally.

Furthermore, the TSSE experiments can be complicated by an unintended

temperature gradient in the z -direction as a result of parasitic heat loss from wires

or the substrate, or radiation or convective heat loss from the top surface. This

temperature gradient in the z -direction can create a spin Seebeck voltage through

the LSSE or the anomalous Nernst effect as a result of the magnetic proximity effect
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in the Pt.201,202 In fact, Schreier et al.203 have shown computationally that parasitic

heat loss from the Pt layer that results in a 1 K temperature drop at the top of the

Pt can produce an order of magnitude increase in the magnon-electron temperature

difference at the YIG/Pt interface, giving rise to unwanted LSSE and Nernst signals.

This suggests that the TSSE requires very precise control of unwanted heat loss, and

is easily contaminated by a small vertical temperature gradient.

Despite these experimental difficulties, there are a number of interesting ob-

servations from SSE measurement. For one, the magnitude of the TSSE voltage

depends on the x position along the sample and has odd symmetry about the center

of the sample – i.e., the TSSE voltage flips signs at the center of the sample, indicat-

ing the direction of the spin flux changes sign. This x -dependence is even observed

when the sample, mounted on a non-magnetic substrate, is cut in the middle so that

no magnons can propagate along the length of the sample.18 Although, magnons in

each segment can still be out of local equilibrium if the spin relaxation length is long

compared to the segments. Indeed, the centimeter length scale over which the TSSE

occurs is much greater than the micron length scale of the magnon diffusion, which

suggests that the driving mechanism for the TSSE could be explained by phonon

mediated transport through the substrate. This was later supported by the fact that

the long range TSSE disappears when the magnetic film is deposited on an amor-

phous substrate, in which localized vibrational modes cannot achieve a long range

non-equilibrium distribution of phonons.204

Still, the origin of the magnon-phonon non-equilibrium in the FM is further

complicated by both experimental and computational studies that have shown that

the magnon and phonon populations along the length scale of the sample have nearly

identical equivalent temperatures, and therefore, their energies are not out of local

equilibrium.64,203 However, a very small difference in the temperatures of the magnons

and phonons, beyond the resolution of the measurements in those works, could be

sufficient to generate a magnon-phonon drag effect which can give rise to the induced

spin flux. Further insights into the origin of the TSSE effect can be found by consid-
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ering the fact that the energy relaxation of phonons is likely mode dependent. The

high energy thermal phonons that carry most of the heat can have very short energy

relaxation lengths compared to subthermal phonons, with energies less than kbT .32

These subthermal phonons could deviate from local equilibrium as a result of their

long energy relaxation lengths, and therefore can generate long range distributions

across the sample. However, this theory has yet to be supported experimentally as it

requires spectral resolution of the local phonon population.

Micro-Brillouin light scattering (µ-BLS) provides a powerful method of prob-

ing the local magnon and phonon populations at spatial resolutions on the order

of the laser spot size, which is typically on the order of 1 µm for a 532 nm laser

focused through a 100x objective. This allows for an investigation of the local non-

equilibrium between magnon and phonon modes, which is an important component

of the SSE theory. A number of recent measurements have demonstrated the use of

µ-BLS to measure the local phonon temperature in glass,65 silicon,95 and YIG,66 and

the local magnon temperature or magnon population in Py65 and YIG.64,66 These

measurements have used the temperature dependence of the magnon and phonon

peak frequency, intensity or linewidth as a local temperature sensor for the magnon

and phonon populations. For example, the phonon frequency is found to downshift

with increasing temperature for most materials because of increased bond softening

and anharmonic coupling between phonon modes. Likewise, because the magnon

frequency scales as the local magnetization, which decreases with temperature, the

magnon peak frequency is also found to downshift with temperature for Py and YIG

samples.

In previous work that used BLS as a temperature sensor for magnons and

phonons, the peak frequencies of the magnon and phonon modes were first cali-

brated under uniform stage heating, in which all magnon and phonon modes are in

equilibrium with a well-defined Bose-Einstein distribution function and zero chem-

ical potential. Then, the system is driven out of equilibrium with the application

of a thermal gradient. The local magnon and phonon frequency measured with the
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µ-BLS in the presence of this thermal gradient can be converted to an equivalent

phonon temperature or magnon population density from the calibrated data. For

the case of the magnon population, a finite chemical potential of the non-equilibrium

magnon population makes it difficult to extract an equivalent temperature from the

distribution function. Therefore, only the magnon population density is considered.

While the change in intensity of a given phonon mode peak is related to the

population of just that particular mode, the frequency shift should depends on the

population of a range of modes that interact with that mode through anharmonic

interactions. Therefore, the peak frequency shift is expected to represent the equiv-

alent temperature of a broadband of thermally excited phonon modes. Likewise, the

saturation magnetization depends on the population of all magnon modes in the ma-

terial, so that the magnon frequency shift will represent the population of all magnon

modes in the laser spot.

A very recent measurement by An et al.66 has used this method to show that

when the length scale of this thermal gradient is a few microns in YIG, the order

of the magnon diffusion length, the phonon and magnon populations can be driven

out of equilibrium. A red laser with a wavelength of 660 nm was used to generate a

thermal gradient on the order of 106 K m−1 in a bulk YIG cystal. It was is found that

at the highest red laser heating values, the magnon population was not relaxed to

the equilibrium value at the local phonon temperature. This measurement provides a

direct observation of local non-equilibrium in the magnon and phonon populations in

YIG, and benefits from being a non-contact method without parasitic thermoelectric

effects. However, the effect of laser heating induced strain on the magnon and phonon

frequencies remains an important consideration.
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5.1 Pressure Dependent Magnon and Phonon Spectra in Yt-
trium Iron Garnet

In the recent work by An et al.,66 the magnon population under a ∼ 106

K m−1 thermal gradient was found to deviate from the equilibrium value at the local

phonon population determined from a uniform stage heating measurement. However,

the application of a large laser induced thermal gradient can also cause a difference

in strain between the equilibrium calibration at uniform stage heating and the laser

heating case. This can cause a systematic error in the magnon and phonon frequency

shifts through the associated change in the magneto-optic constants with applied

stress. For example, it is well known that the local phonon frequency depends on

strain because of a change in the bond stiffness. A previous report has measured

the YIG phonon frequency, fp, under hydrostatic pressure, and has shown that the

magnitude of this effect scales as ∆fp/fp = −∆σ × 0.938 × 10−11 Pa−1 for the [110]

longitudinal mode in YIG,205 where ∆σ is an applied hydrostatic stress. Simulations

of the stress and strain tensors by An et al. have determined a nearly hydrostatic

stress of 21 MPa at a red laser heating power of 13.2 mW, which corresponds to a

phonon frequency shift of approximately 12.7 MHz.66 The stress induced by the stage

heating measurement is found to be an order of magnitude smaller.

Similarly, the magnon frequency also depends on the local strain because of

a change in the magneto-elastic energy with crystal deformation. In particular, the

values of the magnetization, anisotropy energy, exchange stiffness, and the direction

of the magnetization all depends on the volume expansion.66 From literature values

of the stress dependence of the magneto-elastic properties, An et al. determined the

total frequency shifts from these strain induced phenomenon to be -0.0089 GHz in

the stage heating case and 0.0092 GHz in the laser heating case with a laser power

of 13.2 mW. The difference, 0.0003 GHz, is approximately 10 times smaller than the

random uncertainty in the magnon peak frequency.

However, to verify the validity of these theoretical calculations, it is necessary

to experimentally measure the contribution to the peak shift from applied uniform
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stress. Fortunately, this can be achieved by measuring the peak frequency shift under

hydrostatic pressure with the variable pressure BLS system described in Chapter

2.2.1. To measure the pressure dependent magnon and phonon frequencies under

hydrostatic stress, a YIG sample with the [110] direction normal to the top surface

was placed inside a pressure cell with an internal pressure rating up to 10, 000 psi and

a sight glass made of 8 mm thick c-axis sapphire. The pressure cell was connected to

a 6000 psi argon cylinder through a single-stage regulator that was used adjust the

pressure from 0 to 6000 psi (41 MPa).

A 532 laser with an incident power on the pressure cell window of 10.8 mW

was used to probe the magnon signal through the sapphire sight glass. An external

magnetic field of 600 Oe was applied along the in-plane [110] equivalent direction. The

quarter-waveplate was not installed, so that only the scattered light whose polariza-

tion was rotated by 90◦ was collected and sent to the interferometer. The Fabry-Perot

interferometer was set to a mirror spacing of 12 mm, and 512 channels were scanned

between −9.325 GHz and +9.325 GHz, corresponding to a spectral resolution of 0.036

GHz. In general, the wavevector of the inelastic magnon mode being probed is equal

to the difference in the wavevector of the incident and scattered light, averaged over

the light cone from the objective, q = ks − ki. In the backscattering geometry of

this measurement, ks was nearly parallel to ki, and therefore q = 4πn/λ = 5.53× 107

m−1, compared with the wavevector as the edge of the Brillouin zone of approximately

5× 109 m−1. Therefore, the magnon mode being probed was a low-wavevector mode,

with a corresponding wavelength of 114 nm. That is, a spin wave whose wavelength

extends over approximately 100 lattice sites.

Because of the 8 mm thick sapphire sight window, the collected magnon signal

was attenuated by approximately a factor of 10 compared to the signal from outside

the pressure cell. Therefore, two windows with widths of 2 GHz centered at approxi-

mately −7.8 GHz and 7.8 GHz (the Stokes and anti-Stokes magnon peak frequencies)

were scanned for 10 times longer than the rest of the spectrum, to make up for a

portion of the signal loss.
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Figure 5.2: Representative Brillouin light scattering spectra of magnons in YIG under
hydrostatic pressure. (a) Stokes and (b) anti-Stokes signal at 0 MPa, (c) Stokes and
(d) anti-Stokes signal at 15.19 MPa, (e) Stokes and (f) anti-Stokes signal at 28.24
MPa. Red lines are Lorentzian fits to the raw data.
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Figure 5.3: Absolute values of the (a) Stokes and (b) anti-Stokes peak frequencies as
a function of pressure. The open symbols in between each high pressure measurement
were performed at 0 MPa to determine any drift in the frequency over time.

At each pressure, 8− 17 two minute acquisitions were recorded for the Stokes

and anti-Stokes signals. Representative spectra are shown in Figure 5.2. The fre-

quencies of the Stokes and anti-Stokes signals were determined by fitting a constant

background Lorentzian function to the raw data.206 For each data set, two peak fitting

trials were done, and the one with the lowest fitting error was selected. The fitting

error, i.e, the percent root mean squared (RMS) difference between the fit and the

raw data, was between 4− 7% for all data sets. At a particular pressure, the Stokes

and anti-Stokes peak frequencies of all of the two minute acquisitions were averaged,

and the error was determined according to a Student’s t-distribution as, An−1S/
√
n,

where A is the critical value of the Students t-distribution for the 95% confidence

interval, S is the standard deviation of the peak frequencies, and n is the number of

acquisitions (between 8 − 17). The averaged Stokes and anti-Stokes frequencies are

shown in Figure 5.3.

In order to account for any long term drift in the Stokes or anti-Stokes fre-

quencies, a measurement at zero gauge pressure was performed in between each high

pressure measurement. These zero pressure measurements are displayed as open sym-

bols in between the high pressure measurements in Figures 5.3 and 5.4. The drift in
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Figure 5.4: The average of the absolute values of the Stokes and anti-Stokes magnon
peak frequencies from Figures 5.3a and 5.3b. The open symbols in between each
high pressure measurement were performed at 0 MPa to determine any drift in the
frequency over time.

the Stokes and anti-Stokes signals is noticeable from Figure 5.3, which show a drift

of approximately 0.045 GHz and 0.01 GHz for the Stokes and anti-Stokes signals,

respectively, over the course of approximately 12 hours. This drift could be due to

thermal expansion (or compression) of the mirror cavities, which could cause the

Stokes and anti-Stokes signals to both drift in the same direction of increasing or

decreasing frequency magnitude. In addition, there could also be a source of drift

that could cause the Stokes and anti-Stokes signals to drift in opposite directions,

as evidenced by the data in Figure 5.3. To account for this drift, the average of the

absolute values of the Stokes and anti-Stokes frequencies is plotted in Figure 5.4, with

an error calculated as
√
δf 2

S + δf 2
AS, where δfS and δfAS are the absolute errors in

the Stokes and anti-Stokes peak frequencies. This random error in the peak frequency

is approximately 0.01 GHz.

The shift in frequency with pressure is within the 0.01 GHz measurement un-

certainty, except at the highest pressures of 22.90 and 28.24 MPa. At these pressures,

the magnon frequency decreases by approximately 0.02 GHz compared to the other
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high pressure measurements and compared to the neighboring zero pressure measure-

ments. This frequency shift was found by An et al.66 to be less than 12% of the

total measured frequency shift under a laser heating power of 19.1 mW. Correcting

for this effect results in an even more pronounced non-equilibrium between magnons

and phonons measured in that work.

A similar measurement was performed for the phonon peak frequency shift as

a function of pressure. Because the phonon signal is about an order of magnitude

weaker than the magnon signal, the power incident on the pressure cell was increased

to 26 mW. To measure the phonon peak at approximately 63 GHz, the mirror spacing

was decreased to 1.4 mm, and the mirrors were scanned from−75 GHz to +75 GHz. In

order to improve the spectral resolution, 1024 channels were scanned in this frequency

range, corresponding to a spectral resolution of 0.15 GHz. The quarter-waveplate was

added so that only the scattered signal whose polarization had not been rotated by 90◦

was collected by the interferometer. Because this includes the inelastically scattered

light from phonons as well as the strong elastically scattered light reflected from the

sample, the sample was tilted inside the pressure cell at an angle of approximately

20◦ to decrease the contribution from the elastically scattered light.

To achieve a signal-to-noise ratio of approximately 2 to 1, one 20 minute scan

was performed at each pressure of 0, 13.8, 0, 27.6, and again 0 MPa. A constant

background Lorentzian function was fit to the Stokes and anti-Stokes data by taking

the best of six trial fits, and the average of the absolute values of the Stokes and anti-

Stokes frequencies, f̄ , were calculated. Representative spectra of the phonon peak at

approximately 63 GHz for the Stokes and anti-Stokes signals are shown in Figure 5.5.

To improve the random uncertainty in the measurement, this measurement sequence

was performed 13 times. The values of f̄ from all 13 data sets are shown in Figure

5.6a. By performing the 0, 13.8, 0, 27.6, 0 MPa measurement sequence 13 isolated

times, the overall time between measurements at different pressures was minimized.

This ensures that minimal drift in the mirror cavity spacing occurs between different

pressure points. While a shift in the mirror cavity spacing may occur between each
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Figure 5.5: Representative Brillouin light scattering spectra of phonons in YIG under
hydrostatic pressure. (a) Stokes and (b) anti-Stokes signal at 0 MPa, (c) Stokes and
(d) anti-Stokes signal at 13.8 MPa, (e) Stokes and (f) anti-Stokes signal at 27.6 MPa.
Red lines are Lorentzian fits to the raw data.
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Figure 5.6: (a) Average of the absolute values of the Stokes and anti-Stokes phonon
frequencies in YIG under hydrostatic pressure for 13 data sets. The open symbols are
measurements at zero gauge pressure. (b) The average frequency shift, 〈∆f̄〉, from
13.8 to 27.8 MPa calculated by taking the average of the 13 measurements shown in
(a).

of the 13 data sets, by only considering the change in frequency from zero gauge

pressure, this drift can be eliminated.

For each of the 13 data sets, the shift from zero gauge pressure at 13.8 and 27.6

MPa were calculated as ∆f̄ = f̄i−
f̄i−1(0MPa) + f̄i+1(0MPa)

2
, where fi corresponds

to f at 13.8 or 27.6 MPa, and fi−1(0MPa) and fi+1(0MPa) correspond to the zero

gauge pressure measurements on either side of fi. The averages of the ∆f̄i over

all 13 data sets, 〈∆f̄〉, are plotted in Figure 5.6b, with their values shifted so that

〈f̄〉(13.8MPa) = 0. The error in the frequency shift is determined from the Student’s

t-distribution error for the 13 sets of ∆f̄i. The phonon frequency is found to shift by

0.07 GHz when the pressure is changed by 13.8 MPa. However, this shift is within

the random uncertainty between 0.08− 0.13 GHz.
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5.2 Summary

A variable temperature and pressure µ-BLS system was built in order to in-

vestigate the transport and coupling of magnons and phonons in magnetic materials.

The hydrostatic pressure dependence of the magnon and phonon frequencies in YIG

were investigated to determine the influence of stress induced from localized laser

heating. After accounting for systematic drift in the measurements, the magnon fre-

quency was found to decrease by approximately 0.02 GHz at the highest pressures

of 22.90 and 28.24 MPa. This frequency shift was found to be less than 12% of the

total frequency shift measured by An et al.66 at the highest laser heating power of

19.1 mW. The results from this work provided important verification of the observed

non-equilibrium between the magnon and phonon populations under intense local

laser heating. In addition, the establishment of a pressure dependent BLS system

allows for further measurements of the effects of hydrostatic stress on the dispersion

of magnons and phonons, which can be important in other systems with large thermal

gradients or mechanically induced strain.

The variable temperature and pressure µ-BLS system developed in this work

is expected to provide a powerful method of probing phonon and magnon transport in

magnetic materials with complex magnon-phonon interactions and important appli-

cations for spincaloritonic devices. In particular, the combination of high sensitivity

resistance thermometry methods and the µ-BLS system provides a unique platform

for further measurements of the magnon and phonon populations in spin Seebeck and

spin Peltier based devices, and can provide additional insights into the spectral and

spatial properties of the non-equilibrium magnon and phonon distributions thought

to the drive these phenomena.
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Chapter 6

Conclusion

The intent of this work has been to address some of the fundamental ques-

tions about the interactions between heat, charge, and spin carriers in complex struc-

tured materials, and to understand how these interactions influence the functional

properties of materials. In particular, this work has investigated the applicability of

the Wiedemann-Franz law and the ratio of heat to charge transport in the conduct-

ing polymer poly(3,4-ethylenedioxythiophene) (PEDOT); the dynamics of low energy

phonons and high energy diffusons and their influence on the thermal conductivity

in higher manganese silicide (HMS) nanostructured samples; and the interactions

between heat and spin carriers in the magnetic insulator yttrium iron garnet (YIG).

An understanding of the underlying transport dynamics of these quasiparti-

cles requires sensitive measurement techniques for probing the carrier dispersions and

the transport properties, particularly for nanoscale samples. In this work, inelastic

neutron scattering (INS) and Brillouin light scattering (BLS) were used to investigate

the dispersion of phonons in HMS and the populations of magnons and phonons in

YIG bulk crystals. In addition, a variable temperature and pressure BLS system was

built for examining the influence of hydrostatic stress on the magnon and phonon

frequencies. In addition, microfabricated measurement platforms were further de-

veloped to measure all three thermoelectric properties of nanostructured HMS and

PEDOT samples along the same transport direction to high resolution with the use

of a differential thermal conductance measurement scheme. These experiments have

advanced thermal and thermoelectric transport measurements and techniques.

In this work, the Seebeck coefficient, electrical conductivity, and thermal con-

ductivity of PEDOT thin films measured along the same transport direction and on
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the same sample were reported. The thermal conductivity was found to increase with

electrical conductivity from a minimum of 0.5 W m−1 K−1, associated with the lat-

tice thermal conductivity for a low electrically conducting sample, to a maximum of

1.8 W m−1 K−1 for a sample with an electrical conductivity of 350 S/cm. Both the

total thermal conductivity and the electronic thermal conductivity of the thin films

were found to be significantly larger compared to previous 3ω measurements of PE-

DOT thin films on insulating substrates that required the deposition of a dielectric

and metal film on the sample. In addition, the Lorenz number was found to be greater

than that predicted by the Wiedemann-Franz law in the metallic limit. The larger

Lorenz number can be explained as a result of hopping conduction of charge carriers

through a heterogeneous matrix composed of metallic domains separated by insulating

barriers. A structure of this type can also explain the contradictory metallic Seebeck

coefficient and non-metallic electrical conductivity measured in these samples. In

addition, a bipolar contribution to the thermal conductivity can also contribute to a

larger Lorenz number than predicted based on single band transport. These results

are expected to motivate further fundamental studies of the complex heat transport

mechanisms in conducting polymer systems, which are often characterized by com-

plex heterogeneous structures, quasi-one-dimensional electrical transport, and glassy

phonon dynamics.

The thermoelectric properties of suspended higher manganese silicide nanorib-

bons were also measured along the same transport direction and were analyzed with

transmission electron microscopy. The thermal conductivities of nanoribbons with

thicknesses of 24 and 28 nm were found to be approximately 1.0 W m−1 K−1 at room

temperature, which is qualitatively consistent with the thermal conductivity predicted

from the phonon-diffuson model of thermal transport in bulk HMS nanocomposites

with a boundary scattering length scale of 10 nm. The Seebeck coefficient was found

to be comparable to bulk HMS, while the electrical conductivity was approximately

an order of magnitude lower. From a two band conduction model, the reduction

in the electrical conductivity was attributed to a reduced carrier mobility compared
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to bulk crystals, likely as a result of increased impurity scattering in the nanostruc-

tured samples, which can also explain a reduced phonon lifetime. The reduction in

the lattice thermal conductivity by a factor of two compared to bulk is important

for optimizing the thermoelectric efficiency of HMS, which is a low-cost, materially

abundant alternative to costly, toxic thermoelectric materials.

Lastly, a variable temperature and pressure micro-BLS system was developed

for probing the magnetic and vibrational excitations in both magnetic and non-

magnetic materials. The magnon and phonon spectra in the magnetic insulator YIG

were investigated with BLS under hydrostatic pressure to determine the influence of

strain on the magnon and phonon frequencies. After accounting for systematic drift

in the measurements, the magnon frequency was found to decrease by approximately

0.02 GHz at the highest pressures of 22.90 and 28.24 MPa.

Future measurements related to the work presented here can provide addi-

tional insights into the coupling of energy, charge and spin carriers in these materials.

For example, the heterogenous metallic and non-metallic structure of PEDOT and

other conducting polymers presents an interesting model system to study the spatial

dependence of the thermoelectric properties across crystalline domains. It is possible

that the electronic thermal conductivity could be suppressed or the Seebeck coefficient

could be improved by designing heterogenous PEDOT films in which charge carrier

filtering across grain boundaries could reduce the efficiency of energy transport by

the charge carriers, which in turn could also improve the Seebeck coefficient.

In addition, a number of fundamental questions still remain about the com-

plicated lattice dynamics in HMS. Namely, because of the enormous computational

expense of ab initio calculations of even the simplest HMS phase, it is not yet pos-

sible to determine details of the phonon dynamics in larger, disordered structures

with multiple HMS phases. The boundaries between HMS phases could provide an

important scattering mechanism that influences both the phonon and hole mobilities,

as well as provide an energy filtering effect that influences the Seebeck coefficient.

Finding the proper parameterized potentials for simulations of larger scale systems
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could be important. Such computational advances would also allow for further the-

oretical investigations to better understand whether high energy modes in HMS are

best characterized by diffuson or localized modes. Furthermore, while HMS has be-

come increasingly commercially viable with Re substituted nanocomposites, further

improvements in the thermoelectric efficiency could perhaps be achieved with nanos-

tructuring on the 10 nm scale, either through top-down or bottom-up synthesis of

bulk nanocomposites.

Finally, the emerging field of spincaloritronics provides a host of promising

research directions in understanding the interplay between heat and magnetic trans-

port at microscopic scales. Namely, the use of thermal spin pumping in spin based

logic and energy conversion devices and the design of material systems with large

magnon thermal conductivity, e.g. for use as a thermal switch, are still in their early

stages. Even within the specific subset of this field concerned with the spin Seebeck

effect, a number of unanswered questions remain about the long-range driving force

for spin injection in macroscale samples. Brillouin light scattering offers a powerful

non-contact tool for probing both phonon and magnon dynamics in these systems, to

high spectral, spatial, and even temporal resolution. In particular, the combination of

the high sensitivity resistance thermometry methods discussed in Chapter 2.1.1 and

the micro-Brillouin light scattering technique provides a very powerful measurement

platform for studying heat and spin interactions at the microscale. For example,

through microwave pumping, it has been demonstrated that a magnon condensate

can possibly be formed in YIG.207 However, the effects of this condensate on the ther-

mal conductivity and on the magnon transport have never been measured, but could

provide a fascinating model system for understanding magnon-phonon coupling in a

highly non-equilibrium regime. Future efforts in this direction could provide unique

solutions to energy conversion technologies and thermal management applications,

which is a timely and essential problem to the steadily increasing energy consump-

tion of electronic devices.
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