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ABSTRACT  

Author:  Michelle R. Tankimovich 

Title:  Big Data in the Oil and Gas Industry:  A Promising Courtship 

Supervising Professor:  Dr. Paul Bommer 

 

The energy industry remains one of the highest money-producing and investment 

industries in the world.  The United States’ own economic stability depends greatly on 

the stability of oil and gas prices.  Various factors affect the amount of money that will 

continue to be invested in producing oil.  A main disadvantage to the oil and gas 

industry is its lack of technological adaptation.  This weakens the industry because the 

surest measures are not currently being taken to produce oil in optimally efficient, safe, 

and cost-effective ways.  Big data has gained global recognition as an opportunity to 

gather large volumes of information in real-time and translate data sets into actionable 

insights.  In a low commodity price environment, saving time, reducing costs, and 

improving safety are crucial outcomes that can be realized using machine learning in oil 

and gas operations.  Big data provides the opportunity to use unsupervised learning.  

For example, with this approach, engineers can predict oil wells’ optimal barrels of 

production given the completion data in a specific area.  However, a caveat to utilizing 

big data in the oil and gas industry is that there simply is neither enough physical data 

nor data velocity in the industry to be properly referred to as “big data.”  Big data, as it 

develops, will nonetheless significantly change the energy business in the future, as it 

already has in various other industries. 
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INTRODUCTION 

The inspiration for this topic came from witnessing how the oil and gas industry 

lags behind in key areas of technological advancement as compared to other industries.  

The problem came into clear relief through direct experience at Houston’s Bazean 

Corporation, a firm that implements machine learning in delegating investment 

opportunities.  The lack of technological advancement refers to the gas and oil 

industry's failure to use the best software to analyze the value of wells in terms of 

predicting their production rates, their best completion practices, etc.  The better 

software uses big data through machine learning.  Granted, oil and gas has clearly done 

incredibly well for itself, and this thesis has no intention of discrediting that; rather, it 

tries to point a way toward helping such a large-capital industry become even more 

successful through improved efficiency. 

Thriving societies, as well as those striving to escape productive stagnancy, need 

sources of low-cost energy.  Low cost energy environments exist when the supply of 

energy is greater than the demand.  Adequate supply exists when sufficient quantities 

are found and can be made available for consumption in an economically viable 

way.  Finding and producing hydrocarbons, however, is physically challenging and 

economically risky.  In the process of overcoming these challenges and risks, the 

decisions related to oil and natural gas exploration, development, and production 

generate large amounts of data – data whose volume grows unimaginably quickly on a 

daily basis.  The industry needs new technologies and approaches to integrate and 

interpret this data to drive faster and more accurate decisions.  This will then lead to 

safely finding new resources, increasing recovery rates, and reducing environmental 

impacts. 
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This thesis explores big data and its impact on various industries in which it 

already has been developed (e.g. banking, retail, manufacturing, government agencies).  

Such background can help reveal what big data is, how it works, and the extent to 

which it is adaptable to – if not indispensable to – the oil and gas industry.  This thesis, 

then, offers a generic version of big data application to oil and gas using a self-designed 

coding example (there are so many different coding languages and packages within the 

industry that, without this thesis-specific example, this section could continue 

indefinitely).  Some of the limitations, challenges, and benefits of this coding example, 

will be presented.  The thesis concludes speculating about why big data has only 

recently garnered serious attention and implementation in oil and gas, while so many 

other industries have used it already for quite some time.  The main conclusion is that 

big data and the oil and gas industry are in a necessary courtship that has the potential 

to blossom into a long and productive marriage. 
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BACKGROUND 

What is Big Data?  

Big data is a term that describes extremely large volumes of data that are 

analyzed computationally to expose trends, patterns, and associations.  The concept is 

continually evolving and being continually re-envisioned.  Big data is the driving force 

behind ongoing waves of digital transformation, such as artificial intelligence and data 

science (Marr, n.d. -a).  The amount of data one has is important, as more data leads to 

more understanding of the entire mechanism at hand.  However, the important 

takeaway of big data is what organizations do with the data, as analyzed data provides 

insights that lead to better tactical decisions and strategic business moves (Big data, 

n.d.).   

Big data needs to be evaluated with five main components in mind – volume, 

velocity, variety, variability, and complexity.  Volume of data signifies the quantity of 

data or the size of the data set.  Velocity of data is the speed at which the data is 

retrieved and streamed.  Variety of data refers to receiving structured, numeric data in 

traditional databases all the way to unstructured documents, videos, audio, etc.  

Variability of data is the ability to manage inconsistent data flows, which increase in 

inconsistency with higher velocity levels and more data varieties, structured and 

unstructured.  Complexity of data denotes the multiple sources from which data 

originates and the difficulties in linking, matching, cleaning, and transforming data 

across different systems in order to connect and correlate relationships between the 

multiple sources (Big data, n.d.). 

Due mainly to the rise of computers, the Internet, other electronic networks, and 

thus the overall collected data, big data agglomerates quickly, increasing data volume 
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and complexity at an obscenely high rate.  It is important to note that data, in itself, is 

not a new invention because even before computers, people were collecting data in 

records, archives, etc.  The important takeaway though is that computers, spreadsheets, 

and databases, gave a way to store and organize data on a massive scale and in an 

easily accessible manner (Marr, n.d. -a).   

Technology is now well beyond spreadsheets and databases.  For example, 

“today, every two days we create as much data as we did from the beginning of time 

until 2000” (Marr, n.d. -a).  Almost every action taken leaves a digital trail.  A digital 

footprint is left with almost every action that everyone performs, as most actions 

nowadays require a digital aspect to them.  In addition, the amount of machine-

generated data is rapidly growing too, in terms of simply “smart” home devices 

communicating to home servers and all the way to industrial machinery sensors 

gathering and transmitting data (Marr, n.d. -a).   

How Does Big Data Work? 

In order for big data to work properly, it continually relies on more information 

about everything and anything.  Big data processes have an infinite appetite, but 

instead of getting fat, big data becomes leaner.  With more data, more reliability and 

accuracy come with new insights, predictions, and projections for the future.  “By 

comparing more data points, relationships begin to emerge that were previously 

hidden,” and these relationships enable businesses to make smarter decisions (Marr, 

n.d. -a).  This is done mainly through building models, based on the collected data, and 

then running simulations.  The data points can be tweaked each time and then 

monitored to see how those changes impacts the results.  This is an automated process.  

Analytics technology runs millions of these simulations, tweaking all the possible 
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variables until it finds a pattern, or an insight, that helps solve the problem (Marr, n.d. -

a).   

The sources for big data generally fall into one of three categories:  streaming 

data, social media data, or publicly available sources.  Streaming data consists of data 

that reaches IT systems from a web of connected devices.  Social media data includes 

the data on social interactions.  This is an attractive set of material, particularly for 

marketing, sales, and support functions.  It is often in unstructured or semi structured 

forms, which creates a challenge to analysis.  Publicly available sources include the data 

available from open data sources (Big data, n.d.).   

Advances in storage and analytics allow companies to capture, store, and work 

with many different types of data sets, not just ones that come in perfectly organized 

spread sheets or databases.  In order to clean, or to make sense of unorganized data, big 

data projects use cutting-edge analytics, involving artificial intelligence and machine 

learning (Marr, n.d. -a).   

Artificial Intelligence (AI) is “‘the field of computer science dedicated to solving 

cognitive problems commonly associated with human intelligence, such as learning, 

problem solving, and pattern recognition’” (Marr, 2018).  Machine learning is the 

leading edge of AI.  Most simply, it is about teaching computers to learn in the same 

manner humans do, by interpreting data, classifying it, and learning from its successes 

and failures.  The foundation of machine learning is building algorithms around the 

binary “yes” and “no” logic of computers that are capable of basically processing data 

to the level of the human mind.  Moving on from this basic foundation, businesses 

really capitalize on machine learning when they practice “deep learning.”  Deep 

learning is derived from “‘deep’ neural nets” which are many layers of multiple 
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networks built on top of each other, “passing information down through a tangled web 

of algorithms to enable a more complex simulation of human learning” (Marr, n.d. -b).   

By implementing AI, companies teach computers how to identify what a 

particular set of data represents – for example, through either image recognition or 

natural language processing.  Computers quickly learn to spot patterns much faster and 

more reliable than humans (Marr, n.d. -a).  Thus, using AI with an incredibly large 

amount of data, allows different sectors, like businesses, governments, health care 

providers, to implement big data.  Big data then creates tremendous amounts of 

knowledge to be used towards running operations more efficiently and creating 

decisions through predictions.  
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THE IMPORTANCE OF BIG DATA 

The main important aspect of big data is not necessarily the volume of the data, 

but what actions can be performed on the data and then the gained conclusions.  Big 

data answers problems that find solutions to cost reductions, time reductions, new 

product development and optimized offerings, and smart decision making (Big data, 

n.d.). 

At an unprecedented rate, data is changing so many aspects of the world and 

thus affect the way people live in it.  The amount of data available only increases and 

analytics technology will only advance.  “For businesses, the ability to leverage Big Data 

is only becoming increasingly critical” and those that view data as a strategic asset are 

the ones that will survive and thrive, but those that ignore the big data phenomena will 

risk their ability to succeed (Marr, n.d. -a).   

Big data affects organizations in almost every industry, such as banking, 

education, government, health care, manufacturing, and retail.  Each of these can 

benefit greatly through the use of big data.  In banking, big data brings insights into 

customer care, innovative ways to manage data, minimizing risk and fraud. Big data in 

education can lead educators to identify at-risk students and to implement better 

systems to evaluate teachers.  When government agencies apply big data analytics, 

insights arise into “managing utilities, running agencies, dealing with traffic congestion 

or preventing crime” (Big data, n.d.).  However, governments must address the issues 

of transparency and privacy to its citizens.  With big data, health care providers can 

discover unknown discernments that will improve patient care.  Manufacturers can 

boost quality and output while minimizing waste.  Retailers can find out the best way 
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to market to customers, the most effective way to handle transactions, and the most 

strategic way to bring back lapsed business” (Big data, n.d.).   

An example of the benefit of big data is the case study of UPS.  UPS stores a large 

amount of data, much of which comes from sensors in its vehicles.  When this data was 

analyzed, a major redesign of UPS drivers' route structures occurred.  The initiative was 

called ORION (On-Road Integration Optimization and Navigation).  ORION was 

arguably the world's largest operations research project and it relied heavily on online 

map data to reconfigure a driver's pickups and drop-offs in real time.  The project led to 

savings of more than 8.4 million gallons of fuel by cutting 85 million miles off of the 

daily routes.  UPS estimates that saving only one daily mile per driver saves the 

company $30 million.  This is just one of the many substantial solutions from big data 

(Big data, n.d.).  

Amazon builds many of its business on machine-learning systems.  Machine 

learning is so important to Amazon, they stated, “‘without ML, Amazon.com couldn’t 

grow its business, improve its customer experience and selection, and optimize its 

logistic speed and quality’” (Marr, 2018).   

Based on Bernard Marr’s research, machine and deep learning are the priority for 

Google AI and its tools to “‘create smarter, more useful technology and help as many 

people as possible’” from translations to healthcare to making smartphones even 

smarter (2018).  Facebook AI is committed to “‘advancing the file of machine 

intelligence and are creating new technologies to give people better ways to 

communicate’” (Marr, 2018).  IBM’s three areas of focus include AI Engineering, AI 

Tech, and AI Science.  AI Engineering builds scalable AI models and tools.  AI Tech 

creates the core capabilities of AI, such as natural language processing, speech and 

image recognition and reasoning.  AI Science focuses on expanding the frontiers of AI.   
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In 2016, several industry leaders including Amazon, Apple, DeepMind, Google, 

IBM, and Microsoft joined together to create Partnership on AI to Benefit People and 

Society in order to develop and share the best practices, to advance public 

understanding, to provide an open platform for discussion, and to identify aspirational 

effort in AI for socially beneficial purposes (Marr, 2018).    

According to Marr, those who work with AI, make it a priority to define the field 

for the problems it will solve and the benefits the technology can have for society.  The 

main objective is no longer to achieve AI that operates just like a human brain, but to 

use AI’s unique capabilities to enhance the world (2018).  

Big Data is revolutionizing the world across almost every industry to various 

degrees.  Efficiency levels of companies’ operations are drastically increased.  In 

addition, “companies can now accurately predict what specific segments of customers 

will want to buy, and when, to an incredibly accurate degree” (Marr, n.d. -a).  Even 

outside of business, big data projects help change the world in a number of ways, such 

as in the healthcare, weather, and crime sectors, to name just a few.  

In the healthcare industry, data-driven medicine involves analyzing vast 

numbers of medical records and images for patterns that can help spot diseases early 

and develop new medicines.  In the weather sector, big data projects lead to predicting 

and responding to natural and man-made disasters.  Sensor data is analyzed to predict 

where earthquakes are likely to strike next.  In addition, analyzing patterns of human 

behavior, give clues that help organizations give relief to the survivors.  Big data can 

also help prevent crime as “police forces are increasingly adopting data-driven 

strategies based on their own intelligence and public data sets in order to deploy 

resources more efficiently and act as a deterrent where one is needed” (Marr, n.d. -a).  



 14 

On a much larger scale, people use big data technology to monitor and safeguard the 

flow of refugees away from war zones around the world. 
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BIG DATA WITHIN THE OIL AND GAS INDUSTRY  

Big Data’s Potential 

For decades now, the oil and gas industry has been gathering data and 

automating its systems.  Combining the institutional knowledge of the energy domain 

and the data collected from equipment and well fields, analytics, AI, machine learning –

and, therefore, big data – helps industries to formulate solutions in a structured setting.  

In addition, using big data, businesses increase efficiency levels, which then improves 

productivity levels and reduces unplanned problems (Gruss, 2018).   

Big data in the energy domain was only adopted recently, unlike other 

industries.  Within energy analytics, only small-scale data analysis was the initial step.  

This could only compare “individual or a small number of equipment in a production 

line or refinery at a time” (Gruss, 2018).  Nowadays, the process needs to be scaled 

across the globe.  This is a challenge, yet also an opportunity at the same time.  If it is 

globally scaled, companies could “analyze turbines across all their units at one go and 

normalize operations based on different factors like weather, operating conditions, or 

production medium (oil, water, and gas)” (Gruss, 2018). 

According to Dr. Alec Gruss and Robert Skiebe, both project directors at the 

renowned Siemens Power and Gas, the following is an example of implementation of 

big data in the energy industry: 

Siemens has been doing vibration analysis to detect equipment faults and 
downtime as a component of their condition monitoring and predictive 
maintenance offerings for close to two decades now.  Thus the company 
has the pre-requisite to understand what an enterprise needs to do in 
terms of its data collection and processing to make the energy equipment 
data available at a large scale, much more efficiently to conduct in-depth 
analytics. (2018). 
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Businesses are forced to examine their energy usage, as energy prices are 

expected to remain elevated.  They do this with the intention of cutting costs to stay 

competitive and / or generate value from on-site energy assets.  ERM Business Energy 

is the second largest commercial and industrial energy retailer in the country and 

delivers tailored solutions across a range of businesses and sectors, such as state and 

federal government agencies and some of the country’s largest businesses.  According 

to ERM Business Energy, the most cost-effective way to decrease costs is to use data 

analytics in order to manage energy costs with an end-to-end solution.  This solution 

can fund itself in a short period of time, the upside for a business.   

According to ERM’s executive general manager Megan Houghton says:  

In developing the best integrated solution for a business, data is 
king. Any solution should start with a full and transparent energy 
audit so businesses can understand how they’re using energy,  
identify areas of energy waste and which areas can be targeted for 
savings. (Using energy, 2017). 
 

This audit provides an entire analysis of how a business is using energy – where 

the biggest spends are and how buildings, plants, and equipment are consuming 

energy.  This allows evidence-based decisions and then prioritization of energy 

efficiency actions.  Houghton stresses the importance of undertaking energy initiatives 

in the right order.  This ensures the best solution and the best use of capital.  Data 

analytics play an increasingly important role in energy management.  Data analytics not 

only identifies the problem, but aides in designing the best value solution and 

monitoring the outcome (Using energy, 2017).   

According to ERM’s digital innovation and advisory lead Peter Tickler, 

“investing in big data and analytics makes your energy productivity decisions more 
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accurate, targeted and prioritized” (Big data, 2018).  Big data allows for predictive 

models that determine future outcomes.  These highly sophisticated data models come 

from data scientists overlaying millions of data points, originating from varied data 

sets.  These rich and accurate data models are used to make informed and evidenced-

backed investment decisions.  Big data is leading to more automation in terms of the 

energy industry’s consumption and management, thus creating informed energy 

productivity decisions for both now and into the future.  Big data is at the heart of 

innovation for the industry (Big data, 2018). 

One of the primary assets of successful, thriving societies is a low-cost energy 

source.  Low cost environments exist when the supply is greater than the demand.  

Supply exists when sufficient quantities are found, so producing oil and gas is 

economically viable.  The processes and decisions related to oil and natural gas 

exploration, development, and production generate large amounts of data and the data 

volume grows daily.  Finding and producing hydrocarbons is challenging and 

economically risky.  The industry needs new technologies and approaches to integrate 

and interpret this data to drive faster and more accurate decisions.  This will then lead 

to safely finding new resources, increasing recovery rates, and reducing environmental 

impacts (Farris, 2012).  

This data creates models and images of Earth’s structure and layers 5,000-35,000 

feet below the surface.  In addition, the models describe activities around the wells 

themselves, such as machinery performance, oil flow rates, and pressures.  With 

approximately one million wells currently producing oil and /or gas in the United 

States alone, this dataset is growing daily (Farris, 2012). 
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Adam Farris is the senior vice president of business development for the 

company Drillinginfo.  Drillinginfo is a leading data and intelligence provider of 

upstream data for oil and gas decisions.  According to Farris, the need for big data 

analysis and its potential for reward are great.  More than 20,000 companies are 

associated with the oil business.  Almost all of them need data analytics and integrated 

technology throughout the oil and gas lifecycle.  The next decade must focus on ways to 

use all of the data the industry generates in order to automate simple decisions and 

guide harder ones.  This all would ultimately reduce risk and result in finding and 

producing more oil and gas with less environmental impact (2012).   

However, finding and developing oil and gas while also reducing safety risk and 

environmental impact is a difficult task.  The main three big oil and gas industry 

problems that consume money and produce data are discovery, drilling, and producing 

oil and gas.  The layers of hydrocarbon-bearing rock are deep below the Earth’s surface 

and most hydrocarbons are locked in hard-to-reach places, such as in deep water or 

areas with difficult geopolitics.  Oil is stored in the tiny pores between the grains of 

rock, and much of the oil-containing rock oil is extremely tight.  Further, oil is found in 

areas that have structurally trapped the oil and gas, and, without a structural trap, oil 

and gas can migrate throughout the rock, resulting in lower pressures and uneconomic 

deposits.  In addition, each reservoir has its own unique recipe to get the most quantity 

out of the ground profitably and safely.  The path to optimizing production is 

dependent on the type of rock and structure of the reservoir.  These decisions depend 

heavily on models made by the foundation of available data (Farris, 2012).   

According to Farris, “analytical approaches that impact the success rate of 

finding or reducing the cost to develop and produce oil and gas can make energy more 

affordable, safer and environmentally conscious” (2012).  Data science will help the oil 
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and gas industry learn more about each subsystem and create more accuracy and 

confidence in every decision, ultimately reducing risk.  Advanced predictive methods 

with self-learning capabilities to use new and previously unknown or unavailable data 

will truly be the breakthrough technology that provides better insight into process and 

asset dynamics.  In addition, the oil and gas industry has to manage risks on many 

fronts, and the assets employed are expensive and capital intensive.   Any systems 

supporting the industry must be highly reliable, responsive and secure.  In addition, 

many of the assets are geographically widely dispersed.  Taking all of these 

considerations in mind, the computational resources needed to support this industry 

reveal to have greater demands than typical commercial computing platforms.  Big data 

analytics is the answer to these demands (Miklovic, 2017).  

While the use of big data is still in its infancy, as far as the oil and gas industry is 

concerned, there are still some possible near-term big data analytical solutions.  One of 

them is the integration over a wide variety of large data volumes.  This allows finding 

additional hydrocarbons, and identifying the data and the best-known technologies to 

produce it.  Another solution is to make daily operational data relevant, in order to 

reduce operating costs, improve recovery rates, and decrease environmental concerns.  

Another near-term solution is increasing the quality of decision management.  This 

takes into account everything that is known and quickly identifies if or how to proceed.  

As oil and gas companies awake to the potential of analytics, many jobs will be created 

for data scientists, opening a portal for new applications and ideas to enter the industry 

(Farris, 2012).   

Ways to Process Big Data 

Effective data-driven science and computation requires an understanding of how 

data is stored and manipulated.  There are countless coding languages, packages, 
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libraries that can be used on big data.  The following sections provide only a generic 

glimpse into a few ways the oil and gas industry implements big data.   

The following includes some basic definitions of different aspects within the 

coding language Python.  At the basic level is a module, which is a file that contains 

Python functions and global variables.  It is a file that defines one or more functions / 

classes, which are intended to be re-used in different codes of the program.  At the next 

level is a package, which is a directory of Python modules.  The next level is a library, 

which is a collection of various packages.  There is no conceptual difference between a 

package and Python library.   

Datasets are heterogeneous, as they can come from a wide range of sources and a 

wide range of formats, including collections of documents, collections of images, 

collections of sound clips, collections of numerical measurements, or nearly anything 

else. Despite these varied forms, data should be thought of as arrays of numbers.  

Images, sound clips, text, etc. can all be converted into various numerical 

representations, such as binary digits.  The first step in making data analyzable is to 

transform the data into arrays of numbers.  Because of this, efficient storage and 

manipulation of numerical arrays is absolutely fundamental to the process of doing 

data science. Python’s specialized tools for handling such numerical arrays are the 

NumPy package and the Pandas package (VanderPlas, 2016c).    

Within Python, there are different packages that provide different applications 

and manipulation techniques for data stored within them.  One example is NumPy and 

its specific “ndarray” function, which provides efficient storage and manipulation of 

dense typed arrays.  Numerical Python (NumPy) provides an efficient interface to store 

and operate on dense data buffers, including useful storage and data operations as the 

arrays grow larger in size.  NumPy arrays form the core of nearly the entire ecosystem 
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of data science tools in Python (VanderPlas, 2016c).  Another type of library within 

Python is Pandas.  Pandas is a newer package whose data structures allow an efficient 

implementation of a “DataFrame.”  DataFrames are essentially multidimensional arrays 

with attached row and column labels, and are often with heterogeneous types of data 

and / or missing data.  Pandas offers a convenient storage interface for labeled data and 

implements a number of powerful data operations, familiar to users of both database 

frameworks and spreadsheet programs (VanderPlas, 2016a).  

NumPy's “ndarray” data structure provides essential features for the type of 

clean, well-organized data typically seen in numerical computing tasks.  While it serves 

this purpose very well, it lacks capability in flexibility within the data (e.g., attaching 

labels to data, working with missing data, etc.) and with analyzing less structured data.  

In the real-world data is rarely clean and homogeneous.  In particular, many interesting 

datasets will have some amount of data missing.  To make matters even more 

complicated, different data sources may indicate missing data in different ways.  

Pandas, and its “Series” and “DataFrame” objects, builds on the NumPy array structure 

and provides efficient access to tasks that occupy much of a data scientist's time 

(VanderPlas, 2016a).   

At the very basic level, Pandas objects can be thought of as enhanced versions of 

NumPy structured arrays in which the rows and columns are identified with labels 

rather than simple integer indices.  Pandas provides a host of useful tools, methods, and 

functionality on top of the basic data structures.  Keeping the context of data and 

combining data from different sources – both potentially error-prone tasks with raw 

NumPy array – become essentially foolproof tasks with Pandas.  The three fundamental 

Pandas data structures are the “Series,” the “DataFrame,” and the “Index” (VanderPlas, 

2016b). 



 22 

Machine learning is the primary means by which data science manifests itself in 

the broader world.  It is where these computational and algorithmic skills of data 

science meet the statistical thinking of data science.  The result is a collection of 

approaches to inference and data exploration that are not about effective theory so 

much as effective computation.  While these machine learning methods can be 

incredibly powerful, to be effective they must be approached with a firm understanding 

of the strengths and weaknesses of each method, as well as an understanding of general 

concepts such as bias and variance, overfitting and underfitting, and more (VanderPlas, 

2016d).  

Machine Learning is a means of building mathematical models to help 

understand data.  Once these models have been fit to previously seen data, they can be 

used to predict and understand aspects of newly observed data.  In this way, the 

program can be considered to be learning from the data.  This type of mathematical, 

model-based learning is similar to the learning exhibited by the human brain 

(VanderPlas, 2016e).  

At the most fundamental level, machine learning can be categorized into two 

main types:  supervised learning and unsupervised learning.  Supervised learning 

involves modeling the relationship between measured features of data and some label 

associated with the data; once this model is determined, it can be used to apply labels to 

new, unknown data.  This is further subdivided into classification tasks 

and regression tasks.  In classification, the labels are discrete categories, while in 

regression, the labels are continuous quantities.  Unsupervised learning involves 

modeling the features of a dataset without reference to any label and is often described 

as “letting the dataset speak for itself.”  These models include tasks such 

as clustering and dimensionality reduction.  Clustering algorithms identify distinct 



 23 

groups of data, while dimensionality reduction algorithms search for more succinct 

representations of the data.  In addition, there are semi-supervised learning methods, 

which fall somewhere between supervised learning and unsupervised learning. Semi-

supervised learning methods are often useful only when incomplete labels are available 

(VanderPlas, 2016e).   

There are several Python libraries which provide solid implementations of a 

range of machine learning algorithms.  One of the best known is Scikit-Learn, a package 

providing efficient versions of a large number of common algorithms (VanderPlas, 

2016e).   

The following is a supervised learning example of a regression task, in which the 

labels are continuous quantities.  With supervised learning, we are trying to build a 

model that will predict labels for new data.  Consider the data shown in the following 

figure, which consists of a set of points each with a continuous label: 

 

Figure 1. Initial 2D Data (VanderPlas, 2016f) 
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According to Dr. VanderPlas, this is two-dimensional data, that is, there are two 

features describing each data point.  The color of each point represents the continuous 

label for that point.  A simple linear regression model is used to predict the points, 

assuming that if treating the label as a third spatial dimension, then a plane can be fitted 

to the data.  This is a higher-level generalization of the well-known problem of fitting a 

line to data with two coordinates (2016e).  This setup is shown in the following figure: 

 

Figure 2. Data Seen with Added Third Spatial Dimension (VanderPlas, 2016f) 

 

The feature 1—feature 2 plane here is the same as the two-dimensional plot seen 

in the first image.  However, here the labels are represented by both color and a three-

dimensional axis position.  From this view, it seems reasonable that fitting a plane 

through this three-dimensional data would allow to predict the expected label for any 

set of input parameters (VanderPlas, 2016e).  Returning to the two-dimensional 

projection, when fitting such a plane, this is the result:  
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Figure 3. Fitting Plane to 2D Projection (VanderPlas, 2016f) 

 

This plane of fit helps to predict labels for new points.  An example of this:   

 

 

Figure 4. Prediction for New Points (VanderPlas, 2016f) 



 26 

This may seem rather trivial in a low number of dimensions; however, the power 

of these methods is that they can be straightforwardly applied and evaluated in the case 

of data with many features (VanderPlas, 2016e).  

According to Dr. VanderPlas, unsupervised learning involves models that 

describe data without reference to any known labels.  Within it, one common case is 

clustering, where data is automatically assigned to some number of discrete groups 

(2016e). For example, here is some two-dimensional data: 

 

Figure 5. Initial 2D Data (VanderPlas, 2016f) 

 

By eye, it is clear that each of these points is part of a distinct group.  Given this 

input, a clustering model will use the intrinsic structure of the data to determine which 

points are related (VanderPlas, 2016e).  Using a very fast and intuitive algorithm (k-

means), the found clusters are shown:   
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Figure 6. Clustered Data (VanderPlas, 2016f) 

 

The k-means algorithm fits a model consisting of k cluster centers.  The optimal 

centers are assumed to be those that minimize the distance of each point from its 

assigned center. This might seem like another trivial exercise in two dimensions, but as 

data becomes larger and more complex, such clustering algorithms can be employed to 

extract useful information from the dataset (VanderPlas, 2016e).  

These were just a couple of broad examples to give an initial background to the 

practice of machine learning.  The next section shows my own example, where I 

personally implemented supervised learning with my own code.  

A Personal Case Using Supervised Learning 

The following shows a case where supervised learning was implemented.  The 

goal was to show the high level of accuracy for predictions of wells’ oil production, 

based off of machine learning through linear regression.    
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Bazean provided an excel sheet of fifty wells in New Mexico within the Permian 

basin.  This excel file contained fifty rows of each well and then about sixty columns of 

information ranging from production of oil in barrels, completion values, fracture 

concentrations, fracture proppants, number of producing days, permit dates, operator 

names, etc.  The following paragraph includes the steps which were taken to produce a 

graph that shows the accuracy of predicted values.  This is just a generic explanation of 

some of the code, not all the steps of the code are thoroughly explained.  As noted in the 

introduction, had all of the codes been addressed, this section would become 

convoluted and take away from the meaning of the produced graph and objective of 

this code, in my opinion.  

The first step was to run this excel file into Python, through Jupyter Notebook.  

Jupyter Notebook is an open-source web application that allows the creating and 

sharing of documents that contain live code, equations, visualizations and narrative 

text.  Some examples of use include:  data cleaning and transformation, numerical 

simulation, statistical modeling, data visualization, machine learning, and much more 

(Jupyter, 2018).  The next step was to convert all text labels into binary data, to fill 

missing data in any cells with “not a number” (NaN), and then input the NaNs with the 

specific column’s average value.  This was all done with “DataFrameMapper,” it allows 

for mapping pandas data frame columns into different transformations, to put it in a 

very simple manner.  Not enough information about that data was given to determine a 

better or more suitable approach other than to replace missing data with average 

values.  This can be seen in Figure 7.   
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Figure 7. First Half of the Code 

 

The X variable represents all of the actual completion data from all of the 

columns (except the oil production column) for all fifty wells.  The y variable represents 

all of the actual oil production data from all fifty wells.  The Xtrain and ytrain data is 

actual completion and actual production data, respectively, that is used to train the 

model.  This is done so the model will then in turn test the actual held-out values of the 

wells’ actual completion and actual production, Xtest and ytest.  The models are 

programmed to hold out about twenty percent of the data.  This is customizable, if the 

data scientist wants to change the percentage.  This is all setup in “train_test_split.”  The 

X data is then used to base off the predictions for the y_all values.  Another way to put 
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it is that the line of code “y_all = model.predict(X)” runs the actual completion data, X, 

through Python in order to produce the predicted production values (y_all), based off 

the trained model.  The trained model was created by the original actual X completion 

data and the original actual y production data.  Then, this is once again performed, but 

now to the Xtest data, or the held-out completion data set, and that is used to predict 

what the new production values should be, y_holdout.  It should be noted that 

y_holdout is different from ytest, as ytest is the actual held out production data, while 

y_holdout is the predicted production values based off the real held-out completion 

data, Xtest.  This can be seen in Figure 8.  The next paragraph summarizes the meaning 

of the graph produced below.   

 

Figure 8. Second Half of the Code 
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After this, the code created a plot that combines both data sets of y_all (y-axis) 

versus y (x-axis) and y_holdout (y-axis) versus ytest (x-axis).  In addition, a straight line 

with a slope of one was created to show how well the model predicted and fit the data.  

y_all versus y is the predicted production data based off all of the actual completion 

data versus the original actual production data.  In theory, this should all on the straight 

line, as there is no new information, it is just testing the model’s ability to fit the data.  It 

is simply running all of the original data through Python based off of the model that 

was trained by the original data.  y_holdout versus ytest is the new production values 

based off the held-out completion data versus the actual production values that were 

held out.  The blue data points represent “All” of the data points, showing how well the 

model fit all of the actual production values, after running through the trained model.  

The red data points represent the “Holdout” data, showing how well the mode fit the 

new predicted production values based off the held-out data, after running through the 

trained model.  In both cases, it is just different versions of the production values being 

graphed against each other.  Ideally all of it would be on that straight line with a slope 

of one, as they would all ideally have a one to one, perfect ratio against the other.  This 

is seen in Figure 9.    
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Figure 9. How Well the Model Predicts Data 

 

The graph overall apparently shows all of the blue data points perfectly on the 

line and a lot of the red data points either on the line or very close to the line.  This leads 

to the reasonable conclusion that Python trained the model very well and the predicted 

values are pretty close estimates to what real-life wells would produce.  Therefore, the 

conclusion can be made that machine learning is a fast and an effective measure of 

predictions that can lend an extremely useful hand in predicting future oil wells’ 

optimal barrels of production, given the completion and production data of previous 

wells in a specific area.   

It should be noted that the number of fifty wells is not nearly enough data, not 

even three hundred is.  Some amount – nearer thousands of wells – offers a much better 

data set.  This plot would be more accurate if there were more wells included in this 

data set, as well as, if there was more information as how to handle the NaN values.  
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Most of the time, both of the above caveats are accounted for in real life machine 

learning situations in the oil and gas industry.  However, the objective of this was to 

show just a very simple and generic version of the utility and potential behind this 

technology, greatly impacting large data sets, predicting new information, and exposing 

trends.   

Challenges & Considerations 

For decades now, the oil and gas industry has been gathering data and 

automating its systems.  However, big data in the energy domain was only adopted 

recently, unlike other industries.  Another caveat is that there simply is neither enough 

physical data nor velocity of data in this industry to be deemed necessarily as “big 

data.”  In addition, simple resistance to cultural change from industry leaders could 

hold this industry back.  Another main concern is data security and the possibility of 

someone accessing private and sensitive data.  

Dr. Gruss and Robert Skiebe agree that “the foremost challenge that most 

companies face is to gather actionable data” (2018).  Quite a bit of data has only been 

gathered on an “‘as-needed basis’” (Gruss, 2018).  Due to this, only small amounts of 

information are available sometimes, which causes the collected data to be uncorrelated 

and non-actionable.  This then results in a potential time-consuming and manual data 

collection analysis, which could prevent in solving time-sensitive issues (Gruss, 2018).  

The main challenge is to gather data, bring it into a single platform where it can 

be analyzed and value generated, all in a short amount of time.  Currently, if a company 

needs to solve an operational problem, they typically spend weeks or months to collect 

and aggregate the necessary data.  The amount of time depends on the scope of the 

problem.    
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The other concerns are data security, data silos, and data discrimination.  There is 

a great fear in companies accessing sensitive data.  This data can range from learning 

too much about people’s healthcare or income levels to learning about a business’s 

future plans that would affect stock prices.  Increasingly, people are asked to strike a 

balance between the amount of personal data that they divulge and the convenience 

that big data-powered apps and services offer (Marr, n.d. -a).  Then once the data is 

divulged, the issue of entrusting the company, employees, or whoever, with that data 

becomes necessary.     

The concept of data silos refers to data that comes from a separate database or set 

of data files that are not part of an organization's enterprise-wide data administration.  

Once a large volume of data is attained, it is difficult to clean it from the unnecessary 

information, and then merge it with the company’s standard database, as it will come in 

a different format.  Over the years, industries have come up with more solutions on 

how to solve cybersecurity problems and the methods to collect the right data and make 

it available to be analyzed in a timely manner.  However, updating improvements in 

these solutions is a necessity to move towards enhanced future technology. 

Once the data is collected and now many things are known, is it acceptable to 

discriminate against people based on this data?  Banks already use credit scoring to 

decide who can borrow money and insurance also is heavily data-driven.  As the use of 

big data increase, more data, people, companies, etc. will be analyzed and assessed in 

greater detail.  Care must be taken such that this is not done in a way that contributes to 

making life more difficult for those who already have fewer resources and access to 

information (Marr, n.d. -a).  

Facing up to these challenges is an important part of big data and must be 

addressed by the organizations that want to take advantage of big data.  According to 
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Bernard Marr, “failure to do so can leave businesses vulnerable, not just in terms of 

their reputation, but also legally and financially” (n.d. -a).   

Companies need to continuously allocate instructional skills and expertise 

throughout the organization in a cohesive, cost-effective manner.  They need to discover 

unknown interactions and influences.  According to Gruss and Skiebe, “traditionally, 

companies would hire subject matter experts (SMEs) across all their facilities around the 

globe and deploy them to maintain a full coverage of skilled support” (2018).  However, 

this process is an expensive proposition. 

Companies need to understand the end goal.  Technology should always serve 

the business requirements.  If company leaders integrate a solution without a well-

thought-through strategy, they will leave little impacts on the productivity or growth of 

the organization, and potentially set progress back indefinitely.  According to Gruss 

and Skiebe “simply gathering, analyzing, and visualizing data without empowering the 

enterprise to effectively change its operations on the basis of that data marginalizes the 

digitalization value proposition” (2018).  There needs to be a willingness to adapt and 

welcome change within an enterprise’s culture and processes.  The business model that 

should lead and the technology should follow.  Therefore, company leaders should 

employ a strategic approach, not an opportunistic approach.  When implemented 

correctly, digitalization is such a powerful tool that can truly transform a business, 

causing it to be more aggressive amongst its competitors.   

Another caveat to utilizing big data in the oil and gas industry is that there 

simply is neither enough physical data nor velocity of data in this industry to be 

deemed necessarily as “big data.”  Even though about a million well produce oil and / 

or gas in the United States today, that is nowhere near the number of people that use 

Facebook.  About fifty-eight percent of adult Americans use it (Weise, 2015).  There are 
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approximately 325 million in the United States, making about one hundred and ninety 

million adults on Facebook.  This does not even include all of the people below the age 

of eighteen, who use Facebook.  Compared to just one million wells, Facebook has one 

hundred and ninety times information than the oil and gas industry.  However, it is 

important to remember that it is not only about how much data that a company, 

industry, person has, but what any of those do with the data is far more important.  Yes, 

the oil and gas industry does not have nearly the data that Facebook and Google have 

access to, but that is not to say the energy industry’s data is not important nor useful.  

Their data is still very applicable.  This caveat is more so a warning to be mindful with 

the term “big data” in regard to the accessible volume of data in this industry.  Big data 

nonetheless will significantly change the energy business in the future, as it already has 

in various other industries.   

For decades now, the oil and gas industry has been gathering data and 

automating its systems.  However, big data in the energy domain was only adopted 

recently, unlike other industries.  According to ERM’s digital innovation and advisory 

lead Peter Tickler, data science has not been applied to energy efficiency historically.  

Although it has been used in many industries, especially financial services, it has lagged 

in the energy efficiency sector (Big data, 2018).  The main qualm holding the oil and gas 

industry back is its resistance to cultural change and the first companies that make the 

leap towards big data implementation will stand to gain a significant competitive edge.   
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CONCLUSION 

It is important to remember that the primary value from big data comes not from 

the data in its raw form but from the processing and analysis of it, and the insights, 

products, and services that emerge from the analysis.  The sweeping changes in big data 

technologies and management approaches need to be accompanied by similarly 

dramatic shifts in how data supports decisions and product / service innovation (Big 

data, n.d.).  Understanding the data can deliver tailored and sustainable outcomes that 

make quite a difference.  With energy prices expected to remain elevated, managing 

energy costs with an end-to-end solution, underpinned by data analytics, can be the 

most cost-effective way to get bills down (Using energy, 2017). 

It must also be kept in mind that if more coding is used, more opportunities for 

failure exist.  If software engineers do not understand the problem they are trying to 

solve, and even worse, do not care to, then raw data fed through faulty software (which 

will only do what it is programmed to do) will lead to decisions being made on the 

basis of false or misleading models of reality.  Renowned Dutch computer scientist 

Edsger Dijkstra wrote that the programmer “‘has to be able to think in terms of 

conceptual hierarchies that are much deeper than a single mind ever needed to face 

before” (Somers, 2017).  So even when people know how to code, the problem of what 

to code arises.  Looking into the future, it is important that people will not be allowed to 

write programs, if they do not understand the concepts behind them (Somers, 2017).  

This creates a new kind of failure and opportunity, especially for the oil and gas 

industry.  Value is generated in the blend of big data and specific subject matter 

expertise.  There are not that many people that know how to combine computer science 

knowledge with information about the oil and gas industry.  This now opens a whole 
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new sector of untapped business that can strengthen the industry in both the short and 

long terms. 

Why is the courtship of the oil and gas industry and big data only starting now?  

Why are they not closer to “marriage”?  Theories are as follows: first, there is a lack of 

training in this industry to conduct such tasks.  Second, there is also a lack of data 

quality, as running the models is not necessarily the difficult part.  The difficult part is 

getting the raw data primed for machine learning to work on it.  There is not a lack of 

data.  However, data is not yet viewed as an asset.  Third, according to executives at 

Bazean, a company’s constrained budgets limit big data’s potential, as further 

acceleration will require more capital.  Data managing and gathering still generally 

reside on IT budgets for most oil and gas companies, while the budget for data 

initiatives are generally around $500,000.  Fourth, data rights also limit big data’s 

potential, as only a select few can receive all of the necessary data and then only a select 

few of those few can create worthwhile data.  Bazean’s executives believe that cost of 

failure is high because a data scientist can accidentally blow things up and / or lose    

his / her job in a tough job market.  Thus, there is little incentive to step outside the box.  

Overall, there needs to be a shift in culture that embraces big data and technology’s 

evolution.  There needs to be a commitment to dedicate time and interest to this within 

a company.  Most likely this call to commitment will come from a top executive who 

drives the idea of big data, mainly because big data's costs and the problem of having to 

dynamically redefine targets and ways to hit them demand a level of cooperation that is 

well managed from the top down.  

Big data nonetheless will significantly change the energy business in the future, 

as it already has in various other industries.  The oil and gas industry has an 

opportunity to capitalize on big data analytics solutions and needs to encourage this.  
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Then the oil and gas industry must educate big data on the types of data the industry 

captures in order to utilize the existing data in faster, smarter ways that focus on 

helping find and produce more hydrocarbons, at lower costs in economically sound and 

environmentally friendly ways. 
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