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#### Abstract

We study the self-modulation of a circularly polarized Alfvén wave in a strongly magnetized relativistic electron-positron plasma with finite temperature. This nonlinear wave corresponds to an exact solution of the equations, with a dispersion relation that has two branches. For a large magnetic field, the Alfvén branch has two different zones, which we call the normal dispersion zone (where $d \omega / d k>0$ ) and the anomalous dispersion zone (where $d \omega / d k<0$ ). A nonlinear Schrödinger equation is derived in the normal dispersion zone of the Alfvén wave, where the wave envelope can evolve as a periodic wave train or as a solitary wave, depending on the initial condition. The maximum growth rate of the modulational instability decreases as the temperature is increased. We also study the Alfvén wave propagation in the anomalous dispersion zone, where a nonlinear wave equation is obtained. However, in this zone the wave envelope can evolve only as a periodic wave train.


DOI: 10.1103/PhysRevE.88.023105
PACS number(s): 52.27.Ep, 52.27.Ny, 52.35.Mw, 52.35.Sb

## I. INTRODUCTION

Relativistic electron-positron plasmas have received much attention because they are relevant in several environments, of either an astrophysical or laboratory nature. Examples of this include accretion disks [1-3], models of the early universe [4,5], pulsar magnetospheres [6,7], hypothetical quark stars [8], ultraintense lasers [9], and laboratory and tokamak plasmas [10,11].

For example, in the magnetosphere of pulsars, particularly in millisecond pulsars, there must be strong electric fields that can accelerate charged particles along the magnetic field. In these environments, the particle number density can be estimated as $n_{e} \sim 10^{-1}(B / P)$ [12], where $B$ is the magnetic field and $P$ the period of the pulsar in cgs units. For $B \sim 10^{12} \mathrm{G}$ and $P \sim 10^{-1}$ s we have $n_{e} \sim 10^{12} \mathrm{~cm}^{-3}$. Under a dynamical situation, these values can increase by an order of magnitude [13]. When the magnetic field reaches a value $B>4 \times 10^{13} \mathrm{G}$, for example, in magnetars, we can have other important effects in the production of electron-positron pairs such as photon splitting in a strong magnetic field [7] or electron-positron pair annihilation into a photon in the presence of a strong magnetic field [14]. Hence, large values of the electron positron density can be produced in these environments. For example, Da Costa et al. [15] used a value of $n_{e}=10^{17} \mathrm{~cm}^{-3}$, while Matsukiyo and Hada [16] used $\Omega / \omega_{p e} \approx 1$ with $\Omega=e B / m c$ and $\omega_{p e}=\sqrt{4 \pi n_{e} e^{2} / m}$.

Several effects in these plasmas are related to wave propagation, such as the proposed pulsar radio emission processes [17], bulk acceleration of relativistic jets [18], and quasar relativistic jets [19], among others. We also know that in the presence of a strong magnetic field, Alfvén waves should play a fundamental role in plasmas, e.g., they are the ubiquitous by-product of magnetic reconnection in space, astrophysical and laboratory plasmas as evidenced by in situ spacecraft
observations in the solar wind [20-22]. Recently, there is a growing interest in the study of magnetic reconnection in relativistic electron-positron plasmas [23-27] as well as nonlinear Alfvén waves in relativistic electron-positron plasmas, motivated by potential applications in astrophysics and laboratory experiments [19,28-31].

A number of papers have investigated the nonlinear propagation of Alfvén waves in relativistic electron-positron plasmas, in particular, the envelope soliton propagation, because it has been proposed as a mechanism for the production of micropulses in pulsars [32,33]. The model of Chian and Kennel in Ref. [32], which considers the self-modulation of a circularly polarized wave in a cold unmagnetized electron-positron plasma, has been improved by several authors [34-36]. In the same spirit, we use this model as a starting point for the case of magnetized plasmas.

The aim of this work is to study the self-modulation of a nonlinear Alfvén wave propagating along the ambient magnetic field in a strongly magnetized electron-positron plasma with fully relativistic temperatures, based on the theory of hot relativistic fluid formulated recently by Mahajan [37] in a covariant form, where the plasma and the electromagnetic fields are unified into a single field. In Ref. [38] the nonlinear dispersion relation for a circularly polarized electromagnetic wave in a hot pair plasma was derived by applying this formalism. The dispersion relation presents two branches in general: the electromagnetic and the Alfvén. Some features of both branches were studied in detail in Ref. [38]. Based on this formalism, the parametric decays [39] of these circularly polarized electromagnetic waves were studied. For the case of a weakly magnetized hot pair plasma in the electromagnetic branch the self-modulation of these waves was also analyzed and a nonlinear wave equation was derived, which produces a propagating wave train or a soliton [40]. In Ref. [38] it was shown that in addition to the typical Alfvén branch,
the low-frequency branch has an anomalous dispersion zone, where $d \omega / d k$ is negative. Hence, it is the aim of this work to study the nonlinear nature of the Alfvén branch, for the normal and anomalous parts, in a relativistic electron-positron plasma.

This paper is organized as follows. In Sec. II the relativistic two fluid model with relativistic temperatures is presented and the dispersion relation for the circularly polarized wave solution is briefly derived. In Sec. III the approximations for the fluid velocity in the strongly magnetized case are discussed. In Sec. IV a nonlinear Schrödinger equation for the complex wave amplitude is derived in the normal dispersion zone of the Alfvén branch. In Sec. V we investigate the nonlinear behavior in the anomalous dispersion zone of the Alfvén branch. Finally, in Sec. VI, our results are summarized.

## II. EXACT CIRCULARLY POLARIZED ELECTROMAGNETIC WAVE

In Ref. [37] a relativistic formalism is presented for a plasma where the electromagnetic field is coupled with the charged fluid through the enthalpy density that carries the statistical information of the system. The plasma dynamics is given by Maxwell's equations, the momentum equation for the relativistic fluid [37,38],

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\vec{v}_{j} \cdot \vec{\nabla}\right)\left(f_{j} \gamma_{j} \vec{v}_{j}\right)=\frac{q_{j}}{m}\left(\vec{E}+\frac{1}{c} \vec{v}_{j} \times \vec{B}\right)-\frac{1}{m n_{j}} \vec{\nabla} p_{j} \tag{1}
\end{equation*}
$$

the pressure equation,

$$
\begin{equation*}
\gamma_{j}\left(\frac{\partial}{\partial t}+\vec{v}_{j} \cdot \vec{\nabla}\right) p_{j}=m n_{j} c^{2}\left(\frac{\partial}{\partial t}+\vec{v}_{j} \cdot \vec{\nabla}\right) f_{j} \tag{2}
\end{equation*}
$$

and the continuity equation,

$$
\begin{equation*}
\frac{\partial n_{j}}{\partial t}+\vec{\nabla} \cdot\left(n_{j} \vec{v}_{j}\right)=0 \tag{3}
\end{equation*}
$$

where $j$ is the species index $(j=p$ for positrons and $j=e$ for electrons), $m$ is the electron mass, $\vec{v}_{j}$ is the velocity of each fluid, $c$ is the speed of light, $\gamma_{j}$ is the relativistic Lorentz factor, $n_{j}$ is the density in the laboratory frame, $p_{j}$ is the pressure, $q_{j}=-\eta_{j} e$ is the charge (with $\eta_{e}=1$ and $\eta_{p}=-1$ ), and $f_{j}$ is a relativistic thermal factor. The $f_{j}$ factor is related to the enthalpy density $h_{j}=m c^{2} n_{j} f_{j} / \gamma_{j}$ and depends only on the thermodynamical properties of the plasma. Starting from the canonical partition function, and assuming a Maxwell-Jüttner equilibrium distribution for the relativistic particles [37,38,41], we can derive $f_{j}=f\left(\mu_{j}\right)=$ $K_{3}\left(\mu_{j}\right) / K_{2}\left(\mu_{j}\right)$, where $K_{2}$ and $K_{3}$ are the modified Bessel functions of order 2 and 3, respectively, and $\mu_{j}=m c^{2} / k_{B} T_{j}$, where $T_{j}$ is the temperature, and $k_{B}$ is the Boltzmann constant. In the cold plasma limit we have $f_{j}=1$, so Eq. (1) becomes the relativistic momentum equation for a cold plasma. On the other hand, in the high-temperature limit, $f_{j} \approx 4 / \mu_{j}$. Hence, the relativistic effects of the particle motion in the wave field are included in a consistent way through the relativistic factor $\gamma$ and in the thermal motion by means of the function $f$. In order to close the system of Eqs. (1), (2), and (3) we consider
the equation of state $p_{j}=n_{j} k_{B} T_{j} / \gamma_{j}$ for an ideal gas, which is consistent with the above particle distribution. In the Lorentz gauge, the wave equation for the vector potential is

$$
\begin{equation*}
\frac{\partial^{2} \vec{A}}{\partial t^{2}}-c^{2} \nabla^{2} \vec{A}=4 \pi n e c\left(\vec{v}_{p}-\vec{v}_{e}\right) \tag{4}
\end{equation*}
$$

where electrons and positrons have equal constant densities, $n_{e}=n_{p}=n$.

As shown in Ref. [38], we can find an exact nonlinear transverse solution for the relativistic fluid equations. The circularly polarized electromagnetic wave, in terms of the vector potential, can be written as

$$
\begin{equation*}
\vec{A}=a_{0}[\cos (k z-\omega t) \hat{x}+\sin (k z-\omega t) \hat{y}] . \tag{5}
\end{equation*}
$$

This wave of arbitrary amplitude can propagate in a relativistic electron-positron plasma along a constant background magnetic field $B_{0} \hat{z}$ and induces a purely transverse velocity for each fluid, given by

$$
\begin{equation*}
\vec{v}_{j}=\eta_{j} \frac{e \vec{A}}{m c}\left(\frac{\omega}{f_{j} \gamma_{j} \omega+\eta_{j} \Omega_{c}}\right) \tag{6}
\end{equation*}
$$

where $\Omega_{c}=e B_{0} /(m c)$ is the positron gyrofrequency and the relativistic Lorentz factor is

$$
\begin{equation*}
\gamma_{j}=\left(1-\frac{\left|\vec{v}_{j}^{2}\right|}{c^{2}}\right)^{-1 / 2} \tag{7}
\end{equation*}
$$

From Eqs. (4) and (6) it is straightforward to obtain the dispersion relation,

$$
\begin{equation*}
\omega^{2}-c^{2} k^{2}=\omega_{p e}^{2}\left(\frac{\omega}{f_{e} \gamma_{e} \omega+\Omega_{c}}+\frac{\omega}{f_{p} \gamma_{p} \omega-\Omega_{c}}\right) \tag{8}
\end{equation*}
$$

where $\omega_{p e}^{2}=4 \pi n e^{2} / m$ is the electron plasma frequency. Notice that the plasma frequency is defined in the laboratory frame. We can also write this dispersion relation as a function of the velocity of the fluids [38],

$$
\begin{equation*}
\omega^{2}-c^{2} k^{2}=-\frac{\omega_{p e}^{2}}{c \sqrt{\lambda} A}\left(v_{p}-v_{e}\right) \tag{9}
\end{equation*}
$$

where $\lambda=e^{2} /\left(m^{2} c^{4}\right)$ and $A=|\vec{A}|$ is the module of the vector potential. It will become convenient to use the normalized variables $x=\omega / \Omega_{c}, y=c k / \Omega_{c}$, and $\alpha=\omega_{p e} / \Omega_{c}$. Notice that the dispersion relation must be solved simultaneously with Eqs. (6) and (7), which can be done numerically. This wave represents a uniform nonlinear solution that satisfies the dispersion relation and that can propagate in the electromagnetic and Alfvén branches [38].

We note that, in general, the fluid velocity depends on $\vec{A}$ [see Eq. (6)], giving rise to a nonlinear wave equation for $\vec{A}$. It was proven in Ref. [40] that in the weakly magnetized regime, this dependence of the velocity on $\vec{A}$ leads to the appearance of solitons for waves that propagate in the plasma. The nonlinearity is introduced through the velocities and the relativistic factors $\gamma$ and corresponds to the electromagnetic branch of the dispersion relation.

For the case of low-frequency Alfvén waves in a strongly magnetized plasma, an analytical treatment can be done. This
is the regime where the nonlinear effects of Alfvén modes will be studied, as described in the following section, where we obtain the nonlinear Schrödinger equation for the Alfvén wave propagation.

## III. THE STRONGLY MAGNETIZED PLASMA

The low-frequency modes can be studied in the strongly magnetized limit for relativistic electron-positron plasmas. This low-frequency regime corresponds to the Alfvén branch of the dispersion relation (8) (see below). In the strongly magnetized limit $x \ll 1$ we can use approximate expressions for the velocities to capture the main nonlinear effects produced by the vector potential in the relativistic factors. First, we can assume that the direction of the velocity is given by the vector potential, such that

$$
\begin{equation*}
\vec{v}_{j}=v_{j} \frac{\vec{A}}{A} \tag{10}
\end{equation*}
$$

It follows that Eq. (6) can be rewritten as

$$
\begin{equation*}
\frac{v_{j}}{c}=\eta_{j} \sqrt{\lambda} A\left(\frac{x}{f \gamma_{j} x+\eta_{j}}\right), \tag{11}
\end{equation*}
$$

where we assume equal temperatures for each species $\mu_{e}=$ $\mu_{p}=\mu$, so $f_{e}=f_{p}=f$. Replacing the relativistic factor (7) in Eq. (11), we obtain the following equation for the velocity of each fluid,

$$
\begin{align*}
& v_{j}^{4}-c^{2} v_{j}^{2}-\left(f_{j}^{2}+\lambda A^{2}\right) c^{2} x^{2} v_{j}^{2}-2 \eta_{j} x f_{j} c^{2} v_{j}^{2}\left(1-\frac{v_{j}^{2}}{c^{2}}\right)^{1 / 2} \\
& \quad+\lambda A^{2} c^{4} x^{2}=0 \tag{12}
\end{align*}
$$

This exact equation can be solved analytically in the strongly magnetized limit $x \ll 1$ to get approximate expansions for the velocities, which are

$$
\begin{align*}
\frac{v_{j 1}}{c}= & -\eta_{j}+\eta_{j} \frac{f^{2} x^{2}}{2}+\eta_{j} \frac{f^{4} x^{4}}{8}-\sqrt{\lambda} A f^{2} x^{3} \\
& +\frac{3}{2} \eta_{j} \lambda A^{2} f^{2} x^{4}-\sqrt{\lambda} A f^{2}\left(f^{2}+2 \lambda A^{2}\right) x^{5}  \tag{13}\\
\frac{v_{j 2}}{c}= & \sqrt{\lambda} A\left(x-\eta_{j} f x^{2}+f^{2} x^{3}\right)-\frac{\eta_{j}}{2} \sqrt{\lambda} A f\left(2 f^{2}+\lambda A^{2}\right) x^{4} \\
+ & \sqrt{\lambda} A f^{2}\left(f^{2}+2 \lambda A^{2}\right) x^{5},  \tag{14}\\
\frac{v_{j 3}}{c}= & \sqrt{\lambda} A\left(x+\eta_{j} f x^{2}+f^{2} x^{3}\right)+\frac{\eta_{j}}{2} \sqrt{\lambda} A f\left(2 f^{2}+\lambda A^{2}\right) x^{4} \\
+ & \sqrt{\lambda} A f^{2}\left(f^{2}+2 \lambda A^{2}\right) x^{5},  \tag{15}\\
\frac{v_{j 4}}{c}= & \eta_{j}-\eta_{j} \frac{f^{2} x^{2}}{2}-\eta_{j} \frac{f^{4} x^{4}}{8}-\sqrt{\lambda} A f^{2} x^{3} \\
& -\frac{3}{2} \eta_{j} \lambda A^{2} f^{2} x^{4}-\sqrt{\lambda} A f^{2}\left(f^{2}+2 \lambda A^{2}\right) x^{5} . \tag{16}
\end{align*}
$$

In order to study the dominant nonlinear effects in the wave equation [Eq. (4)], we have considered the expansion for the velocities up to order $\mathcal{O}\left(x^{5}\right)$, otherwise the wave equation will be linear in $\vec{A}$ and no interesting effects will appear (see below).

Each solution turns out to correspond to a different zone of the Alfvén branch. In order to identify which solution is associated to which zone, Fig. 1 shows the exact numerical


FIG. 1. (Color online) Velocity vs normalized frequency $x=$ $\omega / \Omega_{c}$ for $\sqrt{\lambda} A=0.2,1 / \mu=0.02$, and $\omega_{p e} / \Omega_{c}=1$. Dotted (black) line: exact solution [Eq. (11)]. (a) Positron velocity. The solid (blue) line is the approximate solution $v_{p 2}$ [Eq. (14)]; the dashed (red) line is the approximate solution $v_{p 1}$ [Eq. (13)]. (b) Electron velocity. The solid (blue) line is the approximate solution $v_{e 2}$ [Eq. (14)]; the dashed (red) line is the approximate solution $v_{e 1}$ [Eq. (13)].
solution for the velocity (11) (dotted black line) for both positrons and electrons.

Let us now consider only the exact solutions for positrons, Fig. 1(a). For $x>0$, there are two possible solutions. One of these solutions tends to zero when $x \rightarrow 0$, and the other one tends to one for $x \rightarrow 0$. When comparing with Fig. 1 in Ref. [38], it follows that the first one corresponds to the normal dispersion zone and the other one to an anomalous dispersion zone, where $d \omega / d k$ is negative. In this anomalous zone the positrons resonate with the Alfvén wave, so the velocity tends to the speed of light. The same occurs to the electrons but for $x<0$, as seen in Fig. 1(b): producing another anomalous zone, where $v_{e} / c \rightarrow-1$ for $x \rightarrow 0$.

We have also plotted the approximate solutions in Eqs. (13)-(16) for both positrons and electrons. Figure 1 shows that, for positrons, the two relevant solutions near $x \ll 1$ are $v_{p 1}$ and $v_{p 2}$; for electrons, they are $v_{e 1}$ and $v_{e 2}$. In Fig. 1(a) the solid (blue) line corresponds to $v_{p 2}$ [Eq. (14)] and approximates the exact solution in the normal dispersion zone. The dashed (red) line is $v_{p 1}$ [Eq. (13)], which describes the anomalous dispersion zone. Note the good agreement with the exact solution when $x \ll 1$ for both cases. For the electrons, Fig. 1(b), the solid (blue) line is $v_{e 2}$ [Eq. (14)], which lies in the normal dispersion zone, whereas the dashed (red) line is $v_{e 1}$ [Eq. (13)], which describes the anomalous dispersion zone. Again, note the agreement when $x \ll 1$ for both situations.

## IV. NORMAL DISPERSION ZONE OF THE ALFVÉN BRANCH

## A. Nonlinear Schrödinger equation for wave amplitude

We now study the behavior of a circularly polarized wave in the normal Alfvén dispersion zone in the limit $|x| \ll 1$. As shown in Sec. III (see Fig. 1), for this zone the approximate solutions for the velocities are given by Eq. (14) for electrons and positrons,

$$
\begin{align*}
\frac{v_{e}}{c}= & \sqrt{\lambda} A\left(x-f x^{2}+f^{2} x^{3}\right)-\frac{1}{2} \sqrt{\lambda} A f\left(2 f^{2}+\lambda A^{2}\right) x^{4} \\
& +\sqrt{\lambda} A f^{2}\left(f^{2}+2 \lambda A^{2}\right) x^{5},  \tag{17}\\
\frac{v_{p}}{c}= & \sqrt{\lambda} A\left(x+f x^{2}+f^{2} x^{3}\right)+\frac{1}{2} \sqrt{\lambda} A f\left(2 f^{2}+\lambda A^{2}\right) x^{4} \\
& +\sqrt{\lambda} A f^{2}\left(f^{2}+2 \lambda A^{2}\right) x^{5} . \tag{18}
\end{align*}
$$

We replace these approximations in the dispersion relation Eq. (9), and we obtain the approximate dispersion relation, in the same limit, as

$$
\begin{equation*}
x^{2}-y^{2}+\alpha^{2} f x^{2}\left[2+x^{2}\left(2 f^{2}+\lambda A^{2}\right)\right]=0 \tag{19}
\end{equation*}
$$

We can see in Fig. 2 that this approximate dispersion relation perfectly describes the normal Alfvén dispersion zone, in the relevant limit, $|x| \ll 1$. With these approximate solutions for the velocities, the wave equation for the vector potential Eq. (4) becomes

$$
\begin{equation*}
\frac{\partial^{2} \vec{A}}{\partial t^{2}}-c^{2} \frac{\partial^{2} \vec{A}}{\partial z^{2}}-\omega_{p e}^{2} f x^{2}\left[2+x^{2}\left(2 f^{2}+\lambda A^{2}\right)\right] \vec{A}=0 . \tag{20}
\end{equation*}
$$

In order to study the modulational instability, we introduce a space-dependent complex modulational representation for the amplitude of the circularly polarized electromagnetic wave,

$$
\begin{equation*}
\vec{A}=\frac{1}{2}\left[a(z, t) e^{-i \omega t} \hat{h}+a(z, t)^{*} e^{i \omega t} \hat{h}^{*}\right], \tag{21}
\end{equation*}
$$

where

$$
\hat{h}=\frac{\hat{x}-i \hat{y}}{\sqrt{2}} .
$$



FIG. 2. (Color online) Dispersion relation, normalized wave number $y=c k / \Omega_{c}$ vs normalized frequency $x=\omega / \Omega_{c}$ for $\sqrt{\lambda} A=$ $0.2,1 / \mu=0.04$, and $\alpha=1$. The dotted (black) line is the exact numerical solution of the dispersion relation (8). The solid (blue) line represents the solution of the approximated dispersion relation (19) valid for $|x| \ll 1$.

If no modulation occurs,

$$
\begin{equation*}
a(z, t)=\sqrt{2} a_{0} e^{i k z} \tag{22}
\end{equation*}
$$

Then, taking a slowly time-varying modulation, so $\partial_{t}^{2} a \ll$ $\omega^{2} a$, Eq. (20) yields an equation for $a(z, t)$,

$$
\begin{align*}
& i \frac{\partial a}{\partial t}+\frac{c^{2}}{2 \omega} \frac{\partial^{2} a}{\partial z^{2}} \\
& \quad+\left\{\frac{\omega}{2}+\alpha^{2} f \omega\left[1+\frac{\omega^{2}}{4 \Omega_{c}^{2}}\left(4 f^{2}+\lambda|a|^{2}\right)\right]\right\} a=0 \tag{23}
\end{align*}
$$

Defining

$$
\begin{gather*}
P(\omega)=\frac{c^{2}}{2 \omega}  \tag{24}\\
R\left(\omega,\left|a_{0}\right|^{2}\right)=\frac{\omega}{2}+\alpha^{2} f \omega\left(1+\frac{\omega^{2} f^{2}}{\Omega_{c}^{2}}\right)+Q(\omega)\left|a_{0}\right|^{2}  \tag{25}\\
Q(\omega)=\frac{\alpha^{2}}{4 \Omega^{2}} f \lambda \omega^{3} \tag{26}
\end{gather*}
$$

we can rewrite the wave equation [Eq. (23)] as
$i \frac{\partial a}{\partial t}+P(\omega) \frac{\partial^{2} a}{\partial z^{2}}+R\left(\omega,\left|a_{0}\right|^{2}\right) a+Q(\omega)\left(|a|^{2}-\left|a_{0}\right|^{2}\right) a=0$.

Note that in Eq. (27) we have added and subtracted a term proportional to $\left|a_{0}\right|^{2}$. Thus, we make sure that when Eq. (22) holds, then Eq. (27) becomes Eq. (19), that is, the dispersion relation for the unperturbed electromagnetic wave in the strongly magnetized limit.

Finally, Eq. (27) can be written as a nonlinear Schrödinger equation by changing $a \longrightarrow a \exp \left(i R\left(\omega,\left|a_{0}\right|^{2}\right) t\right)$, namely

$$
\begin{equation*}
i \frac{\partial a}{\partial t}+P(\omega) \frac{\partial^{2} a}{\partial z^{2}}+Q(\omega)\left(|a|^{2}-\left|a_{0}\right|^{2}\right) a=0 \tag{28}
\end{equation*}
$$

## B. Modulational instability

From Eqs. (24) and (26), it follows that $P(\omega)$ and $Q(\omega)$ have the same sign, and, therefore, the necessary condition for a modulational instability [42] is fulfilled. To study the stability of the modulation, we decompose $a$ as [32]

$$
\begin{equation*}
a=\sqrt{\rho(z, t)} \exp [i \sigma(z, t)], \tag{29}
\end{equation*}
$$

so Eq. (28) becomes

$$
\begin{align*}
0 & =\frac{\partial \rho}{\partial t}+2 P \frac{\partial}{\partial z}\left(\rho \frac{\partial \sigma}{\partial z}\right)  \tag{30}\\
Q\left(\rho-\rho_{0}\right) & =\frac{\partial \sigma}{\partial t}+P\left[\frac{1}{4 \rho^{2}}\left(\frac{\partial \rho}{\partial z}\right)^{2}-\frac{1}{2 \rho} \frac{\partial^{2} \rho}{\partial z^{2}}+\left(\frac{\partial \sigma}{\partial z}\right)^{2}\right]
\end{align*}
$$

where $\rho_{0}=\left|a_{0}\right|^{2}$. Linearizing these equations

$$
\rho=\rho_{0}+\rho_{1} e^{i k_{L z}-\omega_{L} t}, \quad \sigma=\sigma_{1} e^{i k_{L z}-\omega_{L} t}
$$

where $\rho_{1}$ and $\sigma_{1}$ are first-order quantities, we obtain the lowfrequency modulation dispersion relation,

$$
\begin{equation*}
\omega_{L}^{2}=P^{2} k_{L}^{4}-2 P Q \rho_{0} k_{L}^{2} \tag{31}
\end{equation*}
$$



FIG. 3. (Color online) Normalized maximum growth rate, Eq. (32), as a function of $y=c k / \Omega_{c}$. We use $\omega_{p e} / \Omega_{c}=1$ and $\sqrt{\lambda} A=0.2$. Solid (black) line: $1 / \mu=0.01$. Dashed (blue) line: $1 / \mu=0.1$. Dotted (red) line: $1 / \mu=0.5$.
that has a maximum growth rate given by $\Gamma=Q \rho_{0}$. In Fig. 3 we plot the normalized maximum growth rate defined by

$$
\begin{equation*}
\Gamma_{\mathrm{nor}}=\frac{4 \Gamma}{\lambda \omega_{p e} \rho_{0}}=\alpha f x^{3} \tag{32}
\end{equation*}
$$

as a function of the normalized wave number $y$ obtained from the approximate dispersion relation [Eq. (19)]. As we increase the temperature the maximum growth rate becomes smaller. This is due to the fact that for $x \ll 1$ in the normal zone this dispersion relation becomes $x=y / \sqrt{1+2 \alpha^{2} f}$, and, as the temperature increases, $(f \gg 1)$ the growth rate behaves as $\Gamma_{\text {nor }} \approx y^{3} /\left(\alpha^{2} \sqrt{8 f}\right)$. Moreover, in contrast with the weakly magnetized case (electromagnetic branch) [40], here the growth rate increases with the wave number.

When the modulation grows, the instability evolves into a nonlinear state balancing the dispersion with the nonlinearity. To study these nonlinear states, we focus on Eq. (28) for $a(z, t)$ and define the normalized variable,

$$
\begin{equation*}
\frac{a(z, t)}{a_{0}}=\Psi(\xi) e^{i \eta} \tag{33}
\end{equation*}
$$

where $\xi=\left(Q a_{0}^{2} / 2 P\right)^{1 / 2} \chi$ and $\chi=z-V t$. Here $V$ is the effective group velocity of the wave packet [43] and

$$
\eta=\frac{V}{2 P} z-\left(\frac{V^{2}}{4 P}+\frac{Q a_{0}^{2}}{2} \tau^{2}\right) t
$$

with $\tau$ a parameter to be varied. Using Eq. (33) in Eq. (28), we obtain

$$
\begin{equation*}
\frac{d^{2} \Psi}{d \xi^{2}}=\left(2-\tau^{2}\right) \Psi-2 \Psi^{3} \tag{34}
\end{equation*}
$$

From Ref. [40] we know that the solutions of this equation can vary from periodic wave trains to localized solitons for different values of $\tau$ (see Fig. 2 in Ref. [40]). We can see this clearly when Eq. (34) is cast in the form of an energy integral equation using the Sagdeev potential approach [44],

$$
\begin{equation*}
\frac{1}{2}\left(\frac{d \Psi}{d \xi}\right)^{2}+U(\Psi)=0 \tag{35}
\end{equation*}
$$



FIG. 4. (Color online) Sagdeev potential $U(\Psi)$, Eq. (36). Solid (black) line: $\tau=0$. Dashed (blue) line: $\tau=1$. Dotted (red) line: $\tau=1.4$.
where the potential is given by

$$
\begin{equation*}
U(\Psi)=\frac{\Psi^{4}}{2}-\frac{2-\tau^{2}}{2} \Psi^{2} \tag{36}
\end{equation*}
$$

with the boundary condition $U(0)=0$. We use this potential to make an analogy with an oscillator in a potential well. The potential is positive for $\Psi>\sqrt{2-\tau^{2}}$ and negative between the nulls $\Psi=0$ and $\Psi=\sqrt{2-\tau^{2}}$ (see Fig. 4). Hence, there is a soliton $0<\Psi<\sqrt{2-\tau^{2}}$, if $0<|\tau|<\sqrt{2}$.

As a particular case, we now consider $\tau=1$ and $\Psi^{\prime}(0)=0$. In this case we have a localized solitary wave solution $\Psi=$ $\operatorname{sech}(\xi)[40,45]$, so the solution of Eq. (34) is

$$
\begin{equation*}
a(z, t)=a_{0} \operatorname{sech}\left(\sqrt{\frac{Q a_{0}^{2}}{2 P}} \chi\right) e^{i \eta} \tag{37}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\rho(z, t)=\left|a(z, t) a^{*}(z, t)\right|=\rho_{0} \operatorname{sech}^{2}\left(\sqrt{f} x^{2} \bar{\xi}\right), \tag{38}
\end{equation*}
$$

where $\bar{\xi}=\omega_{p e} /(2 c) \sqrt{\lambda \rho_{0}} \chi$. This solution is an envelope soliton because the envelope of the wave packet has the form of a solitary wave. In Fig. 5 we plot this solution in terms of the temperature and the wave number. In Fig. 5(a) we plot $\rho$ as a function of $\bar{\xi}$ and $1 / \mu$. Note that the soliton tends to become wider as the temperature increases because the solution will have the form $\rho \approx \rho_{0} \operatorname{sech}^{2}\left(y^{2} \xi / 2 \alpha^{2} \sqrt{f}\right)$. In Fig. 5(b) we plot $\rho$ as a function of $\bar{\xi}$ and $y$, as obtained from the dispersion relation [Eq. (19)]. Here the localization of the soliton increases with wave number $y$, in contrast with the weakly magnetized case [40].

## V. ANOMALOUS DISPERSION ZONE OF THE ALFVÉN BRANCH

## A. Dispersion relation

Now we investigate the anomalous dispersion zone present in the Alfvén branch. In Sec. III we obtained the approximate solution for the velocity (6), and we identified the corresponding solutions for the normal and anomalous dispersion zones. To get the first nonlinear corrections to the wave equation given in (4), we keep terms up to order $\mathcal{O}\left(x^{2}\right)$. Later in the section, we will see that if we consider terms up to order $\mathcal{O}\left(x^{5}\right)$, the final


FIG. 5. (Color online) (a) Soliton solution [Eq. (38)] as a function of $\bar{\xi}$ and $1 / \mu=k_{B} T /\left(m c^{2}\right)$ for $y=0.8$. (b) Same solution but as a function of $y$ for $1 / \mu=0.1$.
result will not change significantly. We focus our attention in the first quadrant of the dispersion relation $x, y \geqslant 0$. As shown in Sec. III and Fig. 1, the correct approximations for the velocities are Eq. (14) for electrons and Eq. (13) for positrons, hence,

$$
\begin{gather*}
\frac{v_{e}}{c}=\sqrt{\lambda} A\left(x-f x^{2}\right)  \tag{39}\\
\frac{v_{p}}{c}=1-\frac{1}{2} f^{2} x^{2} \tag{40}
\end{gather*}
$$

Notice that, for $x, y \geqslant 0$, the positrons resonate with the circularly polarized Alfvén wave, so their velocity in the anomalous dispersion zone approaches the speed of light. On the other hand, the electrons do not resonate, so their velocity tends to zero in the anomalous zone. The dispersion relation (9) then becomes
$x^{2}-y^{2}+\alpha^{2}\left[\frac{1}{\sqrt{\lambda} A}\left(1-\frac{f^{2} x^{2}}{2}\right)-x(1-f x)\right]=0$.
In Fig. 6 we compare this approximate dispersion relation with the exact one [Eq. (8)], showing a good similarity of both results in the anomalous zone.

## B. Nonlinear Schrödinger equation for wave amplitude

Substituting Eqs. (39), (40), and Eq. (10) in the wave equation [Eq. (4)] yields

$$
\begin{equation*}
\frac{\partial^{2} \vec{A}}{\partial t^{2}}-c^{2} \frac{\partial^{2} \vec{A}}{\partial z^{2}}=\omega_{p e}^{2}\left[\left(1-\frac{f^{2} x^{2}}{2}\right) \frac{1}{\sqrt{\lambda} A}-x(1-f x)\right] \vec{A} \tag{42}
\end{equation*}
$$



FIG. 6. (Color online) Dispersion relation in the anomalous zone, normalized frequency $x=\omega / \Omega_{c}$ versus normalized wave number $y=c k / \Omega_{c}$ for $\sqrt{\lambda} A=0.2,1 / \mu=0.04$, and $\alpha=1$. The dotted (black) line is the exact solution of the dispersion relation (8). The straight (blue) line is the approximate solution of dispersion relation (41).

As in the previous cases, we use the space-dependent complex modulational representation for the vector potential [Eq. (21)] and take the limit of a slowly time-varying modulation $\partial_{t}^{2} a \ll \omega^{2} a$. We obtain

$$
\begin{align*}
& i \frac{\partial a}{\partial t}+\frac{c^{2}}{2 \omega} \frac{\partial^{2} a}{\partial z^{2}}+\left[\frac{\omega}{2}-\frac{\omega_{p e}^{2}}{2 \Omega_{c}}\left(1-\frac{f \omega}{\Omega_{c}}\right)\right] a \\
& \quad+\frac{1}{\sqrt{2 \lambda}} \frac{\omega_{p e}^{2}}{\omega}\left(1-\frac{f^{2} \omega^{2}}{2 \Omega_{c}^{2}}\right)|a|^{-1} a=0 \tag{43}
\end{align*}
$$

Let us note the $|a|^{-1}$ in the nonlinear factor. As before we define

$$
\begin{gather*}
P(\omega)=\frac{c^{2}}{2 \omega}  \tag{44}\\
R(\omega)=\frac{\omega}{2}-\frac{\omega_{p e}^{2}}{2 \Omega_{c}}\left(1-\frac{f \omega}{\Omega_{c}}\right)+Q(\omega)\left|a_{0}\right|^{-1}  \tag{45}\\
Q(\omega)=\frac{\omega_{p e}^{2}}{\sqrt{2 \lambda} \omega}\left(1-\frac{f^{2} \omega^{2}}{2 \Omega_{c}^{2}}\right) \tag{46}
\end{gather*}
$$

so the wave equation becomes
$i \frac{\partial a}{\partial t}+P(\omega) \frac{\partial^{2} a}{\partial z^{2}}+R(\omega) a+Q(\omega)\left(|a|^{-1}-\left|a_{0}\right|^{-1}\right) a=0$.
If no modulation occurs [see Eq. (22)], we recover the dispersion relation Eq. (41). Now, using the same transformation as in Sec. IV, $a \longrightarrow a \exp \left(i R\left(\omega,\left|a_{0}\right|^{2}\right) t\right)$, we obtain a nonlinear Schrödinger equation with a power-law nonlinearity,

$$
\begin{equation*}
i \frac{\partial a}{\partial t}+P(\omega) \frac{\partial^{2} a}{\partial z^{2}}+Q(\omega)\left(|a|^{-1}-\left|a_{0}\right|^{-1}\right) a=0 \tag{47}
\end{equation*}
$$

To study the nonlinear behavior in the anomalous zone, we define the variable

$$
\begin{equation*}
a(z, t)=a_{0} \Psi(\xi) e^{i \eta} \tag{48}
\end{equation*}
$$

where the new variable $\Psi$ depends on $\xi=\left(Q / 2 P a_{0}\right)^{1 / 2} \chi$, with $\chi=z-V t$ and

$$
\eta=\frac{V}{2 P} z-\left(\frac{V^{2}}{4 P}+\frac{Q}{2 a_{0}} \tau^{2}\right) t
$$

Putting Eq. (48) in Eq. (47), we obtain the equation

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial \xi^{2}}=\left(2-\tau^{2}\right) \Psi-2 \tag{49}
\end{equation*}
$$

This is a linear equation that depends on the parameter $\tau$ and the initial conditions $\Psi(0)$ and $\Psi^{\prime}(0)$. To have a better insight on the nature of the above equation, we can write it using the Sagdeev potential approach $(d \Psi / d \xi)^{2} / 2+U(\Psi)=0$, with the potential

$$
\begin{equation*}
U(\Psi)=2 \Psi-\frac{2-\tau^{2}}{2} \Psi^{2} \tag{50}
\end{equation*}
$$

with $U(0)=0$. We separate the study of this potential in three cases. First, for $\tau^{2}<2$, the potential is zero at $\Psi=0$ and $\Psi=4 /\left(2-\tau^{2}\right)>0$. From this we can see that in the range $0<\Psi<4 /\left(2-\tau^{2}\right)$ the potential is positive, and for $\Psi>$ $4 /\left(2-\tau^{2}\right)$ the potential is negative. Therefore, there is no confined structure for $U<0$ and no soliton solution for this case. For $\tau^{2}=2$, the potential is always positive for $\Psi>0$ and $U=0$ only for $\Psi=0$, so there is no soliton in this case either. Finally, for $\tau^{2}>2$, the potential is always positive for $\Psi>0$. Hence, for all cases, there are no soliton solutions in the anomalous zone.

Let us examine the particular case $\tau^{2} \neq 2$, with boundary conditions $\Psi(0)=1$ and $\Psi^{\prime}(0)=0$. In this case, the solution of Eq. (49) is

$$
\begin{equation*}
\Psi(\xi)=\frac{1}{\tau^{2}-2}\left[\tau^{2} \cosh \left(\xi \sqrt{2-\tau^{2}}\right)-2\right] . \tag{51}
\end{equation*}
$$

For $\tau^{2}<2$, this solution diverges at $\xi \rightarrow \pm \infty$. So the only possible physical solution is periodic wave trains for $\tau^{2}>2$, namely

$$
\begin{equation*}
\Psi(\xi)=\frac{1}{\tau^{2}-2}\left[\tau^{2} \cos \left(\xi \sqrt{\tau^{2}-2}\right)-2\right] \tag{52}
\end{equation*}
$$

As an illustration, Fig. 7 shows $\Psi(\xi)$ for $\tau^{2}=3$, in which case

$$
\begin{equation*}
\Psi(\xi)=3 \cos (\xi)-2 \tag{53}
\end{equation*}
$$

Using Eq. (48) we then can find

$$
\begin{equation*}
a(z, t)=\left[3 \cos \left(\sqrt{\frac{Q}{2 P a_{0}}} \chi\right)-2\right] e^{i \eta} \tag{54}
\end{equation*}
$$



FIG. 7. (Color online) Solution Eq. (55) as function of $\bar{\xi}$ and $1 / \mu=k_{B} T /\left(m c^{2}\right)$ for $y=2.22$.
and, therefore,

$$
\begin{equation*}
\rho(z, t)=\left[3 \cos \left(\sqrt{1-\frac{f^{2} x^{2}}{2}} \bar{\xi}\right)-2\right]^{2}, \tag{55}
\end{equation*}
$$

where $\bar{\xi}=\left(\omega_{p e} / c\right)\left(\sqrt{2 \lambda} a_{0}\right)^{-1 / 2} \chi$. It becomes clear that the temperature and the wave number have a very little effect on the wave profile since $x^{2} f^{2}$ is small, as shown in Fig. 7, where we plot the periodic solution Eq. (55) in terms of the temperature.

One may wonder if an expansion to $x^{5}$ for the velocities (39) and (40), the same order considered in Sec. IV, could introduce a new nonlinear effect to produce a soliton behavior. Instead of Eq. (47), we would have an equation of the form

$$
\begin{align*}
& i \frac{\partial a}{\partial t}+P(\omega) \frac{\partial^{2} a}{\partial z^{2}}+Q(\omega)|a|^{-1} a+S(\omega)|a| a \\
& \quad+T(\omega)|a|^{2} a=0 \tag{56}
\end{align*}
$$

where

$$
\begin{gather*}
P(\omega)=\frac{c^{2}}{2 \omega},  \tag{57}\\
Q(\omega)=\frac{\omega_{p e}^{2}}{\sqrt{2 \lambda} \omega}\left(1-\frac{f^{2} \omega^{2}}{2 \Omega_{c}^{2}}-\frac{f^{4} \omega^{4}}{8 \Omega_{c}^{4}}\right),  \tag{58}\\
S(\omega)=-\frac{3 \sqrt{2 \lambda}}{8} \omega_{p e}^{2} f^{2} \frac{\omega^{3}}{\Omega_{c}^{4}},  \tag{59}\\
T(\omega)=\frac{f \lambda}{8} \frac{\omega_{p e}^{2} \omega^{3}}{\Omega_{c}^{4}}\left(1-\frac{8 f \omega}{\Omega_{c}}\right) . \tag{60}
\end{gather*}
$$

Here $S$ and $T$ are two new parameters which are much smaller than $Q$, because they depend on higher orders of $x$. In this case, it can also be proven that there are no solitons, and the only valid solution remains to be the wave train.

## VI. CONCLUSIONS

We studied the nonlinear evolution of an Alfvén wave propagating along an ambient magnetic field in a strongly magnetized electron-positron plasma with relativistic temperatures. We derived a nonlinear Schrödinger equation for this circularly polarized electromagnetic wave in the normal dispersion zone. In this case the necessary condition for a modulational instability is fulfilled. We calculated the maximum growth rate for the instability and this growth rate decreases as the temperature increases, consistent with previous results [39,40]. This modulational instability admits an envelope soliton solution. As in the weakly magnetized case [40], with the increase of the temperature the envelope soliton becomes wider. We have also studied the Alfvén wave propagation in the anomalous dispersion zone, where there is no soliton solution and the only physical solution is a periodic wave train.

These results may have relevance in the study of the propagation of electromagnetic waves in environments where electron-positron plasmas are important, such as the propagation of the radio emissions through the pulsar's magnetosphere [17], the bulk acceleration of relativistic jets [18], or the emissions in quasar relativistic jets [19], among others.
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