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ABSTRACT

Recent analytical and numerical studies have shown that submesoscale processes (approxi-

mately order one Rossby and Richardson number) in the ocean are important contributors

to the fluxes of potential vorticity and are vital for the transfer of energy from the larger

mesoscale to the smaller scales. My doctoral dissertation examines submesoscale processes

and their interactions with other motions using ocean surface velocities observed from High

Frequency Doppler Radar (HFR) at a ∼1.5 km resolution, and a Regional Ocean General

Circulation Model (ROMS) producing ocean velocities at a ∼4 km spatial resolution.

In the first part of the dissertation I examine vortical motions. I focused on deriving

the surface vorticity balance south of the island of Oahu, Hawaii using the HFR surface

ocean velocities and ROMS product. The first order terms in the balance are advection

of vorticity, vortex stretching and a residual which includes the wind stress curl and the

divergence of eddy fluxes. A depth integrated vorticity balance was also made assuming

an equivalent barotropic flow resulting in bottom pressure torque as a first order term in

areas of shallow topography. It was also found that this shallow topography modified the

canonical westward Hawaiian Lee Current flowing south of the Hawaiian Archipelago.

The second part describes the spatial variations of surface Near Inertial Oscillations

(NIOs) observed in the presence of large Rossby number submesoscale flows. Sea Surface

Height (SSH) observations were used alongside HFR and ROMS to study the NIOs spatial

variability and frequency characteristics in the presence of the submesoscale (HFR and

ROMS) and mesoscale flows (SSH). It was found that the frequency and wavelength of

the NIOs are modified by the high Rossby number submesoscale flow. The amplitudes

of the NIOs, on the contrary, are modified by the submesoscale flow. In particular, the

small-scale gradient of vorticity and divergence fields derived by the HFR surface velocities

appear as lead contributors to the damping and growth of the NIOs. These results have

implications for the global energy budget of the ocean since the decay and growth of surface

NIOs contributes to internal waves and mixing in the interior. Furthermore, the zonal scale
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is affected by the coast as well as the Laplacian of the vorticity. An energy budget for the

NIO taking into account the influence of the mean background flow is also computed.

The third part of this dissertation describes the submesoscale processes at scales of 5 to

40 km. Submesoscale positive vorticity filaments are routinely observed from the southwest

coast of Oahu. These filaments sometimes roll into vortices with diameters of ∼30 km

and Rossby numbers O(1). They are generated by barotropic shear instabilities and are

amplified by the shear of the mean background flow. It is suggested that frontogenesis

and PV dissipation formed the necessary shear to produce the instability. Kinetic energy

wavenumber spectrum estimates at scales from 5 to 40 km are consistent with isotropic

interior quasigeostrophic turbulence. Ageostrophic motions account for a part of this

variance, in particular, at scales of less than 10 km. There is a slight seasonality in

the spectrum estimates, with larger variance in winter and spring due to the observed

submesoscale eddies. Future studies with high resolution models and three dimensional

observations around the Hawaiian archipelago are recommended.
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line, Ŝuc and pink line, Ŝvc) surface currents derived using HFR. For reference
k−2 and k−3 are curves are plotted (dashed black lines). Color shades on each
spectra represent the 95% confidence levels. . . . . . . . . . . . . . . . . . . 117

4.18 As with figure 4.17 but averaged over winter and spring (a) and summer and
fall (b) months. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.1 Snapshot of density on March 14 00:00 using ROMS surface temperature and
salinity. The black solid line indicates the area where 60% of the total two-
year data is available. Magenta dots indicate the two HFR locations KAL
and KOK. The magenta solid thin lines indicate the gliders transects. . . . 133

5.2 (a) Transmit antenna array showing distances between antennas, cable de-
lays, and orientation with respect to the ocean to create three directional-
nulls and amplify the signal over the ocean. (b) Receive antennas array for
HFRs with spacing less than half the radio wavelength (L). Array is oriented
parallel to coastline. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.3 Azimuthal angle (colors) for (a) KAL and (c) KOK in degrees. Standard
deviation during the period shown in Figures 5.6 and 5.7 as a function of the
azimuthal angle over the transects shown in (a) and (c) for (b) KAL and (d)
KOK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.4 KAL and KOK radial currents (a) and (c) correlation and RMSD (b) and
(d) during the periods when KAL and KOK data is simultaneously available
over the spatial areas where both HFRs coverage overlap. . . . . . . . . . . 136

xviii



5.5 (a) GDOP estimated from the KAL and KOK locations. Kinetic Energy
color maps overlaid over surface current variance ellipses from (b) HFR and
(c) ROMS surface currents. Red dots indicate the KAL and KOK location.
A GDOP of 4 is shown in (a) as a reference. . . . . . . . . . . . . . . . . . . 137

5.6 KAL (a) time series of the percentage of spatial coverage of the area shown
in (b) for the period of data available from November 2010 to August 2012.
Colormaps of (b) daily (6:00 to 16:00) (c) nightly (16:00 to 6:00) and (d)
total percentage of available data from November 2010 to August 2012. . . 138

5.7 KOK (a) Time series of the percentage of spatial coverage of the area shown
in (b) for the period of data available from November 2010 to August 2012.
Colormaps of (b) daily (6:00 to 16:00) (c) nightly (16:00 to 6:00) and (d)
total percentage of available data from November 2010 to August 2012. . . 139

5.8 Time series of magnitude of surface velocities using gliders and (a) KOK
and (b) KAL radial measurements. The radial surface velocities plotted are
chosen as the closest radial grid point to the glider location when measured
simultaneously. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

5.9 Scatter plots of gliders vs HFR (a) zonal and (b) meridional surface veloc-
ities and glider velocities projected into the (c) KAL and (d) KOK radial
components vs the corresponding HFR radial velocities. . . . . . . . . . . . 141

5.10 RMSD of ROMS radial currents projected into (a) KOK radials and (b) KAL
radials vs the corresponding HFR radial velocities. . . . . . . . . . . . . . . 142

5.11 Spectra of (a) KAL and (b) KOK radial currents at the grid points with the
lowest RMSD value in Figure 5.10. The black line in both figures denotes
the ROMS spectra of the projected radial into the KAL and KOK radial
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

5.12 Time-averaged surface current magnitude from September 2010 to September
2012 computed using (a) HFRs and (b) ROMS vector currents interpolated
into the HFR grid points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

5.13 Standard deviation of (a) u and (b) v HFR surface velocities and (c) u and
(d) v ROMS surface velocities interpolated into the HFR grid points from
September 2010 to September 2012. . . . . . . . . . . . . . . . . . . . . . . 145

5.14 Time series of 3 day low pass u surface velocity averaged over regions A (top
row) and (b) B (bottom row). Regions are depicted in Figure 1.1, Chapter 2. 146

xix



5.15 Clockwise and counterclockwise spectra of (a) HFR and (b) ROMS vector
surface velocities averaged over the HFR effective coverage shown in Figure
5.1 as a black solid line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.1 Daily satellite chlorophyll [mg/m3] on March 15, 2012. The magenta dots
mark the area where the submesoscale eddy described in Chapter 4 is ob-
served. Topography is shown in dashed grey contours at 50 m, 200 m and
1000 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

xx



CHAPTER 1
INTRODUCTION

The ocean circulation encompasses a wide range of scales. The most energetic flows

are eddies with horizontal scales of a few hundred kilometers (mesoscale). These mesoscale

eddies are well understood and have been routinely studied with satellite observations and

global numerical models. These motions are mostly anisotropic with vertical velocities

much smaller than their horizontal velocities because of the earth rotation and stable dense

stratification suppressing vertical motions.

Recent numerical and observational studies have shown a very dynamical eddy field at

scales between 1 to 100 km, which drives vertical velocities one or two orders of magnitude

than the 1 m/day associated with the divergence of the mesoscale flow. These vertical

velocities generate fluxes of physical and chemical tracers between the mixed layer and the

ocean interior which are important for to the biological production at the ocean surface.

This regime usually called the submesoscale, has recently drawn much attention from the

perspective of its role in the turbulent cascade of energy (McWilliams 2016).

Submesoscale features can be observed as filaments, fronts and eddies. They are charac-

terized by Rossby number O(1) and horizontal spatial scales smaller than the first baroclinic

deformation radius (Thomas et al. 2008; Capet et al. 2008). The dynamics of submesoscale

processes in the surface mixed layer have been explained by frontogenesis (Capet et al.

2008; Gula et al. 2014), baroclinic instabilities (Callies et al. 2015) and mesoscale straining

(Shcherbina et al. 2013). Analysis and interpretation of submesoscale currents has mostly

been approached in an open-ocean context where submesoscale currents most commonly

reside.

Submesoscale observations are sparse because in situ measurements have a limited ability

to observe submesoscale processes. At present, high-resolution numerical models provide the

most feasible route for explanation of submesoscale dynamics in a variety of oceanographic

settings. However; High Frequency-doppler Radars (HFR), geostationary color imagery

1



and the future SWOT, are instruments that can be used to realistically investigate the

submesoscale flow.

The ocean dynamics around the Hawaiian islands are characterized by a combination

of coastal and open-ocean processes. Coastal circulation around the islands is typically

characterized by complex oceanic responses to wind stress, tides, heat fluxes and bathymetry

conditions (e.g., Chavanne et al., 2010). The canonical circulation around the islands

is described by the westward Hawaiian Lee current (HLC) south of the islands and the

westward North Hawaii Ridge Current (NHRC) flowing north of the archipelago. Mesoscale

eddies have been routinely observed by satellite observations (Yoshida et al. 2011), numerical

models (Calil et al. 2008) and drifters (Victoria Futch, personal communication). They are

generated by the wind stress curl in the lee of islands (Chavanne et al. 2002) and Von

Karman instabilities off the Big Island of Hawaii. These eddies generally drift westward

at approximately the first baroclinic Rossby wave speed and contribute to the canonical

circulation. The only submesoscale study for Oahu was done by Chavanne et al. (2010) using

3 months of HFR surface velocities. It investigated the interaction between a submesoscale

eddy of ∼10 km and a front off the west coast of Oahu.

In this study, two years of HFRs measuring surface currents at resolutions of ∼1.5 km

and one hour are used to study the mesoscale to submesoscale surface circulation off the

south shore of Oahu, Hawaii. This integrated analysis using maps of concurrently observed

HFR surface currents, gliders, satellite and wind measurements can provide insights for

pure observational based submesoscale process studies. Furthermore, two years of model

data around the Hawaiian Island are used to compare with the observations.

The purpose of this study is twofold; to characterize the submesoscale regime around

an island and highlight its potential importance in contribution to horizontal and vertical

material, and to explore the governing ocean dynamics of the submesoscale currents south

shore of Oahu, Hawaii at different spatial and temporal scales. This thesis is organized as

follows; Chapter 2 explores the mean circulation and its interaction with local topography.

Chapter 3 investigates the spatial and temporal variability of the near inertial oscillations
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and Chapter 4 describes the submesoscale flow and its interaction with the lower frequency

regime. Chapter 5 compares and validates observations and model.
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CHAPTER 2
VORTICITY BALANCE SOUTH SHORE OF OAHU
HAWAII DERIVED BY HIGH-FREQUENCY RADIO

DOPPLER CURRENT OBSERVATIONS

2.1 Introduction

Among ocean current measurements, only high-frequency radio (HFR) Doppler current

meters are able to map currents at both high spatial resolution (on the order of the km),

and temporal resolution (on the order of an hour), therefore they can uniquely estimate the

momentum and vorticity balances of the upper ocean. Estimating the momentum balance

requires knowing the pressure field either through hydrography or altimetry, both which

cannot sample at the same high resolutions as the HFRs. We can, however, estimate the

vorticity balance without the need for the pressure gradients using only HFRs.

In this study, our objective is to investigate how the mean surface vorticity balance may

be estimated and analyzed from an array of HFRs. We will first review the theoretical

derivation of the surface vorticity balance and its expression in terms of measurable quanti-

ties. We then will apply the concept to an area where the vorticity forcing signal is known

to be strong; the lee of the island of Oahu, Hawaii (Chavanne et al. 2010b).

The Hawaiian Islands are a prime region to study the vorticity balance since the moun-

tainous islands present a barrier to the trade winds generating wind stress curl (Chavanne

et al. 2002) which in turn produces cyclonic and anticyclonic eddies. A complex surface cir-

culation encompasses the islands (Figure 2.1); with the North Equatorial Current impinging

to the east of them and bifurcating into the North Hawaiian Ridge Current (NHRC) to the

north and the Hawaiian Lee Current (HLC) to the south of the islands.

The Hawaiian archipelago is a key region for generating mesoscale eddies in the western

Pacific Ocean, a previous model study of the vorticity balance study around the Hawaiian

Islands (Azevedo Correia de Souza et al. 2015) showed that wind stress curl can produce

enough advection of vorticity to enhance the canonical circulation around the Hawaiian
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archipelago and thus modify the north-Pacific ocean circulation. South of the archipelago,

Yoshida et al. (2011) found the mesoscale variability induced not only by the wind stress

curl but by the instability of the sheared NEC and the Hawaiian Lee Counter Current

(HLCC) flowing eastward south of the HLC.

The goal of this paper is to calculate the mean vorticity balance from two years of HFR

surface velocities. To account for the surface frictional forcing, the vorticity balance residual

will be compared to the wind stress curl from an atmospheric model in conjunction with

the mixed layer depth from an ocean general circulation model (GCM).

The paper will be presented as follow; Section 2.2 describes the theoretical background.

Data and methods are described in section 2.3. The HFR observations are described in

section 2.4 and the surface vorticity balance is described in section 2.5. The results are

discussed in section 2.6 and summarized in section 2.7.

2.2 Theoretical Background

The surface quasi-geostrophic vorticity balance equation involves quantities directly mea-

surable by the HFR. Assuming hydrostatic balance and incompressibility the horizontal

momentum equation is:

∂tu + u · ∇u + f × u =
1

ρ
∇p+ F (2.1)

in which u = [u(x, y), v(x, y)], p is pressure, ρ is density, ∇ is the two-dimensional

del operator (∂/∂x, ∂/∂y) and F contains the forcing and dissipative terms. Taking the

horizontal curl of equation (1) yields the surface vorticity conservation equation in which

pressure effects are no longer explicit:

∂tζ + u · ∇(ζ + f) + (ζ + f)∇ · u = ∇× F (2.2)

On the L.H.S of equation 2 the first term is the rate of change of relative vorticity, the

second and third term are the advection of relative and planetary vorticity (β = df/dy)
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and the fourth term is the vortex stretching. The ∇ × F acts as the sources and sinks of

vorticity due to external forcing and dissipation.

HFRs measure currents over a thin layer of depth HR ∼0.7 m (at 16 MHz) (Stewart

and Joy 1974; Gurgel et al. 1999a; Röhrs et al. 2015). While this depth is ill-defined

and there are no closed theoretical expressions for it, it is much smaller than the mixed

layer depth, and thus the horizontal momentum and vorticity terms in (2) will be assumed

constant within HR. Neglected terms in (2) which can not be directly calculated by HFR

observations include vorticity tilting and lateral stress divergences arising from the curl of

the vertical momentum of advection.

2.3 Data and Methods

2.3.1 HFR surface currents

Two WERA HFRs (Gurgel et al. 1999a,b), with a range of 100 km and a range-resolution

of 1.5 km, have been deployed on the south shore of Oahu, Hawaii from September 2010 to

September 2012 (labelled as KAL and KOK as shown in Figure 2.2). A description of the

principles of the WERA radars can be found in Gurgel et al. (1999a). The configuration

of the radars (frequency 16 MHz, bandwidth 100 kHz) and the processing techniques were

identical to those detailed by Chavanne et al. (2007, 2010a). The instrument setting and

radar noise are discussed in Appendix A.

Figure 2.2a shows the location of the two radars in Kalaeloa (KAL, 21◦ 18N, 158◦ 5W)

and Koko Head (KOK, 21◦ 26N, 157◦ 42W), covering the 670 m deep Kaiwi channel, and

the shallow 50 m deep Penguin Bank. The two-year mean surface currents are overlaid over

the color-coded mean vorticity and divergence (Figure 2.2a and 2.2b).

Figure 2.3a shows the rotary power spectra of velocity averaged over grid points with

more than 90% of data return over the two year period. Similar to the results of Chavanne

et al. (2010b), the slope of the continuum energy at superinertial frequencies is representative

of the internal wave spectrum, with no rotary asymmetry. The diurnal and semidiurnal
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tides, and their harmonics, dominate the superinertial band. In contrast, clockwise energy

is larger than counterclockwise in the near-inertial band extending down to 0.7f , the

broadening of which reflects the influence of local vorticity on the inertial frequency (Kunze

1985; Weller 1982). In the subinertial band of mesoscale motions, spectral energy follows

the typical slope of about ∼-5/3 (Vallis (2006), p380).

Figure 2.3b shows the corresponding power spectra of divergence ∂u
∂x + ∂v

∂y and local

vorticity ∂v
∂x −

∂u
∂y averaged over the entire domain. In the inertial and superinertial bands,

divergence and vorticity have similar magnitudes. There is no distinct near-inertial peak,

since inertial motions are spatially homogeneous to first order, responding mostly to local

wind forcing. Below 0.7f, the magnitude of vorticity progressively overwhelms divergence,

as expected in flows increasing in geostrophic balance at increasingly longer periods.

Since this study is focused on the mean surface vorticity balance, temporal filtering of

the HFR time series is essential to separate the mean motions from the higher frequency

oscillations. The filtering was performed in two steps. First, the tidal harmonics were

removed using the t tide algorithms (Pawlowicz et al. 2002). Secondly, a butterworth low-

pass infinite impulse response filter with a cut-off frequency of 0.33 cpd (T = 3 days)

was used to extract the subinertial mesoscale flow, thus rejecting inertial oscillations, and

high-frequency waves.

All quantities (velocity, velocity gradients and mean and eddy vorticity terms) were

computed from these low-passed currents. The L.H.S of equation 2 can be entirely calculated

from these velocity and vorticity gradients while the R.H.S can be estimated as a residual

from the L.H.S of equation 3 or calculated explicitly from the atmospheric model and GCM

product as it will be shown in section 2.5.3.

Surface velocity gradients are typically in the O(10−8 s−1) while relative vorticity gradi-

ents are in the O(10−12 m−1 s−1). Both velocity and vorticity gradients are highly variable

throughout the HFR spatial domain. Values increase up to 10 times the typical values close

to the coast and away from the HFR coverage due to the GDOP (Appendix A), therefore

only 40% of the total HFR spatial coverage (shown as a thin grey line in Figure 2.2) is used
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to calculate these quantities.

2.3.2 Wind Measurements

While wind stress is the primary upper ocean forcing, the coarse resolutions of satellite winds

(ASCAT, 25 km) and global model winds (NCEP-NARR, 32 km) do not usefully match the

HFR surface velocity observations. In contrast, the network of land-based meteorological

stations and ocean buoys is also too sparse to calculate gradients. Therefore, a local

implementation of the Weather Research Forecast (WRF) model (Tu and Chen 2011),

assimilating data from satellite, aircrafts and buoys, will be used to provide the surface

wind field at spatio-temporal resolutions matching the radar grid.

The HNL airport daily wind observations (shown in Figure 2.2a) and the WRF wind-

model grid point closest to the HNL station are significantly correlated with an r-value

of 0.60. WRF Wind stress is computed using Large and Pond (1981), standard methods.

Figure 2.2c shows the 2-year mean surface wind stress (September 2010 through September

2012; same as HFR data), overlaid over the color-coded mean wind stress curl. The wind

stress field shows the dominance of the northeasterly tradewinds, while the wind stress curl

field reveals the influence of mountainous island topography. In particular, positive wind

stress curl yielding upward Ekman pumping (cyclone-generating) is observed over Penguin

Bank and the Kaiwi channel, while negative wind stress curl yielding downward Ekman

pumping (anticyclone-generating) is observed in the south-west coast of Oahu (Chavanne

et al. 2010b).

2.3.3 Ocean Model Mixed Layer Depth

In this study, we will use the mixed layer depth from an assimilative GCM based on the

Regional Ocean Modeling System (ROMS). A free-surface, hydrostatic, primitive equation

model discretized with a terrain-following vertical coordinate system (Shchepetkin and

McWilliams 2005). The assimilation system is based on previous work (Azevedo Correia de

Souza et al. 2015; Janeković et al. 2013; Matthews et al. 2012; Powell et al. 2009). It
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uses four-dimensional variational (4D-Var) assimilation to integrate data from the radial

currents of available HFRs including KAL and KOK described in section 2.3.1, satellites,

autonomous gliders, Argo drifters, and other in-situ measurements. The assimilative model

was compared with observations in Azevedo Correia de Souza et al. (2015) and Matthews

et al. (2012). They found that in most cases, the assimilation reduces the root mean square

error between model and observations. In particular, in Matthews et al. (2012), the model

mixed layer depth in the lee of the Hawaiian islands was compared to climatology from

observations, resulting in differences of less than 10 m. Barotropic forcing is from the Oregon

State University TOPEX/Poseidon Global Inverse Solution (TPXO) tidal constituents,

(Egbert and Erofeeva 2002) and the lateral forcing is provided by the coarser resolution

global HYCOM. The surface forcing uses the high-resolution winds from the 1.5 km WRF

atmospheric model described in section 2.3.2.

The model was run to overlap with the HFRs time series from September 2010 to

September 2012 at 4 km resolution over a domain covering the Hawaiian Islands (-153◦ to

-163o and 17◦ to 24◦), with 32 terrain-following vertical levels: 9 levels span the upper 200

m in deep water, with more levels near-surface as the slope ascends towards the islands.

The model output provides estimates of the temperature, salinity and currents at a 3-

hour temporal resolution. The mixed layer depth, most important for our objective, was

estimated as the depth where density varies 0.125 kg m−3 from the surface.

Figure 2.2d shows the spatial distribution of the 2-year temporal mean of mixed layer

depth (Hs). Note the large spatial variations of Hs over the domain, ranging from ∼35 m

just West of Penguin Bank, to ∼55 m south west coast of Oahu. These variations are, in

part, the response of the ocean to the patterns of wind stress curl (Figure 2.2c), through

one-dimensional mixed-layer deepening and Ekman transport divergence, and in part due

to the geostrophic signature of the mean currents, which are not solely locally wind-driven.
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2.4 Description of HFRs observations

Figure 2.2a shows the time-averaged HFR surface velocities from 2010 to 2012; a westward

drift is observed, intensifying southward away from the island, with typical speeds of 25

cm s−1, corresponding to the local expression of the HLC (Lumpkin 1998; Lumpkin and

Flament 2013). The time-mean relative vorticity has typical values in the O(10−6 s−1),

reflecting the topography with positive (cyclonic) vorticity ∼+0.25f immediately west of

Penguin Bank, and negative (anticyclonic) vorticity ∼-0.26f closer to the coast of Oahu.

The ζ values estimated over the two-year period are slightly more negative (53%) than

positive (47%). There is a slight preference for positive ζ (57%) in the Kaiwi channel, while

the opposite is true for Penguin Bank with 65% of the total ζ values being negative.

We chose two areas of approximately 20 km2 (Figure 2.2d) where GDOP is low (Ap-

pendix A) such that each region is representative of i) an area of ∼600 m depth with mean

negative wind stress curl (region A) and ii) a shallow bank ∼200 m depth with mean positive

wind stress curl (region B). Northeasterly trade-winds are observed throughout most the

year with south-west wind events in winter and spring (Figure 2.4c and 2.4d). In general,

over the two year period, both regions present a westward surface flow associated to the

HLC (Castillo-Trujillo 2014). In region B, the frequent eastward current reversals shown in

Figure 2.4b are associated to the presence of southwesterly winds (Castillo-Trujillo 2014)

while during northeast winds the surface current is mostly north-west. On the other hand

on region A (Figure 2.4a) periodical south-west current reversals are seen throughout the

time record which do not seem related to any wind event but were also seen in Chavanne

et al. (2010b) HFR observations west coast of Oahu.

2.5 Surface vorticity balance

2.5.1 Low frequency time-varying balance

The time-varying balance in region A is a combination of advection of vorticity, vortex

stretching and its residual (Figure 2.5a), while in region B (Figure 2.5b) the balance is
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mostly composed of vortex stretching and residual and to a lesser extent to advection of

vorticity. The residual in region A occurs because either stretching and advection of vorticity

are out phase when of opposite sign or because stretching mostly dominates compared to

advection of vorticity. An exception is the period from March to June 2012 when advection

of vorticity is larger than vortex stretching. In contrast, in region B the residual occurs

because the strong stretching is opposed by the residual and sometimes weak advection. The

advection of planetary vorticity is an order of magnitude smaller and does not contribute

to the balance in any of the areas. In both regions, typical values of advection of vorticity

and vortex stretching are around 0.5× 10−9 s−2 with maximum values at 1× 10−9 s−2.

Although the tendency term ∂ζ
∂t is two orders of magnitude smaller than the rest of

the terms in equation (2) (Figure 2.5c), variations of ∂ζ
∂t are generated by changes in time

over different leading-order terms. For example, in June 2011 (region A) advection of

vorticity and vortex stretching contribute to the term while in March 2012 (Region B)

vortex stretching and the residual are the main contributors.

Eddy Kinetic Energy (EKE) and relative vorticity peaks stand out through out the time

series with events lasting between ∼20 days (Figure 2.5d and 2.5e). The largest EKE events

are found in Spring 2012 with values of up to ∼0.10 m2s−2. This event is also seen as an

increase in positive relative vorticity with values of around 1f . Region A has the largest

relative vorticity values reaching up to 1f while Region B values are never larger than ±

0.5f . Only in region A, a slight seasonality is observed in relative vorticity where large

positive events are seen in winter months from December to March.

2.5.2 Time-mean balance

To quantify the effect of eddy vorticity forcing on the mean flow, the standard Reynolds

decomposition of velocity into a time mean and time-dependent eddy component is applied

as u = u + u′ where u is the two-year time-mean and u′ are the deviations from the mean.

The mean advection of mean vorticity u ·∇ζ and vortex stretching (ζ+f)∇·u are separated

from the eddy advection of eddy vorticity u′ · ∇ζ ′ and stretching of eddy vorticity, ζ ′∇ · u′.

11



To quantify these Reynolds stresses and their contribution to the mean balance they are

combined as the divergence of the eddy flux of relative vorticity, ∇ · u′ζ ′. Equation 2

becomes:

u · ∇ζ + (ζ + f)∇ · u = ∇× F−∇ · ζ ′u′ (2.3)

Equation 3 expresses that in the absence of dissipation and mixing into the deeper layers,

mean advection of relative vorticity is balanced by mean vortex stretching, divergence of the

eddy flux of relative vorticity, and an external forcing. The advection of planetary vorticity

and the tendency term are negligible since they are two orders of magnitude smaller than

the leading-order terms.

The HFR derived terms in equation 3 are plotted on Figure 2.6; there is an anti-

correlation between mean advection (Figure 2.6a) and mean vortex stretching (Figure

2.6b) of vorticity with negative (positive) values of advection of vorticity in the west

(east) of the HFR domain. In certain areas, however, close to Penguin Bank and north

of the Kaiwi Channel, advection does not seem capable of inducing the observed vortex

stretching, indicating an external source of vorticity beside advection of Potential Vorticity

(PV) anomalies.

The residual from u · ∇ζ and (ζ + f)∇ · u (denoted as R1 in Figure 2.6c) resembles the

vortex stretching pattern but is only about one third of its size, except in the Kaiwi channel

and north-west of the HFR spatial domain.

Figure 2.6g shows the divergence of eddy flux of relative vorticity. It mostly follows the

leading order terms pattern with positive (negative) values in the north-west (south-east) of

the HFR spatial domain and its main contributor is the advection of eddy vorticity (Figure

2.6e). This indicates that in addition to advection of vorticity, the eddy forcing could have

cause compression of the vortex stretching term in the north-west corner of the HFR spatial

domain suggesting high-frequency motions contribute to the mean vorticity budget.
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2.5.3 Vorticity balance integrated over the mixed layer depth

If the dominant external forcing in the mean surface vorticity balance is the vertical turbu-

lent flux of horizontal momentum, with wind stress τ as the surface boundary condition, the

forcing term in equation 3 becomes 1
ρ∇× τz. Integrating the forcing term over a time-mean

mixed layer depth Hs, below which the turbulent stresses are neglected (Stern 1965; Price

et al. 1986) and assuming the rest of the terms in equation 3 are constant yields:

u · ∇ζ + (ζ + f)∇ · u =
1

ρHs

∇× τs −∇ · ζ ′u′ (2.4)

where τs is wind stress at the surface. ∇ × F in equation 3 was calculated from the

equation residual while in equation 4 it is explicitly computed from a combination of the

mean WRF wind stress shown in Figure 2.2c and the mean mixed layer depth Hs derived

by the ROMS product shown in Figure 2.2d.

The first term on the R.H.S of equation 4 (Figure 2.6d) shows the wind stress curl

variations due to the island-shadow of the trade winds (Chavanne et al. 2002, 2010b) with

positive values in most of the HFR domain, except in the north-west of the area near the

coast. It is not expected that the residual from equation 3 will exactly resemble the modeled

surface frictional forcing term since the residual includes all of the unquantified terms and

noise and the spatial and temporal resolutions of both model (4 km, 3 hours) and HFR

observations (1.5 km, 1 hour) are not the same. Nevertheless, the surface forcing term has

the same order of magnitude O(10−10 s−2) as advection of vorticity and vortex stretching,

thus consistent with the typical values of the residual. In addition, over the Penguin Bank

at −157.7o, 21.0o there is an increase in positive wind stress curl in the modeled surface

frictional forcing term (Figure 2.6d) that it is reflected in the positive advection of vorticity

(Figure 2.6a) and negative vortex stretching (Figure 2.6b).
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2.6 Discussions

2.6.1 Surface Vorticity Balance

The HFR surface vorticity budget (equation 2) was estimated as a time-varying and time-

mean balance revealing flow dynamics south of Oahu, Hawaii. The leading-order terms in

the time-mean surface (Figure 2.5) are mean advection of vorticity, vortex stretching and

the residual, and to a lesser extent the eddy forcing. The residual is leading-order, since

it includes the unquantified terms such as wind stress curl and bottom pressure torque.

The time-mean balance revealed certain aspects of the surface circulation around Oahu. In

most of the HFR spatial domain there was a partial balance between mean advection of

mean vorticity and vortex stretching (Figures 6a and 6b) suggesting a surface circulation

due to PV anomalies. These PV anomalies can be associated to the frequent mesoscale

eddies flowing westward from the island of Hawaii (Calil et al. 2008; Yoshida et al. 2011;

Jia et al. 2011). In some areas, however, the mean advection of mean vorticity did not

produce vortex stretching of the correct sign, such as in Penguin Bank implicating forcing

by bathymetry or higher-frequency eddy motions.

We will now discuss the implications of these terms in the mean vorticity budget by

selecting the two areas shown in Figure 2.2d. The time-mean surface vorticity balance

averaged over regions A and B is summarized in Figure 2.7. There are two different processes

generating mean advection of mean vorticity over the HFR spatial domain since each region

resulted in negative (region A) and positive (region B) mean values. Over the two year

record, in region A, the advection term has a larger correlation with the residual (r = 0.79)

compared to vortex stretching (r = 0.51). While in region B, vortex stretching has a

positive and larger correlation (r = 0.88) with the residual compared to the advection

term (r = −0.48). This correlation difference could be attributed to the influence of the

non-measured HFR vorticity terms such as dissipation of stress in Region A and bottom

pressure torque in Region B where topography is shallow. For both regions, if the residual

is compared to the frictional forcing term estimated from WRF and ROMS, values are
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the same of order of magnitude O(10−10) s−2, even with spatial and temporal sampling

differences between observations and models.

Our analysis does not include transmission of stress into the deeper layers, but in

Azevedo Correia de Souza et al. (2015) vorticity balance, about 40% of the surface forcing

is released to the deeper ocean through bottom stress. We can not quantify this term from

HFR observations, but, in region A where bathymetry is about 600 m it can be estimated

as follows. If the residual includes only the surface frictional forcing and the transmission of

stress to deeper layer, then it can be calculated as the difference between the model surface

frictional forcing term (-0.50 × 10−10 s−2) and the residual (-1.11 × 10−10 s−2), that is,

∼50% of the surface forcing.

In contrast, in region B where bathymetry is around 200 m, there is a positive source of

mean advection of mean vorticity that balances the negative vortex stretching. Because the

magnitude of the vortex stretching term is larger than the mean advection of mean vorticity,

the difference could be attributed to bathymetric forcing and not to transmission of stress

to bottom layers such as suggested above for Region A. Thus, the residual will include not

only the frictional forcing term but bottom pressure torque. This is can be quantified from

Figure 2.7 as follows, if we assume the total residual R1 is 0.51 × 10−10 s−2 (not including

the eddy vorticity forcing) includes bottom pressure torque, we can subtract the model

surface frictional forcing term (0.55 × 10−10 s−2) from this total residual resulting in 0.04

× 10−10 s−2. This closure of the vorticity budget could reveal the total residual not as

surface frictional forcing but as bathymetric forcing. We will explore this further below.

The surface vorticity balance in this study does not necessarily represent the vorticity

terms on a longer or larger spatio-temporal scale. Azevedo Correia de Souza et al. (2015)

model results, although at a slightly lower spatial resolution (4 km), found -similar to us-

that mean advection of mean vorticity and eddy vorticity forcing act as leading-order terms

in the balance. In our study, the uncertainty of the eddy forcing term is as large as the

residual uncertainty (Appendix B). However, The inclusion of the eddy forcing term in to

the vorticity budget reduced the residual in Region B but not in Region A (Figure 2.7).
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Nevertheless, it is clear that high frequency motions affect the mean budget to an extent.

This topic deserves further attention and is the subject of a follow up paper.

2.6.2 Depth integrated vorticity balance in Penguin Bank

We will now further assess the influence of bottom pressure torque term in the vorticity

budget, in particular in Region B where stretching of vorticity was larger than mean

advection of mean vorticity. This can be estimated assuming the vertical distribution of

the mean flow around the island of Oahu is governed by a function D(z) which is 1 at the

surface and decays exponentially with depth as D(z) = ez/Ho , where z is depth measured

in meters from the ocean surface, positive upward, and Ho is the e-folding depth. Taking

the curl of the vertically integrated equation 2 from the surface to the sea floor using D(z)

and wind stress as the surface frictional forcing leads to:

d1u · ∇ζ + do(f + ζ)∇ · u =
1

ρ
∇× τs −

1

ρ
∇× τb + J(Pb, H) (2.5)

Where do =
∫ 0
−H D(z′)dz and d1 =

∫ 0
−H D

2(z′)dz. The subscript s refers to quantities

at the surface, and b to those at the sea floor. The coefficients indicate that the advection

term will decay faster than vortex stretching with depth and their surface anti-correlation

can be modified in the vertical as shown by Hughes (2005).

In shallow regions, the difference between the advection and vortex stretching terms will

be larger than in deep regions. Table 1 shows the depth integration balance coefficients as a

function of the e-folding depth and bathymetry. Both do and d1 increase non-linearly with

the e-folding depth when the depth increases. If Ho is larger than 200 m and bathymetry

is larger than 1000 m, the depth-integrated vortex stretching will increase two orders of

magnitude from its surface values while the depth-integrated advection of mean vorticity

will increase only one order of magnitude.

Using the vertical structure fit found with ADCP observations west of Oahu by Chavanne

et al. (2010b), the e-folding depth is Ho=∼100 m. In region B were ocean depth is around

200 m, do=86 m and d1=49 m, therefore the depth-integrated vortex stretching will increase
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50% from the mean surface values whereas the depth-integrated mean advection of mean

vorticity will increase one order of magnitude from the mean surface values. In contrast, in

region A where bathymetry is around 600 m, do = 100 m and d1 = 50 m, that is, the depth-

integrated vortex stretching will be 20% larger than in region B while the depth-integrated

advection term will increase one order of magnitude as in Region B. Thus, both the depth-

integrated advection and vortex stretching terms in the L.H.S of equation 5 will result in

O(10−8) s−2. Using τs values from WRF, the surface frictional forcing term (1ρ∇× τs) will

also result in values with O(10−8) s−2 as the rest of the terms in the L.H.S of equation 5.

The second term on the R.H.S of (5) is the vorticity produced by bottom stress (τb).

Previous studies have shown this term to be important in shallow regions (Csanady 1978;

Brink and Allen 1978) but the lack of direct observations of bottom stresses does not allow

for an accurate estimation. It is important to notice that in coastal and shallow areas like

Penguin Bank this term could contribute to the balance and thus be part of the residual.

The contribution of vorticity by bottom pressure torque (J(Pb, H)) to the depth-integrated

vorticity balance can be estimated assuming the two-year mean HFR surface velocities

are geostrophic. In this case; J(Pb, H) is equal to fubg · ∇H, where ubg is the bottom

geostrophic velocity and ∇H is the spatial gradient of bathymetry. For areas shallower

than the e-folding depth (Ho), the bottom geostrophic velocity will roughly equal the HFR

surface mean velocity. In areas around Penguin Bank (∼50 m) where H < Ho and spatial

variations of depth (∇H) are about 1 m every 100 m, bottom pressure torque would result

in values in the O(10−8) s−2 if surface velocities are larger than ∼15 cm s−1. This was the

case throughout the time period analyzed (Figures 4a and 4b). This result indicates that

the large vortex stretching values seen north of Penguin Bank at around 157.7oW 21oN

observed in the mean surface vorticity balance (Figure 2.6) could be induced in part by the

bottom pressure torque and thus are part of the residual.
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2.6.3 Topographic steering of HFR surface flow by Penguin Bank

As shown by the depth-integrated balance, bathymetry can influence the mean flow if spatial

gradients of bathymetry are large enough such as in the Penguin Bank region. This section

evaluates if the Penguin Bank steers the HFR-derived surface velocities by means of PV.

Assuming a fully barotropic flow, a PV conservation can be written as J(ψ, fH ) = 0

requiring flow to follow contours of f/H where H is ocean depth and f is the Coriolis

parameter. If f/H were conserved along streamlines, then angular separation between

the 3-day low-passed HFR-derived surface velocities (u) and ∇(f/H) will be 90o. If the

angle between u and ∇(f/H) is mostly at right angles over the two-year period with a small

standard deviation, it is an indication of topographic steering of a barotropic flow (Thomson

and Freeland 2003; LaCasce et al. 2008). For the area south of Oahu, this PV constrain

will incite a clockwise circulation around the ∼50 m Penguin Bank and a counter-clockwise

circulation around the ∼700 m Kaiwi channel.

Figure 2.8 shows the standard deviation and median of the separation angle over the two-

year time period. The smallest standard deviation (90o) was found south-west of Penguin

Bank while towards the Kaiwi Channel the standard deviation increased to 120o. These

large standard deviation values indicate that either the low-passed surface velocities are

divergent, less influenced by topography or the assumption of a barotropic flow is not valid.

As shown above, Chavanne et al. (2010b) found an e-folding depth of 100 m indicating

that for shallow areas the assumption of a barotropic flow can be valid. South-west of

Penguin Bank, the standard deviation was less than 90o and the median angle was found at

around 90o (Figure 2.8b, red lines), indicating flow was mostly constrained by topography.

In contrast, over Penguin Bank, standard deviation varied between 60o and 120o with a

median angle around 45o. This is mostly due to flow modified by surface forcing (as shown

above) and instrument noise (Appendix B).

Figure 2.9 shows the histograms of separation angles from the area shown in Figure 2.8a

and the region only limited by the red dashed line (red). The histogram computed over

the total area in Figure 2.8a shows a bimodal distribution suggesting there are two distinct
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processes modifying the surface circulation. In contrast, in the histogram estimated only

over the area within the red line in Figure 2.8, most of the angles were found at around

90o. This indicates topography steering by Penguin Bank bathymetry is the main process

modifying the surface circulation. This topographic steering can also be observed in the

surface current time-series (Figure 2.4b), where in Region B, northward surface components

are frequent throughout the two-year time period.

2.7 Summary

HFRs observations reveal the regional dynamics south of Oahu through its mean surface

velocity and vorticity structure. The two-year mean surface velocities exhibit a westward

flow and mean Ro in the O(0.2f). Maps of mean advection of mean vorticity and vortex

stretching were produced at scales down to 2 km revealing spatial variations of vorticity

due to bathymetry and wind stress curl.

The most striking feature of the mean surface vorticity balance is the anti-correlation

between advection and stretching of vorticity, revealing flow driven by advection of PV

anomalies. The residual from these terms was interpreted as the sum of unquantified

terms and noise. Of the unquantified terms, we estimate that wind stress curl is the most

significant contributor to the residual, in agreement with previous work by Chavanne et al.

(2010b) and Azevedo Correia de Souza et al. (2015). The divergence of the eddy flux of

relative vorticity was also estimated, resulting in values about a third of the size of the

leading-order terms but sometimes increasing the first-order residual. Thus, precluding an

accurate estimation of the term.

In shallow regions, however, bottom pressure torque accounts for most of the residual

since vortex stretching is larger than advection of vorticity. An estimation of the depth-

integrated vorticity equation assuming an equivalent barotropic flow was made. We found

that bottom pressure torque could act a first-order term when spatial variations of topogra-

phy are large enough such as the case of Penguin Bank. In addition, a PV analysis showed

that bathymetry gradients can sometimes steer the mean surface circulation such as in
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Penguin Bank.

2.8 Appendix A: HFR settings and Data processing

The frequency-modulated continuous-wave (FCMW) HFRs were operated yielding a range

resolution of 1.2-1.5 km and averaging times of 9-12 min yielding a time resolution of 15

min with each site transmitting while the other was quiet. The transmit antenna formed a

beam toward the ocean, a null in the direction of the receive antennas to reduce the direct

path energy. The instruments were operated in beam-forming mode with linear arrays of 8

receive antennas, yielding an azimuthal resolution of ∼7◦ when steering the beam normal

to the receive array and degrading higher incidence angles; above 60◦ the sidelobes are too

large to obtain uncontaminated measurements (Gurgel et al. 1999b).

Vector currents were mapped on a 2-km cartesian grid by least square fitting the zonal

and meridional component to radial measurements from both sites within a 2 km radious. A

major problem is the geometric dilution of precision (GDOP), which amplifies measurement

errors when the angles between the different radial directions available are closer to 0◦ or

180◦. Following Lipa and Barrick (1983) an Chavanne et al. (2007), we use the principal

axes of the covariance matrix of the vector currents, to discard poorly constrained estimates

as follows.

The currents were assumed to be constant within the search radius, where N is the

number of radial measurements available:

mi = nixu+ niyv + eii = 1, ....N (2.6)

or

m = Nw + e (2.7)

where m is the vector of radial measurements, N the N x 2 matrix of the unit radial vectors,

w = [u, v]T the current vector and e the N x 1 vector of measurements noise and model

errors.
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An estimate of w can be obtained by minimizing the sum of squared errors:

J =
N∑
i=1

e2i = eTe (2.8)

Solution is :

w̃ = (NTN)−1NTm (2.9)

The covariance of A4 is:

Cw̃w̃ = (NTN)−1NTCeeN(NTN)−1 (2.10)

where Cee is the covariance of C. If the errors have the same variance and are independent

of each other then

Cee = σ2I (2.11)

where I is the unit matrix. Then the covariance of w̃ becomes:

Cw̃w̃ = σ2(NTN)−1 (2.12)

This expression of σ = 1 becomes the GDOP. Figure 2.10a shows the principal axes of

Cw̃w̃. In the present study surface velocities with GDOP greater than 4 were discarded.

This high value was required since the HFR configuration increased the GDOP substantially

close to the coast and away from the sites. This GDOP is seen in the HFR-derived surface

currents variance ellipses and Eddy Kinetic Energy (EKE). It is not observed in the ROMS

surface currents interpolated in to the HFRs since the model assimilates the HFR radial

components (Figures 2.10b and 2.10c). However, in areas where GDOP is small, in both

model and observations ellipses increase away from the coast.
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2.9 Appendix B: Vorticity Balance errors

The surface vorticity balance terms’ standard deviations over the two-year time period are

shown on Figure 2.11. Values close to the coast and away from the HFR sites were GDOP

is large (Appendix A) increased up to 4 times in the HFR-derived vorticity terms compared

to the surface forcing term derived by WRF and ROMS. The largest values were found close

to the south shore of Oahu and north of Penguin Bank. To reduce the uncertainty of the

HFR-derived vorticity terms, only 40% of the total HFR spatial coverage shown in Figure

2.2 as thin grey line is used to calculate the velocity gradients and mean and eddy vorticity

terms.

22



Table 2.1: Depth Integrated balance coefficients assuming an equivalent barotropic flow as

a function of the e-folding depth Ho for various bathymetries of 50, 200 and 1000 m.

Ho 50 m 200 m 1000 m

do(−50) 32 44 49

do(−200) 49 126 181

do(−1000) 50 199 632

d1(−50) 22 39 48

d1(−200) 25 86 165

d1(−1000) 25 100 432
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Figure 2.1: Schematic map of the mean surface currents around Hawaii overlaid on the

topography. Labels indicate the Hawaiian Lee Current (HLC), the North Equatorial Current

(NEC), the Hawaiian Lee Counter Current (HLCC) and the North Hawaiian Ridge Current

(NHRC). The black square indicates the area of study.
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Figure 2.2: Time-averaged HFR surface currents overlaid over the time-averaged (a) relative

vorticity and (b) divergence normalized by f from 40% of the total HFR spatial coverage. (c)

WRF wind stress vectors overlaid over wind-stress curl Pa m−1 and (d) mixed layer depth

(m) computed from ROMS, the Kaiwi Channel (∼ 600 m depth) and Penguin Bank (∼ 50

m depth) are labeled as KC and PB respectively. All figures show the temporal mean from

September 2010 to September 2012 using 60% of the total HFR spatial coverage. Black dots

indicate the HFR sites Kalaelola (KAL) and Koko Head (KOK) and the Honolulu airport

meteorological station (HNL). Bathymetry is shown at 50, 200, 500 and 1000 m. The solid

grey line indicates the 60% of the total HFR spatial coverage.
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Figure 2.3: (a) Rotary power spectra for September 2010 to September 2012, spatially

averaged over grid points with more than 90% of data return. Clockwise and

counterclockwise components are plotted with thin and thick lines respectively. The slanted

dashed line shows the -5/3 spectral slope. (b) As with (a) but for vorticity (thin line) and

divergence (thick line). The 95% confidence limits is shown in both figures. Vertical dotted

lines indicate the major tidal constituents, the inertial frequency f, and the cut-off frequency

of 1/3 days used in this paper to calculate the vorticity budget terms in this study.

26



0.4

0.2

0.0

0.2

0.4

re
g
io

n
 A

a)

0.4

0.2

0.0

0.2

0.4

re
g
io

n
 B

b)

10

5

0

5

H
N

L 
w

in
d

c)

. 10ms

. 10ms

10ms

10ms
Dec-2010 Mar-2011 Jun-2011 Sep-2011 Dec-2011 Mar-2012 Jun-2012 Sep-2012

10

5

0

5

W
R

F 
w

in
d

d)

Figure 2.4: Time series of spatially averaged HFR detided surface currents from (a) region

A and (b) region B, defined in Figure 2.2d. c) Honolulu airport wind vectors and (d) WRF

wind vectors spatially averaged over 60% of the total HFR spatial coverage.
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Figure 2.5: Time series of spatially averaged advection of vorticity (green line), vortex

stretching (orange line) and sum of these terms defined as R1 (purple line) for (a) region

A and (b) region B, units are in the O(10−9) s−2. (c) Time series of normalized relative

vorticity (red line) and change of rate of relative vorticity (yellow line) in O(10−11) s −2.

(d) Eddy kinetic energy. Solid and dashed lines represent spatial average over regions A

and B defined in Figure 2.2d. All quantities are calculated from the 3-day low-passed HFR

surface currents.
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Figure 2.6: Temporally averaged vorticity terms from September 2010 to September 2012

derived by HFR surface currents (a, b, c, e, f and g) and a combination of ROMS-derived

surface layer depth and WRF-derived wind stress curl (d). (a) mean advection of mean

vorticity (u · ∇ζ), (b) vortex stretching ((ζ + f)∇ · u), (c) residual from (a) and (b) (R1),

(d) surface frictional forcing ( 1
ρHs
∇ × τs), (e) eddy advection of eddy vorticity (u′ · ∇ζ ′),

(f) stretching of eddy vorticity (ζ ′∇ · u′) and (g) sum of (e) and (f) (∇ · uζ ′).
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Figure 2.7: Mean Vorticity terms from equation (4) for regions A and B denoted in Figure

2.2. R1 indicates residual of mean advection of mean vorticity (u ·∇ζ) and vortex stretching

((ζ + f)∇ · u). R2 indicates R1 plus divergence of eddy flux of relative vorticity (∇ · uζ ′).

Standard deviation over each of the regions is shown in black lines.
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Figure 2.8: (a) Standard deviation and (b) median of separation angle over the two-

year record from September 2010 to September 2012. Separation angle is defined in

degrees between the 3-day low-passed HFR surface currents and ∇(f/H). A positive

angle is a clockwise angle between the surface flow and ∇(f/H). Dashed red lines contour

indicates area where median angle is 90o, that is flow constrained by bathymetry assuming

a barotropic flow.
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Figure 2.9: Histograms of separation angle between HFR surface currents and ∇(f/H) for

the region shown in Figure 2.8 (black) and the region where median angle is 90o in Figure

8b (red) indicating flow is constrained by bathymetry. Angles were calculated from the

3-day low-passed surface currents assuming a barotropic flow.
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Figure 2.10: (a) GDOP over the HFR domain, GDOP=4 is shown on the right-bottom

corner. (b) Variance ellipses from the HFR surface currents and (c) from the ROMS surface

currents interpolated into the HFR domain over the two year time period from September

2010 to September 2012. Colorbar indicates the EKE derived by HFR and ROMS variance

ellipses in (b) and (c) respectively. Red dots indicate the HFR sites KAL and KOK.

Bathymetry is shown as dashed grey lines at 50, 500 and 1000 m.
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Figure 2.11: Standard Deviation of HFR and model derived vorticity terms from September

2010 to September 2012 using 60% of the total HFR spatial coverage. (a) Mean advection

of mean vorticity (u · ∇ζ), (b) vortex stretching ((ζ + f)∇ · u), (c) residual from (a) and

(b) (R1), (d) surface frictional forcing ( 1
ρHs
∇ × τs), (e) eddy advection of eddy vorticity

(u′ · ∇ζ ′), (f) stretching of eddy vorticity (ζ ′∇ · u′) and (g) sum of (e) and (f) (∇ · uζ ′).

Thin grey line in (d) denotes the 60% of the total HFR spatial coverage.
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CHAPTER 3
NEAR INERTIAL OSCILLATIONS OFF THE SOUTH

SHORE OF OAHU

3.1 Introduction

Near-inertial oscillations (NIOs) are ubiquitous in the ocean. They are forced mainly by

the wind and have a frequency close to the local Coriolis parameter f . Mid-latitude storms

(D’Asaro 1985), hurricanes (Firing et al. 1997) and typhoons (Yang and Hou 2014) contain

strong inertially rotating wind components that produce near-inertial energy at the ocean

surface. This energy can sometimes propagate to the ocean interior through near-inertial

waves (NIW) [e.g., Soares et al., 2016] and contribute to the abyssal diapycnal mixing

(Alford and Gregg 2001) and to the energy budget of the ocean.

This near-inertial energy is expected to propagate mostly towards the equator where f

becomes small, except in cases where the near-inertial energy is generated at a frequency

larger than the critical latitude when it is then allowed to propagate poleward.

Through horizontal convergences and divergences which pump the stratified base of the

mixed layer, surface NIOs generate near-inertial internal waves (NIW) near the local Coriolis

frequency. NIWs can be an important nutrient supply to coastal ecosystems (Lucas et al.

2014) since the mixed layer deepening produces phytoplankton dispersion (Franks 1995).

Furthermore, because of their strong vertical shear, NIOs are a major contributor to the

upper-ocean mixing (Jochum et al. 2013). The spatial variability of the amplitude and

frequency of the surface NIOs can therefore modify the NIW generation and propagation

characteristics.

Although the NIOs have been widely studied in terms of their generation and propa-

gation in the vertical (Fu 1981; Kunze and Sanford 1984, 1986; D’Asaro et al. 1995), the

horizontal variability has been less explored (Chereskin et al. 1989; Klein et al. 2003; Kim

et al. 2015; Whitt and Thomas 2015) due to the lack of spatial observations.

The sub-inertial flow (Weller 1982), the bathymetry, coast (Millot and Crépon 1981;
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Pettigrew 1981; Shearman 2005) and wind (Whitt and Thomas 2015) can contribute to the

spatial and temporal variability of the NIOs. In addition, NIOs can interact with the mean

background flow either by subtracting or adding energy to it and so have been proposed as

an important component of the ocean kinetic energy budget linking larger scales to smaller

scales (Ferrari and Wunsch 2009; Danioux et al. 2008; Whitt and Thomas 2015; Jing et al.

2016).

The Hawaiian Islands are a prime area to study the interaction between NIOs and

other dynamical processes such as sub-inertial flow, bathymetry and coast. The canonical

circulation is comprised by the westward Hawaiian Lee Current flowing south of the island

archipelago and the persistent trade-winds which cause cyclonic and anticyclonic eddies

in the lee of the islands due to the wind stress curl generated by the island-mountains

(Castillo-Trujillo 2014). From September 2010 to September 2012, two High Frequency

doppler Radars (HFRs) measured the surface currents off the south shore of Oahu Hawaii

(Figure 3.1b) at a 2 km spatial and 1 hour temporal resolution. In addition, the HFR

spatial domain (Figure 3.1b) encompasses the 50-m Penguin Bank and the 700-m deep

Kaiwi channel which could also contribute to the NIOs variability.

The goal of this paper is to characterize the spatial and temporal scales of NIOs observed

in HFR. We will also compare previous theoretical and numerical theories describing the

NIO characteristics at scales observed in the HFRs. We will first describe the statistics

of the observed near-inertial oscillations in terms of their spatial and temporal variability.

We then describe the largest near-inertial event and investigate the scales at which NIOs

interact with the background flow inferred from satellite altimetry.

This paper is organized as follows. Section 3.2 describes the data and methods. Section

3.3 describes the horizontal structure and seasonality of the NIOs while section 3.4 focuses

on describing the near-inertial event. Section 3.5 discusses the NIOs spatial scales.

36



3.2 Data and Methods

3.2.1 HFRs surface currents

Two WERA HFRs, with a range of∼100 km and a range-resolution of 1.5 km, were deployed

on the south shore of Oahu, Hawaii from 2010 to 2012 to measure surface currents. A

description of the principles of the WERA radars can be found in Gurgel et al. (1999a),

Gurgel et al. (1999b). The configuration of the radars (frequency 16 MHz, bandwidth 100

kHz) and the processing techniques were identical to those detailed by Chavanne et al.

(2007), Chavanne et al. (2010).

Figure 3.1a shows the location of the two radars in Kalaeloa (KAL, 21◦ 18 N, 158◦ 5 W)

and Koko head (KOK, 21◦ 26 N, 157◦ 42 W). Figure 3.1b shows the HFR spatial domain

defined as the area with at least 60% of the useful data over the two-year period, covering

the 670-m deep Kaiwi channel, and the shallow 50-m Penguin bank.

Figure 3.2 shows the variance preserving spectra averaged over the HFR spatial domain.

The diurnal and semidiurnal tides, and their harmonics, dominate the super-inertial band.

Clockwise energy is larger than the counterclockwise energy in a band centered around the

local Coriolis frequency of 0.71 cpd (33.4 hrs period) and extending from the 0.3 cpd down

to the semidiurnal tide (M2).

This study is focused on the near-inertial currents within the ± 0.2f band centered

around f. Temporal filtering of the radar time series is therefore essential to separate these

motions from those outside the near-inertial band. First, the tidal constituent estimation

algorithm (t tide) (Pawlowicz et al. 2002) was used to extract the astronomically-coherent

tide from the hourly HFR data. Secondly, a band-pass infinite impulse response filter (IIR)

with cut-off frequencies of 1/27 and 1/40 hours (±0.2f), denoted as dashed lines in Figure

3.2 was used to extract the near-inertial currents.

A wavelet power spectrum (wavelet transform amplitude squared) was also computed

over the near-inertial currents using a Morlett window (Gaussian times a sinusoid) with a

frequency ω = 6 and a frequency discretization around the inertial band of 0.04 cpd. The
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time series were normalized to unit variance to ensure the scale was directly comparable

with each other. The near-inertial event described in section 3.4 was selected after a Monte

Carlo test (see Torrence and Compo (1998) and Appendix A) deemed it the most significant

event in the record.

3.2.2 Wind data

Measurements of wind speed and direction were obtained from the NDBC (NOAA DATA

Buoy Center) 51003 meteorological buoy 30-km located south-west of the HFR domain

(shown on Figure 3.1a). A local implementation of the Weather Research Forecast (WRF)

model (Tu and Chen 2011) for the area around Oahu, assimilating data from satellite,

aircrafts and buoys, is also used to provide the surface wind field at spatio-temporal

resolutions matching the radar grid (Figure 3.1d).

The correlation between the wind buoy and the closest WRF model grid point was

significant (0.93) at 95% significant level. Wind stress was computed following Large and

Pond (1981) as τ = ρCdUwUw where ρ is the density of air, Cd is the constant drag

coefficients and Uw is the wind speed at 10 m above sea level. Wind speed observations

from the buoy were adjusted to 10 m for the neutral wind stress calculations using a log-layer

factor.

3.2.3 Model

In this study, we will use the mixed layer depth from an assimilative GCM based on the

Regional Ocean Modeling System (ROMS). A free-surface, hydrostatic, primitive equation

model discretized with a terrain-following vertical coordinate system (Shchepetkin and

McWilliams 2005). The assimilation system is based on previous work (Azevedo Correia de

Souza et al. 2015; Janeković et al. 2013; Matthews et al. 2012; Powell et al. 2009). It

uses four-dimensional variational (4D-Var) assimilation to integrate data from the radial

currents of available HFRs including KAL and KOK described in section 3.2.1, satellites,

autonomous gliders, Argo drifters, and other in-situ measurements. The assimilative model
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was compared with observations in Azevedo Correia de Souza et al. (2015) and Matthews

et al. (2012). They found that in most cases, the assimilation reduces the root mean square

error between model and observations. In particular, in Matthews et al. (2012), the model

mixed layer depth in the lee of the Hawaiian islands was compared to climatology from

observations, resulting in differences of less than 10 m. Barotropic forcing is from the Oregon

State University TOPEX/Poseidon Global Inverse Solution (TPXO) tidal constituents,

(Egbert and Erofeeva 2002) and the lateral boundary conditions are provided by the coarser

resolution global HYCOM. The surface forcing uses the high-resolution winds from the 1.5

km WRF atmospheric model described in section 3.2.2.

The model was run to overlap with the HFRs time series from September 2010 to

September 2012 at 4 km resolution over a domain covering the Hawaiian Islands (-153◦ to

-163o and 17◦ to 24◦), with 32 terrain-following vertical levels: 9 levels span the upper 200

m in deep water, with more levels near-surface as the slope ascends towards the islands.

The model output provides estimates of the temperature, salinity and currents at a 3-

hour temporal resolution. The mixed layer depth, most important for our objective, was

estimated as the depth where density varies 0.125 kg m−3 from the surface.

Figure 2.2d shows the spatial distribution of the 2-year temporal mean of mixed layer

depth (Hs). Note the large spatial variations of Hs over the domain, ranging from ∼35 m

just West of Penguin Bank, to ∼55 m south west coast of Oahu. These variations are, in

part, the response of the ocean to the patterns of wind stress curl (Figure 2.2c), through

one-dimensional mixed-layer deepening and Ekman transport divergence, and in part due

to the geostrophic signature of the mean currents, which are not solely locally wind-driven.

3.3 Description of the Near-Inertial Oscillations

The near-inertial band accounts for ∼5% of the total current energy in the south shore of

Oahu, based on the HFR surface current variance-preserving spectra for the two years of

data and spatially averaged over the HFR domain (Figure 3.2). Clockwise energy accounts

for 85% of the total near-inertial band, an indication of NIOs in the northern hemisphere.
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Bursts as large as ∼15 cm s−1 are observed in the HFR near-inertial currents. The

clockwise component of these bursts has values ranging from 5 to 10 cm s−1 while the

counter-clockwise component is of around 2 to 3 cm s−1 (Figure 3.3). There are around

15 events with magnitude larger than 5 cm s−1, found mostly from December to March

and generally observed following strong bursts of winds (Figure 3.4). In general, these

near-inertial events have a duration of 5 to 7 days and were precluded by large wind bursts

rotating ∼400◦ in the last 48 hours before the events.

3.3.1 Seasonal Variability

Near-inertial current variability is highly episodic but in general is stronger in winter (Figure

3.3a). Amplitudes larger than 10 cm s−1 are mostly found from December to March while

during the rest of the year amplitudes are usually less than 5 cm s−1.

The seasonality in the HFR data is also seen in the wavelet power spectrum averaged

over the near-inertial band (Figure 3.5) where significant (see Appendix A) near-inertial

events in winter have amplitudes at least 5 times larger than the rest of the year.

The HFR observations indicate that the near-inertial band accounts for 25% of the

total KE In winter, 12% in spring and 17% in summer. If the variance is calculated only

for winter and over the four sub-regions shown in Figure 3.1b, the near-inertial variance

accounts for 60% of the total energy in the north and west regions while 40% in the south

and east regions.

This near-inertial current variability observed from the HFRs follows the seasonal cycle

of the wind (Figure 3.4). Wind stress variability from the NDBC buoy located 80-km

southwest of Oahu is plotted on Figure 3.4b. There is a slight seasonal cycle in the

meridional component of the wind stress variability with amplitudes about twice as large

in winter than the rest of the year. This seasonality is also observed in the wind-vector

time series (Figure 3.4a) where wind frequently rotates from the north-east to the south-

west from December to March (Castillo-Trujillo 2014). The WRF wind vector time series

also show a seasonal cycle (Figure 3.4c) with south-west winds from December to March
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and north east trade winds for the rest of the year . Modeled and observed winds shifts

are associated with atmospheric frontal passages common from December to March in the

Hawaiian Islands (Tu and Chen 2011).

Bursts of near-inertial currents are usually preceded by short duration wind events of at

least 10 m s−1, particularly in the HFR near-inertial currents (Figure 3.3a), however, not

all wind bursts are associated with an increase on the near-inertial currents.

Another potential explanation for the increase in near-inertial variability is the mixed

layer depth since an inverse relationship between the mixed layer depth and the near inertial

current amplitude (deeper mixed layer is associated to smaller near-inertial amplitude) is

expected (Price et al. 1986; Shearman 2005). The mixed layer depth computed from the

ROMS over the HFR spatial domain has a seasonality with maximum values in winter and

minimum values in summer.

3.4 Case study: Description of a Near Inertial event

A near-inertial event was selected from the HFR band pass surface currents time series

(shown in Figure 3.3 with dashed lines). This event was chosen for further analysis for two

reasons: i) it was significant and well above background near-inertial amplitudes according

to the wavelet power spectrum, and ii) the HFR data coverage and quality was better than

the other significant events.

The detided surface currents from HFR were complex demodulated at f to produce

information on the phase and amplitude of the selected near-inertial event observed from

March 4-12 2012 in the band-pass time series (Figure 3.3). The spatial scales of the near-

inertial event are given by the spatial correlation between grid points and are in the order

of ∼20 km in the HFR observations similar to Kim and Kosro (2013) results. To illustrate

this spatial variability, demodulated currents were averaged over the four sub-areas shown

in Figure 3.1b (north, south, west and east).

The amplitude of the HFR observed near-inertial event began to grow, in all sub-regions,

in March 4 and remained at its maximum (15 cm s−1) from March 7 to March 10. From
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March 10 to March 13 the amplitude decreased down to ∼5 cm s−1 (Figure 3.6a). The

largest amplitudes were observed in the north, at around 18 cm s−1 while the rest of the

sub-regions had maximum amplitudes of around 12 to 15 cm s−1. These spatial differences

are also detected in the wavelet power spectrum averaged over the near-inertial band (Figure

3.5a) where near-inertial amplitudes 3 times larger than the rest of the regions are observed

in the north region.

A positive (negative) value of the change in phase with time of the demodulated currents

indicates motion at a frequency less (more) than the local inertial frequency (-0.71 cpd)

(Weller 1982; Gough et al. 2010). Figure 3.6b shows the time series of the difference in

phase between the observed near-inertial amplitudes and the demodulated currents at f.

From March 6 to March 8 there was a negative slope of less than 2%f which translates to

an actual frequency of ∼ 0.67 cpd or 0.9f, while after March 8 the phase remained constant.

A complex demodulation at trial frequencies from 0.7f to 1.2f was computed from the

detided HFR currents over March 2012 to extract the frequencies of maximum amplitudes

and phase with respect to the local inertial frequency during the event (Figure 3.7). The

results from the HFR currents showed the largest amplitudes at ∼16 cm s−1 in the north

region at ∼0.8f from March 6 to March 8, consistent with the negative phase slope observed

in Figure 3.6b. A maximum amplitude from March 6 to March 8 at ∼0.9f is also observed in

the east region but with values of around 12 cm s−1. All regions, except the north presented

two near-inertial energy maxima, one from March 6 to March 8 and one from March 9 to

March 11.

3.4.1 Slab layer model

Rotating winds bursts were observed before the March 2012 event in both the WRF model

and NDBC buoy. To evaluate if indeed the wind generated the NIO described above, the

slab layer model (Pollard and Millard Jr 1970; D’Asaro 1985) is computed and compared to

the demodulated currents at f. This model has been successful in simulating wind-generated

near-inertial motions (Alford and Whitmont 2007; D’Asaro 1985) at different locations in
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both high and low latitudes. The model represents the transfer of momentum from wind

stress into a forced surface layer layer (”slab”) viz.:

∂um
∂t
− fvm =

τx
ρoH

− rum (3.1a)

∂vm
∂t

+ fum =
τy
ρoH

− rvm, (3.1b)

where um and vm are the zonal and meridional components in the mixed layer forced

by the wind, r is the damping coefficient, τx and τy are the wind stress east and north

ward components, H is the mixed layer depth and ρo is density of seawater. um and vm

were solved iteratively using the interpolated-into-HFR WRF wind model to produce a

time series of slab layer model currents during March 2012. The Ekman transport velocity

uE =
τx+iτy

(r+if)ρoH
is removed from the solution. The damping term was chosen as r=3 days−1,

and is consistent with previous work (Pollard and Millard Jr 1970; D’Asaro 1985; Kim et al.

2014; Whitt and Thomas 2015) and yields the best match between the demodulated and

slab model currents. The mixed layer depth H used is derived from the ROMS simulations

as explained in section 2.3 and is interpolated in to the HFR grid points.

Time series of the WRF wind stress used to solve equation 3.1 alongside the slab layer

model and HFR demodulated currents during the near-inertial event are plotted in Figure

3.8a and 3.8b. HFR near-inertial amplitudes increase simultaneously with the slab layer

model from March 6 to March 13 in all sub-regions, indicating a wind generated near-inertial

event. Nevertheless, there are spatial variations between the slab layer model maximum

amplitudes and the HFR demodulated currents maxima. The largest slab layer model

amplitudes were observed in the north and south sub-regions at around 20 cm s−1. The

model demodulated current in all four sub-regions were never larger than 12 cm s −1, while

the observed demodulated currents had a maximum of 20 cm s−1 only in the north region.

Two maxima at around 12 cm s−1 were observed in the demodulated currents (March 7

and March 10), these maxima were not observed in the slab layer model.
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RMS between the slab layer model and the HFR demodulated currents over the near-

inertial event are shown in Figure 3.13. RMS larger than 10 cm s−1 (HFR) were observed

in the shallow 50 m Penguin Bank area. The lowest RMS (5 cm s−1) were observed in

the north and west of the HFR spatial domain while south of the HFR spatial domain

(at 157.9◦W and 20.45◦N) maximum RMS values were observed. Smaller RMS values are

not expected between the slab model response and the HFR near-inertial currents mainly

because of the (1) presence of a lateral boundary such as the coast (Shearman 2005) (2) the

variations in mixed layer depth which could be incorrect in the model (Plueddemann and

Farrar 2006) and the (3) NIOs interacting with the background flow.

The spatial scales of the wind storms could impact the spatial scales of the observed

NIOs (Weller 1982). The WRF model used to force the slab model, was found at ∼20 km.

The wind stress wavelet power spectrum shows two ”blobs” of maximum energy around f;

one from March 1 to March 3, which likely caused the near-inertial event, and one from

March 6 to March 8, which could either reinforce or dampen the already generated near-

inertial event (Whitt and Thomas 2015). In the wavelet power spectrum from the buoy at

19◦N, two energy maxima are also observed from March 4 to March 7 and from March 9 to

March 12. This time lag between the wind WRF model and buoy observations maximum

amplitudes indicates a south-ward propagation of the wind storm at 50 km day−1.

3.4.2 Modification of the NIOs by the mean flow

NIOs interact strongly with the mesoscale and sub-mesoscale mostly by refraction and

trapping of propagating NIOs (Kunze 1985) and two-way nonlinear energy transfers between

fronts (Whitt and Thomas 2015). The amplitudes and peak frequencies of NIOs can

be modified by geostrophic adjustment, background vorticity, horizontal density gradient,

and tidal-inertial oscillations (Pollard 1980; Weller 1982; Kunze 1985; D’Asaro et al. 1995;

D’asaro 1995a,b; Elipot et al. 2010).

We now turn our attention to examine the near-inertial event characteristics as a function

of the mean background flow. The aim of this section is to determine if the frequency and
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amplitude of the NIO interact with the mean background flow in the observations as previous

numerical and theoretical studies have predicted. The mean background flow is defined as

the sub-inertial flow calculated from the 3 day low pass HFR and daily ssh surface currents.

A 1/3 day cut-off frequency is used since it is the frequency where the rotational component

of the flow is more energetic than the divergence of the flow (Figure 2.2).

The mean background flow can modify the NIOs in various ways, either by shifting their

frequency (Weller 1982; Kunze 1985; Chavanne et al. 2012) or modifying their amplitude

(Stern 1965; Niiler 1975; Stern 1975). Several studies have analyzed the interaction between

a geostrophic flow and NIOs, but most of them assumed the background flow had small Ro

or its spatial scale was much smaller or larger than the NIOs.

Over the course of the near-inertial event the field of eddy-like motion observed from

the 3 day low pass data translated towards the south east at a rate of 5 km/day in the

HFR observations. Figure 3.9 show spatial maps of daily averaged relative vorticity over

the near-inertial event from the HFR 3 day low pass surface currents. Vorticity follow a

similar pattern of high positive vorticity in the south-west corner of Oahu and high negative

vorticity close to the shore. Positive and negative patches of around 30 km are observed

with Rossby numbers of ∼ ±0.5f.

Theoretical predictions

According to Kunze (1985), the theoretical frequency a NIO would have in the presence of a

mean flow can be obtained by deriving the dispersion relation a near-inertial internal wave

would have in the presence of a quasigeostrophic flow. The derivation involves all non-linear

terms since it assumes both wave and quasigeostrophic flow have similar spatial scales. A

complex dispersion relation was found assuming the solution is of the form of a plane wave

where the real part is the Eulerian frequency minus the Doppler shift from the mean flow and

where the effective inertial frequency of the NIO is feff =
√
f2 + fζ − VxUy + UxVy. This

equation states that in a region of positive vorticity, a near-inertial wave will experience an

advective rotation in addition to the planetary vorticity. Chavanne et al. (2012) expressed
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a similar dispersion relation in terms of normal Sn = Ux−Vy and shear Ss = Vx+Uy strain

as feff =
√

(f + ζ/2)2 − (Sn + Ss)2/4 where feff is the natural frequency an NIO would

have in the presence of mesoscale eddies.

In figure 3.7 the HFR surface currents were demodulated at trial frequencies around

±0.2f. If the NIO frequency in the presence of a quasigeostrophic flow followed Kunze (1985)

theoretical feff , the ”real” frequency of the NIO will be found at the frequencies where the

demodulated near-inertial currents had maximum values over the ±0.2f band. Elipot et al.

(2010); Shearman (2005) found a qualitative agreement between the observed frequency of

NIOs and the predicted frequency shift by Kunze (1985) comparing drifters with satellites

and ADCP observations and Kim and Kosro (2013) with HFR surface currents off the

Oregon coast.

Over the course of the near-inertial event the HFR-derived feff varied between 1.2f to

0.7f (Figure 3.7, black line). It slightly followed the contours of maximum amplitudes from

the demodulated currents at trial-frequencies. For example, in the west region, maximum

amplitudes were found at around 10 cm s−1 at f and at 1.1f, consistent with the HFR-derived

feff . The largest discrepancy between feff and the frequency of maximum near-inertial

amplitude was found in the north region where feff is at around 1.1f while the maximum

near-inertial amplitude was found at around 0.8f.

NIOs could be interacting with a background flow at spatial scales larger than the HFR

a resolution as shown by (Elipot et al. 2010) drifter and satellite observations. A time series

overlapping with the HFR time period from Sep 2010 to Sep 2012 from ssh observations

(Topex/POSEIDON) is used to extract geostrophic velocities and compute feff from their

gradients using second order central differences in the interior and second order one-sided

differences at the boundaries.

The satellite derived feff time-averaged from March 1 to March 13 is computed and

plotted on Figure 3.12a. feff does not linearly increase towards the poles as f since it also

depends on vorticity and strain. Typically, feff varies on spatial scales of about 50 km2

moving throughout the HFR domain in the lapse of ∼ 10 km/days. feff varied between
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1.06f to f over the satellite grid points over the HFR spatial domain (Figure 3.12b). These

values do not coincide with the frequencies of maximum near-inertial amplitudes observed

in the HFR demodulated currents (Figures 3.7).

Kunze (1985) also noted that since regions of negative vorticity, feff is lower than f, the

internal wave spectrum is enlarged and potentially more energy can be input by the wind

at the ocean surface. Thus, if the waves were generated in regions of negative vorticity,

trapping would occur since the lower feff of the NIOs would prevent propagation outside

anticyclonic regions contrary to regions of positive vorticity. The only possible trapping in

regions of anticyclonic vorticity can be observed in Figure 3.7 where from March 7 to March

8 the HFR-derived demodulated near-inertial currents were maximum in the north region

at ∼0.8f. In the north region, feff does become less than f after March 7 (not satellite)

reaching values of around 0.85f.

The divergence of the background flow could also amplify or dampen the NIOs and

contribute to its spatial variation. Weller (1982), derived the classic slab layer model

equations described in section 3.4.2 but with the inclusion of a quasigeostrophic flow in

the mixed layer.

∂um
∂t
− fvm + 2umUx + vmUy + umVy =

τx
ρoH

(3.2a)

∂vm
∂t

+ fum + 2vmVy + umVx + vmUx =
τy
ρoH

(3.2b)

where (um, vm) are the near-inertial currents in the mixed layer, (U, V) the divergent

quasi- geostrophic flow, (τx, τy) the wind stress and ρo and H the sea water density and

mixed layer depth. Equation 3.2 is only valid if the gradients of divergent flow are constant

over the mixed layer depth and the magnitude of the background flow is large compared to

that of the NIOs (U >>> u).

The analytical solution depends on the roots of the auxiliary equation
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λ2 + 3λ(Ux + Vy) + 2(Ux + Vy)
2 + UxVy + f2 + f(Vx − Uy)− UyVx = 0 (3.3)

where

λ1,2 = −3

2
(Ux + Vy)±

1

2
(−4f2 − 4f(Vx − Uy) + (Ux − Vy) + 4UyVx)

1
2 (3.4)

The solutions have the general form u = Ae(λt) and v = Ae(λt). They are dependent on

the vorticity which shifts the frequency (as Kunze (1985)) and the divergence which could

amplify or dampen the NIO. For example, at a latitude of 21◦N, a divergence of -1×10−5

s−1 would increase the NI amplitude by 8% after one day and by 80% after 7 days. The

divergence calculated from the 3 day low pass HFR currents shows after March 8 (Figure

3.9, third column), a correspondence between a convergence of -1×10−5 s−1 and a maximum

near-inertial energy in the north region at 157.80◦W.

Van Meurs (1998) expanding the asymptotic solution by D’asaro (1995b) found that

the presence of the mesoscale vorticity gradients by a quasigeostrophic flow can affect the

generation and evolution of near-inertial currents in the mixed mixed layer. He assumed

the mesoscale field is stationary and unlike Kunze (1985) there is no assumption of WKB

approximation which states that the scales of near-inertial currents are much smaller than

the scales of the geostrophic flow. The vorticity gradients can separate higher near-inertial

modes and thus increase the decay time scales as t3n = 3π
fo∇ζ2R2

n
where n is the vertical mode

number and Rn is the Rossby radius of deformation of mode n. This shows a faster decay

of near inertial energy in regions of high vorticity gradient. Since vorticity gradients can

locally reach values larger than β, the presence of a mesoscale field can affect the temporal

and spatial scales of the near inertial motions. Through a numerical model experiment he

showed that spatially homogeneous near inertial currents quickly become spatially variable

and this variability is strongly correlated to the vorticity gradients as the phase of the NIOs

get ”squeezed” in regions of high vorticity gradient and the energy disappears faster outside

the mixed layer because the modes of the near-inertial currents get out of phase. Young
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and Jelloul (1997), Klein et al. (2004), Danioux et al. (2008) also found that NIO energy is

organized by the Laplacian of the vorticity rather than vorticity itself.

The HFR gradients of vorticity calculated from the 3 day low pass surface currents are

in the order of 10−9 s−1. The largest values are found in the north-west corner of the

HFR spatial domain. This is also the region where the slab model response had the lowest

correlation with the demodulated currents and the near-inertial amplitude observed in the

HFRs was lower than in the rest of the HFR spatial domain. Using Van Meurs (1998) decay

scale, t3n = 3π
fo∇ζ2R2

n
, and as in the HFR observations ∇ζ of 3× 10−9 s−1, and typical Rn

of 1000 km and fo=1× 10−5 s−1, the decay scale results at 5.5 days, consistent with the

observed NIO duration. Although the Laplacian of vorticity from satellite observations can

not be calculated close to the coast, values south of Oahu were in the order of 10−10 (not

shown) resulting in a decay scale in the order of 30 days, not consistent with the duration

of the March 2012 near-inertial event and suggesting the submesoscale mean background

flow is interacting with the NIOs.

Daily snapshots of phase maps calculated as the difference between the observed NIO and

the motion at f are overlay in Figure 3.9. After March 7, phase-contours are more organized

in space suggesting the generation of a near-inertial event. From March 8 to March 12

phase lines are ”squeezed” in the north-west (at 158◦W and 21.15◦N) corner of the HFR

spatial domain where the gradients of vorticity were maximum. After March 7 phase line

closely followed contours of vorticity and after March 8 they slightly followed the contours

of the gradient of vorticity and the Laplacian of vorticity. Elipot et al. (2010) found a linear

dependence between vorticity and the gradient of vorticity from surface drifters which is

not observed in the HFR data. Klein et al. (2004) found through a numerical model that

NIO KE is organized by the ∇ζ after two inertial periods consistent with our results.

3.4.3 Energy Interactions

The observed NI spatial variability in Figure 3.9 could be related to the energy exchange

between the background flow and the NIOs. For instance, It has been shown by Whitt and
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Thomas (2015) that the inclusion of an unidirectional geostrophic flow in the slab model

can produce an irreversible exchange of energy between the NIOs and background flow.

Similarly, Jing et al. (2017) that the inclusion of a non-divergent two dimensional flow in

the slab model can also produce that irreversible exchange of energy if the spatial scales of

the NIO and background flow are similar.

An energy equation can be calculated by multiplying equation 3.2a by u and equation

3.2b by v. Adding the results and integrating (over a NI event) with respect to time, the

following energy budget equation is obtained:

Em(t)− Em(0) = −
∫ t

0
(2u2mUUx + 2v2mVy + umvmUy + umvmVx + u2mVy + v2Ux)ds

+

∫ t

0

τxum + τyv

ρoH
ds−

∫ t

0
r(u2m + v2m)ds, (3.5)

where Em = (u2+v2)/2 is the total near-inertial KE in the mixed layer, the first, second

and third term on the R.H.S are the lateral shear production (LSP) by the background flow,

the wind work (WW) and the damping (DAMP). We assume that over the mixed layer um

and vm are the demodulated currents at f while U and V are the 3 day low pass background

currents in the mixed layer.

The LSP is non-zero when there is a time integrated Reynolds stress and non-zero shear

from either Ux, Uy, Vx and Vy. Numerical models studies (Whitt and Thomas 2015) have

shown that in a flow with Ro O(1), LSP can contribute to the energy budget of inertial

motions at a magnitude equal or greater than WW. The WW is computed from the WRF

wind stress and an r of 1/3 days since it produced the best results between the HFR

demodulated currents and the slab model response (section 4.1).

The HFR-derived total energy budget from the R.H.S of equation 3.5 over the near-

inertial event is shown on Figure 3.14 (a, b and c), all terms have O(10)−3 m2s2. There are

spatial differences over the HFR spatial domain of around 10 km. LSP removes and adds

energy to the NIOs with negative and positive LSP maxima larger than the rest of the HFR
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spatial domain observed close to the coast at 158.00◦W and 157.80◦W where the maximum

DAMP is also found (Figure 3.14c).

The integral over the near-inertial event time series of the R.H.S of equation 3.5 are

shown on Figure 3.14c. LSP began to grow after March 6 2012 at around 157.80◦W (Figure

3.14a, triangle marker), indicating an loss of energy from the NIO to the background flow.

On the contrary, at 158.00◦W (Figure 3.14a, square marker), energy decreased after March

6 indicating an exchange of energy from the background flow to the NIO. The integrated

WW began to grow in March 6 and oscillated between 0.2 to 0.6 m2s−2 throughout the

event. The total KE began to grow after the second wind maximum in both selected areas

on March 9 and remained constant after March 12. The DAMP term decreased after March

6 and remained constant after March 12.

Whitt and Thomas (2015) found that the submesoscale geostrophic flow is a source of

energy for inertial motions when Ro are O(1). Although in some areas we did observe an

exchange of energy from the NIOs to the mean background flow, in certain areas LSP is a

sink of energy from the inertial motions. Forced/Dissipating inertial oscillations will tend

to damp geostrophic flows more strongly in regions of anticyclonic vorticity than cyclonic

vorticity. This could be possibly shown in the North region were observations showed an

increase of NI energy when feff was lower than f (Figure 3.7a) and the integrated LSP over

the event had negative maximum values.

3.5 Discussions

NIOs off the south shore of Oahu, Hawaii were described from HFR surface currents. The

NIOs were variable in time and space and their characteristics were dependent on the wind

forcing and mean background flow. It is important to examine the NIOs variability since

it will affect the energy budget of the ocean. Any spatial variability in the distribution of

near-inertial energy, will generate divergences that affect the decay of near-inertial currents

in the mixed layer and thus propagation of NIW into ocean interior (Alford 2003; Soares

et al. 2016). In this section the effect of the spatial scales of the NIOs into the wavenumber
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and wavelength characteristics will be discussed.

Spatial characteristics

It has been shown (Weller 1982; D’Asaro et al. 1995) that the spatial scales and advection

speed of wind storms are important factors in determining the initial wavenumber of NIOs,

thus resulting in NIO spatial scales in the order of 1000 km. We have shown that the

spatial and temporal variability of a NI event has spatial scales in the order of ∼20 to 40

km and is dependent on the spatial scales not only of the wind but of the mean background

flow. In this section we will discuss the implications of the observed NI variability into the

wavelengths.

The zonal λx and meridional λy wavelengths over the near-inertial event in March

2012 are calculated by least-square fitting the phase extracted from the HFR demodulated

currents over the longitude and latitude range. Two zonal transects were selected (Figure

3.16b and d); one at 21.12◦N and one at 20.98◦N (shown on Figure 3.1c). On the northern

transect (21.12◦N) , the average of the hourly least-square-fits over the near-inertial event

resulted in a λx of 206 km with little temporal and spatial variability. In contrast, at the

southern transect (20.98◦N) the phase is more variable in space with an abrupt change in

phase at 157.90◦W and an average least-square fit over the near-inertial event of λx 185

km. This could indicate that the shallow Bank modifies the phase as shown by (Millot and

Crépon 1981; Shearman 2005)

Two meridional transects were selected to calculate λy; one at 157.96◦W and one at

-157.73◦W (Figure 3.15a and c). The standard deviation of the λy was larger than the

mean, indicating variability is too large to detect any ”real” wavelength characteristic. This

is expected since the coast can create complicated patterns to the near-inertial variability

such as convergences and divergences of the NIOs (Millot and Crépon 1981; Shearman

2005). Nevertheless values over the NI event ranged between 20 to 300 km, indicating the

order of magnitude is similar to λx. Although the spatial variability is large, the slope

is in general constant over time. The spatial variations could be associated to physical
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factors. In particular the abrupt change of phase at 21.1◦N observed in the HFRs results

could be associated to the large gradients of vorticity modifying the phase lines (Figure 3.9)

(Van Meurs 1998).

3.6 Summary and Conclusions

The spatial and temporal variability of the surface NIOs off the south shore of Oahu

Hawaii were investigated from HFRs. Larger amplitudes were found in winter months

when sporadic south-westerly wind bursts larger than 10 m s−1 were observed. During

these months, inertial oscillations accounted for 25% percent of the total surface currents

variance, while during summer and fall inertial oscillations only accounted for 15%. There is

strong small scale (within the HFR spatial domain) variability, such as the north sub-region

(Figure 3.1a), where near-inertial variability accounted to up to 50% of the total variance.

A wind generated near-inertial event was investigated in detail. It quickly became

spatially variable, with spatial scales down to ∼20 km observed in the HFR surface currents.

This event had a duration of around 4 inertial periods (∼6 days) and was precluded by strong

rotating winds. The maximum near-inertial amplitudes were found at around 20 cm s−1 in

the HFR observations and 15 cm s−1. The slab layer model resolves a significant number of

the observed near-inertial event characteristics, strongly supporting the role of wind forcing

in the generation of NIOs. Nevertheless, certain features such as the amplitude spatial

variability were not seen in the slab-layer model.

The maximum HFR-derived near-inertial amplitudes over the analyzed event were found

in the north region where wind resonated at an feff lower than f due to the mean background

flow. The minimum near-inertial amplitudes over the HFR spatial domain were found at

locations where the gradients of vorticity from the mean background flow were maximum.

Furthermore, phase lines were squeezed in areas of maximum vorticity and gradient and

Laplacian of vorticity

NIO wavelengths were estimated over the near-inertial event from the phase of the

demodulated currents. The λx was slightly variable in space, possibly due to bathymetry
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and the mean background flow. The average wavelengths were found at at around 200

km. The meridional wavelength was possibly modified by the coast but the large spatial

variability precluded an accurate estimation. Estimating these numbers is important for

understanding the propagation of NI energy into the ocean interior. We also calculated

an energy budget for the NIOs, where the the energy extracted from the background flow

(LSP) acted as a source and sink to NIOS, similar to previous numerical and theoretical

studies (Whitt and Thomas 2015). To have a better understanding of the NIOs variability

and its energy exchange with the background flow, future studies should take into account

the bathymetry and background currents at scales similar to the HFR resolution.

3.7 Appendix: Wavelet power spectrum significance test

To estimate the significant near-inertial events we follow Torrence and Compo (1998) Monte-

carlo method. At each HFR spatial grid-point the de-tided time series are randomized

100,000 times and the normalized wavelet power spectrum is computed. From each wavelet

power spectrum a time-slice of scale vs power at the center of the time-series is extracted.

Each time-slice is sorted into increasing order of scales where the 95% threshold is selected as

the confidence limit. Values below this threshold are selected as non-significant. Figure 3.5

shows the wavelet power averaged over the near-inertial band (±0.2f), dashed lines indicate

the 95% significant threshold. The results for the wavelet analysis over the near-inertial

band did not qualitatively change for different wavelet widths (6, 8, 10 or 12) or scaling

parameters.The frequency resolution for the wavelet power spectrum was of 0.042 cpd.

At each time step during the event described in section 4, the frequency with the

maximum wavelet power spectrum (peak ω) was computed and compared to feff estimated

from the 3 day low pass surface velocity gradients at each HFR grid point. There is a 0.98

significant correlation between feff and peak ω, values of peak ω ranged between 0.7f to

1.26f with ∼50% of the values at ±0.2f while feff values range between 0.56f to 1.4f with

∼20% of the values between ±0.5f.

The difference between both quantities is defined as DIFF =
feff−peakω

f . As expected,
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larger DIFF is correlated with a larger Ro. The maximum positive Ro correspond to a

|DIFF | of 0.4 cpd. In contrast, the maximum negative Ro have a |DIFF | of around 0.6

cpd. A closer examination at DIFF can be observed on Figure 3.16, where Ro is plotted

as a function of DIFF . There is a linear dependence between both quantities and a least

squared fit approximation of DIFF = 0.36 ζf + 0.01 similar to Elipot et al. (2010) drifter

analysis.
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Figure 3.1: (a) AVISO SSH, (b) HFR and (C) ROMS relative vorticity normalized by f from

September 2010 to September 2012. Black dots in (a) indicate the location of the two HFRs

KAL and KOK. The red star indicates the location of the NDBC wind buoy. Black dots

in (b) indicate the grid points over the four sub-regions used for further averaging; north,

south, west and east. (d) Temporally averaged wind stress curl from the WRF model.

The dashed line indicates the coverage of useful HFR data (60% of the total HFR spatial

coverage). Dashed black lines indicate the isobaths at 50, 500 and 1000 m.
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Figure 3.2: Variance preserving spectra for the two-year period from September 2010 to

September 2012 averaged over the effective HFR spatial coverage denoted in Figure 3.1b.

The black dashed lines indicate the ±0.2f near-inertial band used to filter the near inertial

currents and the red dashed line indicates the Coriolis frequency (f) for the HFR spatial

domain of 0.71 cpd.
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Figure 3.3: Time series of near-inertial current amplitude extracted from applying a band

pass filter over the ±0.2f near-inertial band and then averaged over the four sub-regions

denoted in Figure 3.1b as well as over the HFR spatial domain (black solid line) denoted in

Figure 3.1b.
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Figure 3.4: Time series of wind vectors from the NDBC buoy (a) and from the WRF grid

point closest to the buoy at 19.28◦ (d). Also shown is the wind stress variability (as daily

standard deviation) from the buoy (b) and from the WRF grid point closest to the buoy

(d).
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Figure 3.5: Wavelet power spectrum in the near-inertial band (±0.2f) and averaged over

the sub-regions in Figure 3.1b as calculated from (a) HFR. The dashed line indicates the

95% significant level described in Appendix A.
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Figure 3.6: (a) Demodulated current amplitude and (b) phase using hourly detided surface

currents averaged over the sub-regions shown in Figure 3.1b during the near-inertial event

described in section 4.
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Figure 3.7: Demodulated hourly detided currents at trial frequencies ±0.2f during the near-

inertial event described in section 4. The demodulated currents are averaged over the four

sub-regions (a) North, (b) South, (c) West and (d) East. The black solid line denotes the

value of feff (Kunze 1985) calculated from the 3 day low pass surface currents.
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Figure 3.8: Time series of (a) wind stress vectors from the WRF wind model and (b) slab

model currents. For comparison, demodulated HFR currents for the north (solid line) and

south (dashed lines) sub-regions are also shown in (b). Demodulated currents from sub-

regions east and south are not shown since they are similar to demodulated currents at the

south sub-region.
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Figure 3.9: Snapshots of (first column) near-inertial amplitude extracted from the HFR

hourly currents demodulated at f during the near-inertial event described in section 4.

(second column) Snapshots of relative vorticity normalized by f, (third column) divergence,

(fourth column) gradient and (fifth column) Laplacian of vorticity extracted from the 3 day-

day low pass HFR surface currents. Black solid contours in all figures denote near-inertial

phase lines every 20◦. The dashed grey lines represent the isobaths at 50, 500 and 1000 m.
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Figure 3.10: Snapshots of near-inertial amplitude extracted from the KAL HFR hourly

radial currents demodulated at f during the near-inertial event described in section 4. Red

lines indicate the coverage of useful HFR data (60% of the total HFR spatial domain).
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Figure 3.11: As with figure 3.10 but from KOK HFR hourly currents demodulated at f.
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Figure 3.12: (a) feff averaged over the near-inertial event from March, 1-15 2012. The feff

is calculated from the geostrophic currents extracted from SSH AVISO satellite observations.

(b) Time series of satellite-derived feff from the SSH grid points falling into the HFR spatial

domain shown in (a). The dashed black line indicate the average of the selected grid points

shown in (a).
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Figure 3.13: RMSD values between the slab layer model near-inertial currents and (a) HFR

near-inertial currents.
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Figure 3.14: Integrated HFR-derived energy budget terms from the R.H.S of equation(5);

(a) Lateral Shear Production (LSP), (b) Wind Work (WW) and (c) Damping (DAMP). (d)

Time series of the energy budget terms at the grid points shown in (a), triangle and circle

markers in (a) corresponds to the dashed and solid lines time-series. Units are in m2s−2.
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Figure 3.15: Zonal λx (a and c) and meridional λy (b and d) wavelengths estimated as

the slope of the phase, calculated from a least-square-fit of the HFR surface currents

demodulated at f. λy is calculated over the meridional transects at -157.96◦ (a) and -

157.73◦ (c) and λx over the zonal transects at 20.98◦ (b) and 21.12◦ (d). These transects

are shown on Figure 3.1c (note that only part of the transect that falls into the HFR spatial

coverage in Figure 3.1c is used to calculate the phase). Colors indicate various snapshots

at certain times during the near-inertial event in March 2012 described in section 4.
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Figure 3.16: Rossby number versus DIFF =
feff−peakω

f for the areas selected in Figure

3.1b. Rossby number and feff are calculated from the 3 day HFR-derived low pass

surface currents while peak ω is taken as the frequency where the wavelet power spectrum

amplitudes are maximum during the near-inertial event. Dashed and solid black lines

indicate the least-square fit of y=0.3 ζf and y=0.5 ζf .
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CHAPTER 4
INTERACTIONS BETWEEN SUBMESOSCALE EDDIES

AND THE MEAN BACKGROUND FLOW.

4.1 Introduction

Submesoscale processes in the upper ocean are associated with the presence of lateral

density gradients, vertical shear, weak stratification and a small Rossby radius based on

the mixed layer depth. They have preferred spatial patterns of fronts, filaments, and

vortices (McWilliams et al. 1998) and are associated with ageostrophic circulations. These

ageostrophic circulations lead to large vertical velocities with orders of magnitude of about

10−3 m s−1, an order of magnitude larger than the vertical velocities observed in the

mesoscale circulation.

The submesoscale regime in the ocean is characterized by O(1) Rossby numbers and

horizontal spatial scales smaller than the first baroclinic deformation radius (Capet et al.

2008; Thomas et al. 2008). At these scales, breakdown between gradient wind balance and

quasi-two dimensional mesoscale and three dimensional scale turbulence exist side by side

(McWilliams et al. 1998). The resulting forward energy cascade provides a way to dissipate

large and mesoscale geostrophic energy or motions. That is, energy from the larger scales

is transferred to a scale where mixing can occur and release potential energy to restratify

the upper ocean (Capet et al. 2008). Submesoscale processes play an important role in

the vertical flux of mass, buoyancy and tracers. They are crucial to the biological and

chemical cycles of the ocean as they exchange nutrients and biogeochemical tracers between

the interior and the surface mixed layer.

The submesoscale flow can exhibit locally unbalanced behavior like baroclinic insta-

bilities with large Rossby numbers or by ageostrophic instabilities. Callies et al. (2015)

found that the predominant dynamics of submesoscale processes are mesoscale eddy-derived

surface frontogenesis and baroclinic instabilities in the mixed layer. Shcherbina et al. (2013)

and Richman et al. (2012) found that other high-frequency motions like tides and mesoscale
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straining can contribute to the submesoscale variability.

Most of the submesoscale dynamics studies have been made with models (Capet et al.

2008; Gula et al. 2014; Mahadevan and Tandon 2006; Molemaker et al. 2015; Dauhajre

et al. 2017) with few observational studies (Soh and Kim 2018; Shcherbina et al. 2013;

Mensa et al. 2018; Rocha et al. 2016). Submesoscale observations are limited because they

require instruments to resolve processes with spatial scales smaller than 10 km and sample

at high frequencies

The objective of this chapter is to describe submesoscale processes with spatial scales of

less than 4 km from the two years of HFR and ROMS surface currents off the south shore

of Oahu, Hawaii described in Chapters 2 and 3. Our goal is not to compare the model and

observations since the lower resolution of the model will not capture some HFR processes,

but rather than describe what both ROMS and HFRs capture at their respective temporal

and spatial scales. We will first briefly describe the data used (Section 4.2), followed by

a description of the submesoscale currents in the area (Section 4.3). We then focus on

a positive vorticity filament routinely observed off the southwest coast of Oahu in both

model and observations (section 4.4). The south west corner of Oahu (Barbers Point) can

act as a headland. East of the headland the observed filament followed the 500 m isobath

suggesting important topographic effects. Filaments like these sometimes can fragment into

a train of submesoscale vortices as a result of an instability process (Gula et al. 2014). The

generation and amplification process of this vortical feature are investigated with a local

eddy-mean flow energy budget analysis. We will finish this study by exploring the kinetic

energy wavenumber spectra to investigate the governing dynamics of the submesoscale in

the area in an statistical sense, in particular if they are consistent with the local eddy-mean

analysis of the observed filament. Conclusions and future work are presented in the last

section (section 4.5).
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4.2 Data and Methods

Two years of HFR data south shore of Oahu Hawaii from September 2010 to September 2012

alongside an implementation of an analysis and forecast system using the Regional Ocean

Modeling System (ROMS) around the Hawaiian Islands are used in this study. Figure 4.1

shows the location of the two radars in Kalaeloa (KAL, 21◦18 N, 158◦5 W) and in Koko

head (KOK, 21◦26 N, 157◦42 W), covering the 670 m deep Kaiwi channel, and the shallow

50 m Penguin bank. Only HFR data within the thin blue line in Figure 4.1 is used in

this chapter. The processing techniques were identical as those described in Chapters 2

and 3. The assimilative oceanic model used in this study (described in Chapters 2 and 3)

is a free-surface, hydrostatic, primitive equation model discretized with a terrain-following

vertical coordinate system (Shchepetkin and McWilliams 2005).

4.3 Submesoscale currents

Model and observed surface currents off the south shore of Oahu Hawaii display rich

submesoscale structures with scales of less than 20 km and lasting less than 24 hours.

These patterns sometimes are interweaved with the low-frequency and large scale currents

like the westward Hawaiian Lee Current described in Castillo-Trujillo (2014) and Chapter

2. In particular, in the southwest coast of Oahu close to the KAL site (Figure 4.1) a south-

eastward flow with positive vorticity of up to 2f is observed during the two years of available

HFR surface velocities.

This south-eastward flow west of Barbers Point (21.25◦N, 158.2◦W) detaches from the

coast and generates areas of strong positive vorticity and shear. These regions of positive

vorticity sometimes evolve into vortices that move southward until they are sheared away

or disappear from the HFR spatial domain. These eddies have shapes and sizes that change

while they propagate from their generation site at Barbers Point towards Penguin Bank.

Similarly, weaker cyclonic eddies are sometimes observed in the model detaching from a

positive vorticity filament with characteristics similar to observations but lasting less than
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two days and with maximum Rossby numbers of 0.5f.

Statistics of the HFR and ROMS surface currents from a region south of Barbers Point

(A, 21.25◦N, 158.2◦W) and at the center of the HFR spatial domain (B, 21.25◦N, 158.0◦W)

are plotted in Figure 4.2. Vorticity (Figures 4.2a and 4.2b) and divergence (Figures 4.2b

and 4.2e) follow a normal distribution with vorticity (ζ/f) skewed to the anticyclonic side at

region B while at region A only 60% is larger than 0. The strain (σ/f) at region A (Figure

4.2b) follows a χ distribution as observed in ADCP observations in the North Atlantic

(Shcherbina et al. 2013) and ranges from 0 to 1.5f with 20% of the total larger than 0.5f.

Region A shows larger positive vorticity, strain and divergence than in region B. At region

B only 6% of the total strain (Figure 4.2e) is larger than 0.5 while only 20% of the vorticity

is larger than 0.

As with observations, model vorticity (Figure 4.2g and 4.2j) and divergence (Figures

4.2h and 4.2k) follow a normal distribution while strain a χ distribution (Figures 4.2i and

4.2l). In general, smaller Rossby numbers are seen in the model statistics than in the

observations. Nevertheless a similar spatial variability to the observations is seen in the

model; at region A, 46% of the ζ/f is larger than 0 while 8% of the σ/f is larger than 0.5.

At region B, 26% of the ζ/f is larger than 0 while only 1% of the σ/f is larger than 1.

Additional insight into the structure of submesoscale turbulence is gained from the

relationship between vorticity versus strain and divergence (Figure 4.3). In region A, strong

positive vorticity is associated with high strain rate and approached a pure shear relationship

(|σ = ζ|), indicating that cyclonic vorticity occurred predominantly in fronts. This is not

observed in region B. The model (Figure 4.3b), does show this linear relationship (|σ = ζ|)

at region A but not as pronounced as in the observations. And in contrast, it is mostly found

in areas of negative vorticity. In both A and B, regions negative vorticity presented a more

mesoscale eddy-like structure, with smaller divergence and strain. This is consistent with

previous model studies (Mahadevan and Tandon 2006) where they predict weak positive

divergence associated to negative vorticity.
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4.4 Case study: Submesoscale cyclonic eddy

A positive vorticity filament detaching from Barbers Points was observed in both model and

observations in March 2012 (Figure 4.1). The filament was parallel to the 500 m isobath

and once it detached from the coast, a cyclonic vortex was formed. In this section, we

explore the vortex generation and propagation mechanism.

From March 13 to March 19, a cyclonic vortex with Rossby O(1) and strain larger

than 0.5 was observed moving from the south-west shore of Oahu towards Penguin Bank.

Daily snapshots of observed and model vorticity and strain overlaid with surface currents

are plotted in Figures 4.4 and 4.5. The ζ/f maximum increases strongly detaching from

Barbers Point. The peak value is reached immediately were the flow loses contact with the

coast. The filament became unstable 24 hours after generation. The vortex grew from ∼11

km diameter on March 14 to a maximum of ∼33 km diameter in March 17 (Figure 4.4c).

At this time, the vortex had maximum Rossby numbers of 1.4 at the core and a translation

speed of 5 km day−1 towards Penguin Bank.

A positive vorticity filament is also observed in the model off the coast of Barbers Point

with strain rates larger than 0.5f (Figure 4.5). A southeast current flowing parallel to the

west coast of Oahu is observed when the filament appears. After March 17 (Figure 4.5c), the

filament detached from the coast and followed the 1000 m isobath and in March 19 (Figure

4.5d) the filament propagated southward maintaining its positive vorticity. The signature of

the filament and vortex is also observed in the Okubo-Weiss parameter (σ2− ζ2) and strain

(Figures 4.6 c-f). In March 13 at 0:00 the filament had negative Okubo-Weiss parameter

and maximum strain of ∼1.2f with positive vorticity of about 1.5f. A negative Okubo-Weiss

parameter and positive vorticity is an indication of formation of cyclonic vortical structures.

One can estimate how gesotrophically balanced (Coriolis and pressure gradient are the

dominant forces) the submesoscale vortex is by the level of agesotrophy of the flow (Capet

et al. 2008; Chavanne et al. 2010). Through the balance in which Coriolis and pressure

gradient plus an advective centrifugal force dominate the divergence of the horizontal
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momentum, viz:

g∇2η = −∇ · (u · ∇u) + fζ, (4.1)

where u and ζ are the surface currents and vorticity, respectively, and η the sea level

anomaly. The degree of ageostrophy (the degree to which a flow departs from geostrophic

balance) is then given by:

εgeo =
| − ∇h · (u · ∇u) + fζ − g∇2η|
|∇h · (u · ∇huh)|+ f |ζ|+ |g∇2η|

(4.2)

where g∇2η is estimated from the residual of the R.H.S of equation 4.1. When ε approaches

1 the flow is unbalanced and when ε approaches 0 the flow is geostrophically balanced.

In March 13 at 0:00 the filament of positive vorticity was surrounded at the north and

south by an unbalanced flow (Figure 4.6g). This unbalanced flow kept surrounding the

filament 12 hours later (Figure 4.6h) when the vortex was detached from the filament.

Over the life cycle of the vortex, ε at the periphery of the vortex was closer to 1 while at

the center of the vortex was closer to ∼0. In contrast, the filament observed in the model

is only unbalanced downstream of the flow (Figure 4.10g).

4.4.1 Generation mechanism

The presence of large-scale strain can stabilize the horizontal shear instability of a vorticity

filament in a barotropic flow (Dritschel et al. 1991). To distinguish the large scale strain

induced by the non-divergent flow from the strain induced by the divergent flow, the flow

and subsequent strain are decomposed into divergent and rotational components following a

Helmholtz Decomposition (Smith 2008). The flow decomposition at the times of maximum

instability is shown in Figure 4.7; the rotational flow produced the filament and the strain

larger than 0.5f in March 14 while the potential flow produced strain of less than 0.5f.

Furthermore, the vorticity of the filament (Figures 4.4(a-d)) was always larger than 1f,

that is, larger than the background strain to meet any inflection-point criterion for filament

stability (Dritschel et al. 1991). Negative regions of (f + ζ) − σ around the filament in
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March 13 (Figure 4.8) indicate a loss of balance in the vicinity of the filament (McWilliams

et al. 1998) which is consistent with Figures 4.6 (g-h) where an ageostrophic circulation is

observed at the periphery of the filament before it becomes unstable. Once the vortex was

fully developed, the Okubo-Weiss parameter became negative at its core and positive at its

periphery (Figure 4.6f) suggesting the filament was destroyed by the vortex generation.

Vertical profiles of model relative vorticity of the transect parallel to the filament (Figure

4.1, dashed line) are shown in Figure 4.9. On March 13, an area of positive vorticity of up

to 0.8f from the surface down to ∼80 m is observed. The surface expression of vorticity at

this time is shown in Figure 4.5a. The filament in the model propagates southeast ward at

a speed of 10 km day−1 similarly observations but the instability and vortex formation is

not observed in the model.

4.4.2 Instability and Vortex Formation

The sequence of ζ/f contours shows the positive vorticity filament becoming unstable and

breaking into a submesoscale vortex (Figure 4.4). To identify the nature of the instability

process, we compute the kinetic energy conversion terms between the filament and its

perturbations in a local reference frame aligned with the filament (Figure 4.11a). The eddy

kinetic energy (EKE) is written as EKE = 0.5(u′
2

+ v′
2
), where (u, v) are the horizontal

velocities perpendicular and parallel to the filament (x, y), positive in the onshore and

upstream directions, respectively. The over bar denotes an along filament average (shown

in Figure 4.1 as a dashed line) and the prime, fluctuations relative to that mean (Gula et al.

2015). Energy conversion terms are computed according to Harrison and Robinson (1978)

where the rate of change of EKE is ∂EKE
∂t = HRS + V RS + V BF . The conversion from

mean to eddy kinetic energy is composed of HRS and V RS where:

HRS = −u′2∂u
∂x
− u′v′∂u

∂y
− v′2∂v

∂y
− u′v′ ∂v

∂x
(4.3)
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is the conversion from mean kinetic energy to eddy kinetic energy due to horizontal shear

stress (product of mean shear and Reynolds stresses) and

V RS = −u′w′∂u
∂z
− u′w′∂v

∂z
(4.4)

is the conversion from mean kinetic energy to eddy kinetic energy due to vertical shear

stress. The eddy potential to eddy kinetic energy (eddy buoyancy flux) conversion is :

V BF = w′b′ (4.5)

where w is the vertical velocity anomaly and b the buoyancy anomaly. Predominance of

HRS > 0 (assuming VRS is small) or V BF > 0 indicates the eddy generation mechanism

is primarily a barotropic or baroclinic instability. If VRS is the predominant term it will

indicate a Kelvin-Helmholtz instability.

The instantaneous along front integrated surface energy terms are shown in Figure 4.12a

and 12b. When the filament appears on March 13 12:00, HRS was less than 0, it remained

negative until 24 hours later when it became positive and grew to about 1×10−6 m3s−3

throughout the cross-shore transect. From the vortex generation time on March 14 to

March 17, the EKE grew to up ∼0.20 m3s−2. At those times, the HRS was always positive

on the east side of the cross-shore transect (east of 157.94oW, Figure 12b) indicating the

energy source for the eddy growth is the horizontal shear of the mean flow.

The surface energy budget terms calculated from the model are plotted in Figure 4.12d.

HRS was always positive where the filament was observed (west side of the cross-shore

transect), with magnitudes similar to observations (1×10−6 m2s−3). The EKE in the

model was positive throughout the instability period but about half the magnitude of the

observed EKE. The EKE and HRS grew to a maximum in March 14 12:00. Contrary to

observations, HRS became negative in March 17, indicating EKE is decaying and the energy

was transferred to the mean flow.

Although a full grown eddy was not observed in the model, it is useful to estimate
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the HRS, VRS and VBF over vertical layers. Instantaneous EKE budget terms integrated

over the first 100 m and in the along shore direction are shown in Figure 4.13 at the time

of instability observed in the HFR surface velocities. HRS became positive in March 14

(Figure 4.13b, solid line) while the EKE increased to about 0.7 m4s−2 (Figure 4.13a, solid

line). Other sources like the VRS and VBF are smaller and do not contribute to the

balance, suggesting that a baroclinic instability is an unlikely process at the moment of

instability. Instantaneous vertical transects of HRS integrated in the along shore direction

are plotted in Figure 4.14. HRS is confined to the upper 20 m on March 14 with values of

about 2.5×10−6 m3s−3. After March 14, HRS decreased and remained negative until March

17. Model results suggest that although the HRS is the lead contributor to the EKE in the

upper 20 m, the barotropic shear instability forms a weaker vortex than the eddy seen in the

observations, suggesting model diffusion could play a role in the development of the vortex.

Therefore an implementation of the model with increased vertical and horizontal resolution

could produce the observed vortex and thus confirm if is generated by a barotropic shear

instability at the ocean surface.

The barotropic shear instability could have been triggered by frontogenesis. Strong

frontogenic action can generate narrow regions in which lateral shear and relative vorticity

become very large producing lager ageostrophic circulations (Capet et al. 2008). A strong

ageostrophic circulation was observed at the periphery of the filament (Figure 4.6g-h) with

regions of high strain and vorticity, indicating the possibility of surface density fronts

(Capet et al. 2008). Observations in the vertical and a model with improved vertical and

horizontal resolutions are necessary to calculate if frontogenesis triggered the barotropic

shear instability described above.

Furthermore, a sequence of daily satellite SST snapshots shows the evolution and prop-

agation of the eddy (Figure 4.15a-d). On March 13, when the filament appears in the HFR

spatial domain, the south east ward surface current is advecting warmer water than the

rest of the water downstream of the south-east flow, with a temperature difference between

the filament and its periphery of about 0.6◦C. On March 14, when the vortex was fully
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formed, this ”warmer” water is advected to the periphery of the vortex. Cold (23.8◦C)

upwelled water at the center of the eddy is observed with a shallow warm (24.2◦C) area

surrounding the vortex core. Maps of model temperature and density at the moment of

maximum instability are shown in Figures 4.15e and 4.15f. The advection of warmer water

from the northwest of Oahu is not observed off the coast of Barbers Point but at around

15 km south of it (21.1◦N).

4.4.3 Topographic generation

Submesoscale currents observed close to the coast of Oahu are frequently in contact with

the seafloor as observed from the model vertical transects of relative vorticity and surface

velocities close to the shore. Currents tend to follow topographic contour lines to conserve

potential vorticity (Pedlosky 1987). Oceanic currents can also separate behind an island,

headland or submerged bump [e.g. Dong et al., 2007], as well as along a continuous coast

because of the changing wind stress curl boundary curvature away from the downstream

flow direction and also due to an internally generated adverse pressure gradient (Haidvogel

et al. 1992; Kiss 2002).

The model showed the flow on the west side of Oahu is aligned with the coast when the

positive vorticity filament appeared. This filament became unstable by the horizontal shear

of the mean flow. We now investigate the influence of the coast and topography on the flow

and the production of horizontal shear.

A boundary current moving cyclonically around an island can generate high positive

relative vorticity close to the shore as is observed in the HFR and the model. The sloped

turbulent bottom boundary layer also provides a source of potential vorticity (PV) (Rhines

1998), which can be stripped off by the current and injected in the ocean interior. PV can

be defined as q = ω · ∇b, the dot product of the absolute vorticity ω = f +∇× u with the

gradient of buoyancy b = −g ρ
ρo

, where f is the Coriolis parameter, ρ the in situ density, ρo

the mean reference density and g the gravitational acceleration.

The bottom drag against the slope amplifies the cyclonic shear by generating large
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relative vorticity within the slope turbulent bottom boundary layer. The flow interacts

with the topography through a vertical bottom boundary condition related to turbulent

bottom stress, which exerts a drag on the lowest layer. If this vertical boundary layer

is over a sloping boundary like the topography off Barbers Point, then the vertical shear

also implies a horizontal shear. Figure 4.16 shows an instantaneous along filament vertical

transect of PV from the model at the moment of instability (March 14, 00:00). PV of

around 1.5×10−8s−3 is observed close to the coast at 100 m depth. This region of large PV

could have been generated by the vertical and horizontal shear from the slope interacting

with the currents. An improved model with significant grid stretching near the bottom so

that the boundary layer profile is reasonably well resolved as in Gula et al. (2015) would be

necessary for a complete analysis of bottom vorticity generation in the area. At present, we

suggest that frontogenesis in combination with PV generated by bottom drag off Barbers

Point could have triggered the horizontal shear instability described above.

4.5 Kinetic Energy spectra

Theoretical predictions for the oceanic horizontal wavenumber spectra at scales between 1

and 200 km are reviewed in Callies et al. (2015), Soh and Kim (2018), and Rocha et al.

(2016). We will summarize the most relevant theories to our results and the assumptions

under which they are obtained.

The two turbulence theories invoked in the submesoscale range are interior QG (Quasi-

geostrophy) and SQG (surface quasigeostrophy). QG is the asymptotic theory for 3D

atmospheric and oceanic flows with strong rotation and stratification. It predicts a k−3

slope for forward energy cascade (large to small scales) and a k−5/3 for inverse energy

cascade (small to large scales) for scales smaller than the injection scale (scale at which

both forward and inverse processes occur, often taken to be the most unstable wavelength

due to baroclinic instability) (Charney 1971; Vallis 2006). Under the same assumptions,

SQG theory predicts a k−5/3 for forward and a k−1 for inverse energy cascades. SGQ theory

is primarily driven by density evolution processes at the boundaries and its concentrated
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in a single vertical level near the surface (Lapeyre and Klein 2006; Klein et al. 2009).

In geostrophic turbulence (non-divergent to leading order), isotropic and one-dimensional

wavenumber spectra should follow the same power law (Callies et al. 2015). Furthermore,

Charney (1971) found a relationship between the v along shore (Ŝva) and u cross shore (Ŝuc)

velocity variance spectra through the scaling exponent Ŝuc = nŜva where n is extracted from

the power law k−n. Thus, the ratio R = Ŝuc/Ŝva is a simple diagnostic to interpret how

divergent the flow is. In this section, this ratio, alongside the wavenumber KE spectra decay

slope are used to interpret the submesoscale flow governing dynamics.

We present wavenumber spectral estimates for the HFR u and v surface velocity compo-

nents. The spectra are averaged over the two year period (Figure 4.17) and over two seasons

(winter-spring and summer-fall, Figure 4.18). The spectra are computed from the cross and

along-shore transects depicted in Figure 4.1 (Sua, Suc, Sva, Svc), where the subscripts

denote the (u) and (v) surface components and the (a) along and (c) cross-shore transects.

In the selected transects, HFR surface velocities had a low GDOP and more than 60% of

the data over the two-year period was available.

The wavenumber spectra averaged over the two-year period (Figure 4.17) are steep at

scales smaller than 35 km and flatten out at scales larger than that. This flattening is

mostly due to the finiteness of the transects, i.e. a window effect. Rocha et al. (2016) found

this flatness in ADCP wavenumber spectral estimates for scales larger than 200 km due to

the instrument resolution. We therefore only discuss results at scales smaller than 25 km.

The Ŝuc (green line) and Ŝvc (pink line) KE spectrum are flatter at scales larger than ∼20

km while the Ŝua (blue line) and Ŝva (orange line) spectrum are flatter at scales larger than

∼30 km. All the spectra follow a slope closer to the k−3 power law. The Ŝuc spectra is the

most energetic of all computed spectral estimates, while the Ŝva spectra is the less energetic

of all.

The ratio (R) of Ŝuc to Ŝva wavenumber spectra is about 2.5 at scales of 20 km, 1.25 at

scales of 10 km and increases to 10 at scales smaller than 10 km. In general, the spectra of

all components is consistent with predictions of isotropic interior QG turbulence at scales
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between ∼20 to ∼10 km with slopes following a k−3 power law (Figure 4.17). Note that the

Ŝuc slope is closer to following the k−2.5 power law, consistent to the ratio of 2.5 at scales

of around 20 km, indicating non-divergent flow is predominant at those scales.

To assess the effect of seasonal variability on the submesoscale dynamics, in particular

the occurrence of the observed submesoscale eddies in winter and spring (of which the previ-

ous case study is an example of), the spectrum are averaged over winter-spring (January to

June) and fall-summer (July to December) months (Figure 4.18). In winter-spring (Figure

4.18a), the spectra follow a decay slope closer to the k−3 power law. In both the winter-

spring and fall-summer spectrum averages, the Ŝuc is the most energetic while the Ŝva is

the less energetic of all. The fall-summer estimates are steeper than the winter-spring for

all the four KE spectrum estimates.The main difference between seasons is found in the

Ŝua and Ŝvc, where Ŝua is more energetic than Ŝvc in the winter-spring average while the

opposite is true for the fall-summer average.

In the winter-summer averages, the ratio between the Ŝuc and the Ŝva spectral estimates

is 3 at 20 km and increases to 6 at all scales smaller than 20 km. This indicates that

according to Ŝuc = nŜvc, at scales smaller than 20 km, the assumption under which QG

and SQG are established might be invalid and other processes may be at play. It is therefore,

unclear weather interior QG is an appropriate framework at scales smaller than 20 km and if

the relatively shallow coastal setting might be influencing this behavior. The ratio of Ŝuc to

Ŝva was 2.5 at scales of 20 km, and as with the winter-spring average estimates, it increased

to around 6 for all scales smaller than 20 km. Although anisotropies may lead to a ratio

different from 3 or 2, depending on the slope, differences in wavenumber spectral estimates

are expected in isotropic turbulence. The decomposition of the flow into horizontally

rotational and divergent components (Figure 4.7) indicates that horizontally divergent flows,

which appear quite energetic in HFR current could be responsible for the discrepancies

between R and n and thus confirms that ageostrophic motions contribute significantly to

the upper ocean variability (Ferrari and Wunsch 2010; Wunsch 2013). In concert with this

idea, we tend to observe ageostrophic currents associated with submesoscale eddies in winter
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and spring months, when the KE wavenumber spectra are flatter.

In summary, kinetic energy wavenumber spectra south shore of Oahu are reminiscent

of predictions of isotropic interior QG turbulence, this may represent the oceanic responses

to low-frequency and synoptic-scale forcing (wind-storms) (Callies et al. 2015). All of the

spectral estimates follow slopes between k−2 and k−3 for scales between 20 and 5 km except

in fall and summer where the spectrum becomes steeper at scales shorter than 10 km. This

activity suggests QG and SQG may be an inappropriate framework at these scales. Since

the surface current decomposition indicates divergent motions are at play, the steep slope

and power ratios could be associate to the presence of anisotropy. This anisotropy could be

due to the influence of the coast on the mean flow. The Ŝuc has more variance that the rest

of the estimated spectra in all seasons, suggesting the along-shore currents are dominant

because coastal flows tend to be parallel with the isobaths (Pedlosky 1987).

Our observations suggest that the KE decay slope in winter and spring are flatter than

the rest of the seasons due to regional submesoscale processes like the 10 km vortex formed

by a barotropic instability. A model study by Richman et al. (2012) found that high-

frequency motions such as low mode internal tides flatten the near-surface spectra such

that the effect of ageostrophic motions can be more pronounced in well-known internal

tides hot spots like the vicinity of the Hawaiian archipelago.

Furthermore, the ratio of R = Ŝuc/Ŝva (R = n; if non-divergent) does not always

follow the relationship found by Charney (1971), suggesting agesotrophic circulations are

significant across all ranges of scales. A more accurate assessment of seasonality at those

scales would require longer time series and HFRs with a spatial resolution larger than the

ones used in this study (1.5 km). Callies et al. (2015) reported that the spectral decay slopes

of KE become steeper in summer than in winter as the instabilities within the shallower

mixed layer in the summer are easily damped out. He found the decay slope in summer

close to k−3 between 20 to 200 km and k−2 in the length scale below 20 km. Kim et al.

(2017) found from HFR observations decay slopes between k−3 and k−2.5 and steeper decay

slopes in winter than in summer due to a front associated with regional currents off the
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East coast of Korea.

4.6 Summary and Conclusions

Two years of HFR and ROMS surface ocean currents on the south shore of Oahu, Hawaii at

spatial resolutions of less than 4 km provided the first evidence of the nature of submesoscale

variability around the Hawaiian Islands. The observed vorticity, divergence and strain

probability density distributions were computed for two different areas 25 km apart (shown

in Figure 4.1). In the region close to the south west coast of Oahu vorticity distribution was

symmetric while 25 km away from the coast, the distribution was skewed towards negative

vorticity.

This spatial variability was mainly due to the presence of positive vorticity filaments

separating from Barbers Point and becoming unstable rolling up into vortices. The sub-

mesoscale vortices are important in this area since they will affect vertical and cross-

shelf exchanges with the adjacent shelf water, with potentially important dynamical and

ecological implications. For instance, SST observations showed a vortex transporting colder

and warmer water from the west coast of Oahu towards Penguin bank.

These filaments of positive vorticity are routinely observed off the southwest coast of

Oahu. They are produced by the cyclonic shear of the south eastward flow and the absence

of significant large scale strain preventing their stabilization (Dritschel et al. 1991). A

filament observed in March 2012 was investigated in detail. This filament rolled into a

vortex and translated towards Penguin Bank at a speed of 5 km day−1. It was generated at

158.1◦W and 21.2◦N on March 13 (Figure 4.4a), this filament became a full vortex 24 hours

later (Figure 4.4b) with its center at 157.9◦W and 21.15◦N. From March 15 to March 17

the vortex was surrounded by negative vorticity of ∼-0.5f while at the center of the vortex,

vorticity reached up to ∼1.5f. The eddy translated towards Penguin Bank after March 15

while increasing its size. After March 17, it was squeezed between the 50 m and 1000 m

isobath and ultimately it was sheared apart at around 20.8◦N (Figure 4.4d). According to a

diagnostic energy budget, the vortex was formed by a barotropic shear instability and grew
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to about ∼30 km in diameter due to the loss of energy from the mean background flow

to the vortex. The actual vortex generation mechanism likely combined boundary currents

separation from the coast, frontogenesis and production of positive vorticity along the slope.

The submesoscale flows roughly scale with the mixed layer deformation radius (Thomas

et al. 2008). For the region south of Oahu we estimate Lml = NmlHml/f = 2.5 × 10−5 ×

100/5.2× 10−5 = 50 km were Nml is the mean stratification frequency obtained from a 10

year average of temperature and salinity observations at station ALOHA (22.75oN, 158oW;

(Karl and Lukas 1996)) and Hml is the mean mixed layer depth calculated from ROMS and

glider observations. Given this scale, the mixed layer submesoscale processes are resolved

by the HFR and ROMS ocean currents used in this study.

The model did show a filament of positive vorticity south west coast of Oahu concurrent

with the HFR observations. An instability and therefore an eddy was not expected due

to the model resolution and consequential use of horizontal diffusivity (4 km in model vs

1.5 km in observations). Gula et al. (2016) found that in a ROMS simulation with 1.5

km spatial resolution, cold filaments are damped by horizontal diffusion when the scale of

the filaments and eddies comes close to the grid scale, they were not able to reproduce

submesoscale frontal eddies in the Gulf Stream until they reduced the spatial scale of the

model to 1 km. For this study, a model with an improved spatial resolution will produce

sharper vorticity and strain gradients that can lead to more realistic levels of the horizontal

shear instability as seen in the HFR observations.

The process of topographic vorticity generation can be viewed as generic for boundary

slope currents moving anticyclonically around a basin with the flow having the coast on

its left in the Northern Hemisphere, generating strong positive vorticity within the bottom

boundary layer. The flow can then separate due to complex topography and can form

coherent submesoscale cyclonic vortices as the ones observed in this study. The slope at

the south west coast of Oahu is possibly a strong and sustained source of potential vorticity

when the flow moves anticyclonically around Oahu. The model showed a region of positive

vorticity from the surface down to 100 m where the filament was observed in the HFR
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surface velocities. A model with grid stretching near the bottom is needed to produce an

accurate representation of vorticity induced by topography near the coast.

The wavenumber KE spectra estimates have decay slopes following a k−3 and k−2 power

laws at length scales between 5 to 40 km, consistent with interior QG theory and previous

numerical and observations studies. The ratio R = Ŝuc/Ŝva does depart from geostrophic

turbulence theory predictions at certain times of the year and as the length scale decreases.

Ageostrophic motions account for a significant percentage of the near-surface kinetic energy

and this percentage increases at scales shorter than 10 km generated at the headland of

barbers point. A slight seasonality is observed with stronger submesoscale activity in winter

and spring. Although Callies et al. (2015) associated this seasonality to less stratification

and deeper surface mixed layers in strong baroclinic currents, we believe, that for the south

coast of Oahu, this increase in variance is due to the submesoscale eddies observed at scales

of 10 km. These eddies are produced by a barotropic shear instability associated with shear

produced by frontogenesis and the flow interacting with the coast at Barbers Point. We find

that submesoscale coastal processes on the south shore of Oahu, Hawaii are influenced by

a range of dynamical processes such as barotropic and baroclinic instabilities, frontogenesis

and interaction with the inflection points of an island and topography. It is not clear what

are the main factors of submesoscale variability around Hawaii. This problem deserves

further investigation with higher resolution models than the one used in this study and a

longer HFR time series.

Submesoscale eddies like the one described in this chapter have strong implications for

the biological production south shore of Oahu, Hawaii. The cold core of cyclonic eddies is a

result of upwelling of cold water. The upwelling in the core of the eddy pumps nutrient-rich

deeper waters towards the surface, resulting in high levels of ocean productivity. The eddy

can also dominate cross shelf exchange processes transporting water from the northwest

coast of Oahu towards Penguin Bank.
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Figure 4.1: Map of instantaneous model (only outside blue line) and observed (inside blue

line) surface vorticity south shore of Oahu Hawaii on March 14 2012. The blue line indicates

the spatial coverage where 60% of the two-year HFR data is available. Topography is shown

by the grey contours for the 50 m, 500 m and 1000 m isobaths. The black dashed thick line

indicates the area where barotropic instability occurs. The black solid lines perpendicular

to the filament show the locations of the vertical sections plotted in Figure 4.9 and the

transect where the EKE budget is computed in Figures 4.12 and 4.13. The red solid lines

indicate the transects used to calculate KE wavenumber spectra in Figure 4.17 and 4.18.
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Figure 4.2: Histograms of normalized surface (a)(d)(g)(j) vorticity, (b)(e)(h)(k), strain and

(c)(f)(i)(l) divergence using HFRs (top two rows) and ROMS (bottom two rows) surface

velocities from regions A and B depicted in Figure 4.1.
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ROMS (right column) surface currents. The black 45o lines in Figures 4.3a and 4.3b

correspond to one-dimensional shear flow (σ = |ζ|) while values close to the zero strain
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Figure 4.4: Snapshots of surface relative vorticity (a)-(d) and strain (e)-(h) normalized by f.

Instantaneous surface velocities are overlaid on each panel. Time interval between panels is

48 hours. Topography is shown in grey contours for the 50 m, 500 m and 1000 m isobaths.

Maximum relative vorticity and strain are plotted on each panel. All figures are calculated

from the HFR surface velocities.
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Figure 4.5: As with Figure 4.4 but using ROMS surface velocities.
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Figure 4.6: Snapshots of surface (a)-(b) relative vorticity, (c)-(d) strain and (e)-(f) the

Okubo-Weiss parameter normalized by f. (g)-(h) Parameter of the level of ageostrophy

where a value of ε 1 indicates the flow is unbalanced. Time interval between each column is

24 hours. The left column panels are computed at the time of filament generation (March

13, 2012) and the right column panels are computed at the time of maximum instability

(March 14, 2012). All quantities are calculated using HFR surface velocities.94
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Figure 4.10: As with Figure 4.6 but using ROMS surface velocities.
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points where the energy budget is computed in Figures 4.12 and 4.13.
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Figure 4.12: Instantaneous surface (a) EKE and (b) the local mean to EKE conversion

term due to horizontal shear stress (HRS) integrated in the along-filament direction shown

in Figure 4.11. The black solid line on each panel indicates the transect where the vortex

detaches from the filament. The energy budget terms are calculated using HFRs (a and b)

and ROMS (c and d) surface velocities interpolated into the HFR grid points. Note that,

for visualization purposes, there is a different scale on the y axis of each panel.
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Figure 4.13: Instantaneous (a) EKE and (b) local energy conversion profiles (HRS,VRS and
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m using ROMS velocities. The dashed (March 13, 2012) and solid (March 14, 2012) lines

indicate times where the instability occurs.
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Figure 4.15: Snapshots of instantaneous (a)-(d) daily satellite SST overlaid with daily

averaged HFR surface velocities at the moment of vortex formation. (e)(f) Snapshots of

ROMS SST and surface velocities at the times shown in Figure 4.15a and 4.15b.
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Figure 4.18: As with figure 4.17 but averaged over winter and spring (a) and summer and

fall (b) months.
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CHAPTER 5
DATA PROCESSING AND VALIDATION

5.1 Data processing

5.1.1 Instrument setting

HFRs map surface currents by detecting slow changes in Bragg-scattered radio wave phase

due to changes in ocean conditions. The two HFRs location (KAL 21◦18N and KAL

158◦5W) are shown in Figure 5.1. An HFR consists of a direct digital synthesizer (DDS)

that produces the transmit signal (Tx); a power amplifier (PA) that amplifies the Tx signal;

a square array of four Tx antennas to transmit the signal; a linear array of receive (Rx)

antennas with filters to demodulate the Rx signals; an analog to digital converter (ADC) to

convert the analog Rx signals to digital output and a computer to perform the processing.

The DDS produces a sinusoidal radio wave signal with a frequency of which changes

linearly in time following a continuous saw-tooth pattern. The Tx signal is referred to by

the center frequency of the chirp (each wave in frequency space). KOK and KAL have a

center frequency of 16 MHz. The HFRs are frequency-modulated continuous wave (FMCW)

beamforming. The Tx signal is continuously broadcast, and modulated in frequency, hence

the name FMCW. One Tx signal is sent to the PA, two signals are sent to the Rx for

demodulation of the Rx signals. The Rx receives two Tx signals shifted by 90◦ to separate

the direct Tx signal and ocean modulation.

The PA increases the signal of the Tx received from the DDS while also band pass

filtering the Tx signal to remove any contaminating harmonics of the desired signal. The

PA boosts the signal to a maximum strength of 52 Watts. The PA then sends the signal

to the Tx antenna array. The signal needs to be large since the coaxial cable between Tx

and Rx attenuates the signal (i.e 2.6 (0.9) db per 100 m in RGB 213 (1/2” Andrew Heliax

Cable)).

The Tx antenna array is arranged in a rectangle to shape the Tx signal pattern. Two
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Tx antennas with half of the length of the radio wavelength of spacing between them form

a null in the direction of the common axis which in this case is towards land. An extra set

of two antennas with the same spacing and a quarter of the length of the radio wavelength

distance from the first pair are arranged in a rectangle. This arrangement will allow for a

strong signal in the direction of the delayed antennas, in this case towards the ocean. The

Tx antennas are designed to be monopoles resonant at the Tx frequency (Figure 5.2a).

The Tx antenna array is located as far as logistically possible from the Rx array in order

to reduce the direct-path signal and the direct signal from the Tx. The linear array of Rx

antennas is situated parallel to the shoreline in order to allow beamforming. The spacing

between the antennas is less than L/2 (where L is the radio wavelength) (Figure 5.2b).

The Tx signal is sent over to the ocean and received by the Rx with the ocean modula-

tion. The Rx signal is received through Bragg scattering of the Tx signal off ocean surface

waves. The sea state includes a broad spectrum of waves with various different wavelengths.

The radio waves from the Tx array are backscattered off these waves, and are then picked

up by the Rx array. The strongest signal will have the most constructive backscatter which

is half of the radio wavelength. For the HFRs frequency range, Bragg scattering occurs

on ocean waves of wavelength 5-50 m. For the KAL and KOK HFR the Bragg scattering

occurs on ocean waves of 9 m since the the EM wave sent from the Tx is of 19 m.

Coastal shadowing and regional noise due to the environmental condition of each specific

radar signal may represent additional factors that can alter the performance of the surface

current observation. A post processing of the radial and vector currents is therefore

necessary to improve the quality of the surface currents.

5.1.2 Radial currents processing

The two HFR used in this work have 16 Rx antennas in a linear array and the beam-forming

is performed by adding the antennas signals with the appropriate phase shifts to steer the

beam in the desired direction using a Hamming window to reduce the side lobes (Gurgel

et al. 1999). The azimuthal resolution depends on the aperture of the receive array, which is
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2cos(θ)
(N−1) for N antennas linearly spaced at half the electromagnetic wavelength and a steering

angle θ relative to the normal array. For 16 antennas, it varies from 7◦ for θ=0◦ to 15◦ for

θ=60◦. This angular resolution is not constant with poorer resolution at larger beamforming

angles. Sorting a single chirp into range cells via Fourier Transform (FT) resolves the range.

This FT is limited in resolution by the sample time of a chirp because it is a discrete FT

as dr = c
2B where dr is the range resolution and B is the bandwidth of the Tx chirp. For

a given direction and range, the energy spectrum of the echoes contains two peaks due

to Bragg scattering of waves advancing to and from the receiver. The radial current is

determined from the offset of the peak frequencies from the theoretical Doppler shift for

deep water waves (Paduan and Graber 1997). Spectral lines around the peak frequencies,

weighted by their signal to noise ratio, are used to compute the average radial current and

its standard deviation as a measure of accuracy. Radial currents with standard deviation

larger than 4 cm s−1 and with less than 60% of the total time coverage were removed.

Figure 5.3b and 3d show the standard deviation of radial currents for KAL and KOK

as a function of the steering angle shown in Figure 5.3a and 5.3c. In the transect near

to the HFR sites (transect A) standard deviation is smaller than 20 cm s−1 while away

from the HFR sites (transect C) the standard deviation reached up to 35 cm s−1. KAL

has more variability than KOK, this can be seen in the standard deviation at the A and

B transects where KOK standard deviation varies as a function of the angle. Furthermore

the lowest standard deviation is found at the edges of the KOK spatial domain (160◦ and

285◦). In KAL, this modulation is not observed in the A and B transects since the standard

deviation is lowest at 120◦ and maximum at 160◦. As expected, a larger standard deviation

in both KAL and KOK are observed in the farther transect from the coast (C) due to the

beamforming of the HFR.

Each HFR is an independent instrument, the quality of the radial currents can be

assessed by the correlation between radial currents from both sides which should approach

-1 along the baseline joining the two HFR sites and +1 far offshore were the radials are

almost collinear. If along-baseline and across-baseline current components were uncorrelated
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with equal variance, the correlation pattern should follow that of the cosine of the angle

between radials from the two sites (Chavanne et al. 2007; Castillo-Trujillo 2014). The

differences between the cosine function and the real correlation are likely due to the violation

of assumptions and to measurement errors which should increase toward the edges of the

azimuthal sectors. Correlations and RMSD between KOK and KAL radial currents for

overlapped space and time periods are shown on Figure 5.4. An anti correlation of -1

is observed close to the shore while a correlation of 1 is found away from the sites. The

largest anticorrelation and RMSD are found close to the KOK site while the largest positive

correlation and lowest RMSD are observed at 157.50◦W and 20.80◦N. Larger than 50 cm

s−1 RMSD are observed at the edge of the azimuthal sector at 158.25◦W, this is likely due

to a hardware error in KAL.

5.1.3 Vector currents processing

The non-orthogonally and irregularly sampled radial velocities contain sufficient information

to reconstruct vector currents with more than 2 HFRs (Soh et al. 2018). Vector currents

were estimated on a 2 km Cartesian grid by least square fitting the zonal and meridional

component to all radial measurements from the two sites within a 2 km search radius (Lipa

and Barrick 1983). The shorter search radius results in a better estimation of the real

vector currents (Soh et al. 2018). The normal component is poorly constrained near the

baseline (close to the coast) between the two sites and the azimuthal component is poorly

constrained away from the sites yielding a Geometric Dilution of Precision (Chavanne et al.

2007). (Soh et al. 2018) found out that the degree of distribution of the radial velocities does

not affect the GDOP of the estimated vector currents and the least square fit estimation only

depends on the number of radial velocities used in the fit. They also found that regardless

of the vector current estimation method (least square fit versus optimal interpolation) the

standard deviation of the misfits between the estimates and true values of known surface

currents ranges from 2 to 10 cm s−1.

Because the least square fit assumes an infinite SNR, the mapping error is assumed be

110



very small or zero and the GDOP is considered as the uncertainty of the vector currents.

The uncertainty of the vector currents can propagate through the final outcomes (Soh et al.

2018) and can be incorporated as a random variable in the processing. For this work,

vector currents where GDOP is greater than 1.5 were removed after the least square fit was

performed. GDOP ellipses and HFR vector current variance ellipses over the two year time

period are shown on Figure 5.5a and 5.5b. The HFR variance mimics the GDOP noise with

largest ellipses close to the shore (meridional component) and away (zonal component) from

the HFR sites.

Hourly mean surface velocities were made from the evenly spaced 15 minute vector time

series. A second processing was made were surface current amplitudes larger than —2—

m s−1 and and with less than 60% of the time coverage were also removed from the hourly

vector current time series.

5.1.4 Temporal and Spatial Coverage

The maximum range of good measurements depends on the signal propagation conditions

and on the ambient electromagnetic noise. During the two years of overlapped data between

KAL and KOK, the maximum day and night ranges of 50% data return were 55 km for

KOK and 65 for KAL (Figure 5.6 and 5.7). The D layer of the ionosphere is more dissipative

and inhibits the propagation of distant electromagnetic signals in daytime but disappears at

night, leaving the more reflective E layer to propagate distant electromagnetic noise. This

diurnal modulation was not observed in the data coverage. Temporal coverage of the HFR

total spatial coverage where Kol and KAL radial currents overlap is shown on Figure 5.6a

and 5.7a. Throughout the two year period KAL had a spatial coverage of around 60% of

the total coverage observed in Figure 5.1 while KOK of 50% of the total coverage shown in

Figure 5.1.

111



5.2 HFRs validations

5.2.1 Comparison with gliders

Surface currents from gliders designed at the University of Washington (Eriksen et al. 2001)

with 1.8 m long and 52 kg of weight are used to compare their surface velocities to the HFRs.

The Seaglider motion is controlled by i) pumping oil between the pressure case and an

external bladder therefore changing the glider’s volume and hence the buoyancy, ii) moving

the battery along the glider axis to change pitch and iii) pivoting the battery asymmetrically

to turn the glider (roll). Seagliders are programmed to navigate in a sawtooth pattern at

about half a knot and have a maximum diving pressure of 1000 m. Seagliders can measure

temperature, conductivity, fluorescence, sound or velocity shear, chlorophyll, salinity and

surface and depth averaged currents. The Seaglider repeats the same following steps until

it is recovered:

• At the surface the Seaglider downloads any new instructions including way points

using the Iridium network.

• A GPS position is taken.

• Based on estimated currents, the Seaglider calculates the best heading and dive slope

to make progress towards the target way point.

• The Seaglider begins the dive cycle by decreasing its volume and adjusting the battery

position to achieve the required glide slope. Since sometimes the Seaglider is pushed

by currents, at intervals it checks its heading and target and makes corrections as

needed.

• At the target depth, the glider pumps oil in the external bladder and adjusts the

battery position to be nose up. Two Seagliders are used to compare the currents; the

PacIOOS Seaglider which reached depths of 450 m and the ALOHA Seaglider which

reached depths of 800 m.
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• On reaching the surface, the glider orientates itself to have the antenna pointing

skyward, where a GPS position is taken before sending and receiving data via satellite.

Typical dives last 3 hours and 4.5 hours for the PacIOSS and ALOHA Seagliders

respectively.

The difference between the two GPS positions, before and after the data transfer, gives

an estimate of the surface current and the difference between the actual surfacing location

and one predicted by a flight model algorithm gives an estimate of the depth-averaged

current. Eriksen et al. (2001) found errors in horizontal speeds of around 1-1.5 cm s−1.

The Seagliders trajectories were chosen to compare real time assimilation in the ROMS

described in this work. The route off the south shore of Oahu was chosen to avoid Penguin

Bank and main shipping lanes (Figure 5.1). From the twelve missions conducted from 2008

to 2011, 4 missions overlapped with the HFR temporal coverage (Figure 5.8). The surface

currents from these missions are compared to the HFR radial and vector surface current

components.

Scatter plots of HFR radials for KAL and KOK and Seagliders currents projected into

the HFR radial components at the HFR grid points closest to the Seagliders velocities are

shown on Figure 5.9. Correlations range from 0.79 to 0.90 (significant at 95% confidence

level) and root mean square differences (RMSD) between 9 cm s−1 and 13 cm s−1 when

radial velocities are compared. In contrast, the correlation is not significant when Seagliders

and HFRs vector currents are correlated, while the RMSD increased to ∼25 −1.

5.2.2 Comparison with ROMS

Radial components

The ROMS surface currents interpolated into the HFR spatial grid are projected into the

Kak and Kol radials. RMSD between model and observed radial currents for both HFRs

are shown in Figure 5.10. In general, RMSD were larger close to the coast and away from

the HFR sites. When the ROMS projected currents are compared to KOK, larger than

20 cm s−1 RMSDs are observed close to the KOK site, this is also the case when model
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currents are compared to the KAL site (larger RMSD close to the KAL site). The RMSD

between model radial currents projected into KAL and KAL radials were overall lower than

when the model radials was compared to KOK radials. The spectra of model radials versus

radials from KAL and KOK at the grid point with the lowest RMSD between model and

observations is shown on Figure 5.11. There is a better agreement between model and KAL

radial currents, specially for frequencies higher than f.

Vector components

The 2 year time-averaged surface current magnitude of the HFRs and ROMS vector surface

currents is shown on Figure 5.12. Larger amplitudes are found away from the coast in

both model and observations. The largest discrepancies as expected are observed close

to the shore and away from the HFR sites due to the GDOP. In general, the magnitude

increases in areas deeper than the 1000 m isobath with average amplitudes of ∼30 cm s−1.

The standard deviation of the surface vector currents is shown on Figure 5.13. Due to the

GDOP, amplitudes greater than 20 cm s−1 are found close to the shore in the meridional

component and away from the coast in the zonal component. The smallest amplitudes are

found in both the zonal and meridional components close to the KAL and KOK sites and in

the Kaiwi channel. The standard deviation of the model zonal and meridional components

increased away from the coast in both components with the zonal component having the

largest surface currents at ∼20 cm s−1 in areas deeper than 1000 m isobath. The meridional

component is less variable than the zonal component due to the HLC (Castillo-Trujillo 2014)

and has the largest amplitudes at around 12 cm s −1. This is also observed in the standard

deviation of the HFR surface velocities. ROMS and HFR time series of 3 day low pass zonal

surface currents at regions A and B (shown in Figure 5.1, Chapter 2) are shown in Figure

5.14. There is a good correspondence in both regions, RMSD are shown in Table 1.

Spectra of ROMS and HFR averaged surface vector and radial currents are shown

on Figures 5.15. The largest discrepancy is found in the near inertial band where the

model near-inertial clockwise variance is ten times larger than the observations due to the
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assimilation process (more details on Chapter 3). The vorticity and divergence spectra are

similar with more vorticity variance close to the inertial band in the model data.
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Table 5.1: RMSD between model and observed zonal and meridional surface velocities from

averaged regions A and B shown in Figure 5.1 Units are in m s−1. Subscripts raw and low

indicate the 3-day low pass and every 3 hours surface velocities.

REGION uraw ulow vraw vlow
A 0.17 0.05 0.16 0.04
B 0.17 0.02 0.15 0.01
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Figure 5.1: Snapshot of density on March 14 00:00 using ROMS surface temperature and

salinity. The black solid line indicates the area where 60% of the total two-year data is

available. Magenta dots indicate the two HFR locations KAL and KOK. The magenta solid

thin lines indicate the gliders transects.
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Figure 5.2: (a) Transmit antenna array showing distances between antennas, cable delays,

and orientation with respect to the ocean to create three directional-nulls and amplify the

signal over the ocean. (b) Receive antennas array for HFRs with spacing less than half the

radio wavelength (L). Array is oriented parallel to coastline.
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(a) (b)

(d)

(c)
(d)

Figure 5.3: Azimuthal angle (colors) for (a) KAL and (c) KOK in degrees. Standard

deviation during the period shown in Figures 5.6 and 5.7 as a function of the azimuthal

angle over the transects shown in (a) and (c) for (b) KAL and (d) KOK.
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(a) (b)

(c) (d)

Figure 5.4: KAL and KOK radial currents (a) and (c) correlation and RMSD (b) and (d)

during the periods when KAL and KOK data is simultaneously available over the spatial

areas where both HFRs coverage overlap.
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Figure 5.5: (a) GDOP estimated from the KAL and KOK locations. Kinetic Energy color

maps overlaid over surface current variance ellipses from (b) HFR and (c) ROMS surface

currents. Red dots indicate the KAL and KOK location. A GDOP of 4 is shown in (a) as

a reference.
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(a)

(b) (c) (d)

Figure 5.6: KAL (a) time series of the percentage of spatial coverage of the area shown in

(b) for the period of data available from November 2010 to August 2012. Colormaps of (b)

daily (6:00 to 16:00) (c) nightly (16:00 to 6:00) and (d) total percentage of available data

from November 2010 to August 2012.
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(a)

(b) (c) (d)

Figure 5.7: KOK (a) Time series of the percentage of spatial coverage of the area shown in

(b) for the period of data available from November 2010 to August 2012. Colormaps of (b)

daily (6:00 to 16:00) (c) nightly (16:00 to 6:00) and (d) total percentage of available data

from November 2010 to August 2012.
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(a)

(b)

Figure 5.8: Time series of magnitude of surface velocities using gliders and (a) KOK and (b)

KAL radial measurements. The radial surface velocities plotted are chosen as the closest

radial grid point to the glider location when measured simultaneously.
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(a) (b)

(c) (d)

Figure 5.9: Scatter plots of gliders vs HFR (a) zonal and (b) meridional surface velocities

and glider velocities projected into the (c) KAL and (d) KOK radial components vs the

corresponding HFR radial velocities.
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(a) (b)

Figure 5.10: RMSD of ROMS radial currents projected into (a) KOK radials and (b) KAL

radials vs the corresponding HFR radial velocities.
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(a)

(b)

Figure 5.11: Spectra of (a) KAL and (b) KOK radial currents at the grid points with the

lowest RMSD value in Figure 5.10. The black line in both figures denotes the ROMS spectra

of the projected radial into the KAL and KOK radial respectively.
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(a) (b)

Figure 5.12: Time-averaged surface current magnitude from September 2010 to September

2012 computed using (a) HFRs and (b) ROMS vector currents interpolated into the HFR

grid points.
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(a) (b)

(c) (d)

Figure 5.13: Standard deviation of (a) u and (b) v HFR surface velocities and (c) u and

(d) v ROMS surface velocities interpolated into the HFR grid points from September 2010

to September 2012.
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Figure 5.14: Time series of 3 day low pass u surface velocity averaged over regions A (top

row) and (b) B (bottom row). Regions are depicted in Figure 1.1, Chapter 2.

130



Figure 5.15: Clockwise and counterclockwise spectra of (a) HFR and (b) ROMS vector

surface velocities averaged over the HFR effective coverage shown in Figure 5.1 as a black

solid line.
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CHAPTER 6
CONCLUSIONS

This thesis provided the first long-term time series study of submesoscale observations

south shore of Oahu, Hawaii. HFR surface velocities alongside a ROMS implementation for

the Hawaiian Archipelago allowed the exploration of ocean processes around the island of

Oahu at spatial scales down to 1.5 km. The main outcomes of this dissertation are:

• The mean circulation off the south shore of Oahu Hawaii is characterized by the west-

ward Hawaiian Lee Current (HLC) and the ocean responses to wind and bathymetry.

The two-year mean surface vorticity budget was balanced by advection and stretching

of vorticity. Bathymetry such as the 50 m Penguin Bank and wind stress curl due to

the island chain blocking the trade winds modify the mean HLC.

• The spatial and temporal variability of Near Inertial Oscillations is dependent on

the mean background flow and the wind. These variations can have an impact on

the vertical propagation of Near Inertial Waves from the south shore of Oahu, thus

modifying the energy budget between the mixed layer and the ocean interior.

• Barbers Point acts as a headland when the surface currents west coast of Oahu move

southward, producing filaments of positive vorticity and vortices with Rossby numbers

larger than 1. The submesoscale dynamics described here could potentially impact the

biological production in Penguin Bank by increasing the supply of nutrients brought

from the coastal advected submesoscale eddies. Figure 6.1 shows a map of satellite

chlorophyll at the time where an eddy was observed in the HFR surface velocities.

Chlorophyll at the eddy core is about two times larger than at its periphery. These

routinely observed eddies could contribute to the ”enhancement in phytoplankton

near an island-reef ecosystem” or Island Mass Effect (IME) documented in Gove et al.

(2016) around Hawaii.

• The main contributors of submesoscale ocean variability near a coast are still un-
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known. In an open-ocean context, studies have shown it is dependent on baroclinic

instabilities which grow according to the mixed layer depth. In a coastal-ocean

context, this study has shown that it is dependent on barotropic instabilities, coastal

circulation and mesoscale straining. Further studies are needed to understand the

energy interactions between the submesoscale regime and larger scales flows. Longer

HFR time series with spatial resolutions of at least 1 km are recommended for the

island of Oahu alongside an implantation of ROMS with improved horizontal and

vertical resolution at the ocean surface and bottom.

• Only instruments like HFR allow a more detail exploration of these submesoscale

processes and their impact on the IME around islands.
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Figure 6.1: Daily satellite chlorophyll [mg/m3] on March 15, 2012. The magenta dots mark

the area where the submesoscale eddy described in Chapter 4 is observed. Topography is

shown in dashed grey contours at 50 m, 200 m and 1000 m.
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