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Abstract 
 
Despite the widespread use of robots in teams, there 

is still much to learn about what facilitates better 
performance in these teams working with robots. 
Although trust has been shown to be a strong predictor 
of performance in all-human teams, we do not fully 
know if trust plays the same critical role in teams 
working with robots. This study examines how to 
facilitate trust and its importance on the performance of 
teams working with robots. A 2 (robot identification vs. 
no robot identification) × 2 (team identification vs. no 
team identification) between-subjects experiment with 
54 teams working with robots was conducted. Results 
indicate that robot identification increased trust in 
robots and team identification increased trust in one’s 
teammates. Trust in robots increased team performance 
while trust in teammates increased satisfaction. 
 
1. Introduction  
 

Teams are employing robots as collaborative 
technologies to accomplish dangerous and arduous 
tasks. For instance, members of construction teams 
collaborate through their robots to bring down concrete 
walls safely [54]. First-responder teams save lives by 
having their members coordinate their actions through 
robots [33]. These teams have one thing in common, 
they all have multiple people each with robots to 
accomplish a team task [66]. These robots can be 
remote-controlled by humans or be semi or fully 
autonomous [10, 33, 54]. Despite their importance, there 
is still much to learn with regards to promoting effective 
teamwork with robots [46, 67]. 

Interaction with and through robots presents an 
interesting challenge to IS scholars [64]. On one hand, 
robots can be viewed as any other types of technology. 
On the other hand, due to their physical embodiment, 
individuals often humanize robots in ways that can be 
unique from other technologies [48]. Humanizing 
robots can lead individuals to interact and react to robots 
as if they are humans [45, 48, 64]. This humanization of 
the technology has the potential to fundamentally 

change our theorizing with regards to the human-
computer interaction [48, 64].   

Theorizing teamwork with robots begs several 
interesting questions regarding the relationships 
between human and their robots. For example, is the 
relationship between humans and their robots just as 
important to team outcomes like performance and 
satisfaction as the relationship between human 
teammates? If so, what approaches can be used to 
promote better relationships between humans and their 
robots? Should we also be concerned with promoting 
better relationships between humans on these teams? 
For example, maybe the relationship between human 
teammates is unimportant and only the relationship with 
their robot matters. We can also envision a scenario 
where the opposite might be true. Maybe the 
relationship between humans and robots is relatively 
unimportant to team performance and only the 
relationship between humans is important.  

To answer these questions, we turn to theories of 
trust. Trust is one construct that has consistently shown 
to be relevant across many settings involving both 
human-to-human relationships and human-to-
technology relationships [17, 49]. Trust – the belief that 
another will follow through on your behalf – is an 
important construct in both the literature on teamwork 
and technology use [39]. In teams, trust among 
teammates often predicts various team outcomes, 
including team performance and job satisfaction [12]. 
Trust toward a technology has also shown to be an 
important predictor of use with that technology [34, 61]. 
In particular, McKnight et al. [39] found that trusting 
beliefs in a specific technology led to a greater intention 
to explore and use more features of the technology. 

Taken together, the literature on teamwork and 
technology use seems to suggest that trust may be vital 
to helping us better understand performance in teams 
working with robots. In this study, we focus on two 
trusting relationships: team trust in robots and team trust 
in humans. Team trust in robots is defined as the team’s 
belief that the robots will meet or follow through on the 
team’s expectations. Team trust in humans is defined as 
the team’s belief that the humans in the team will meet 
or follow through on the team’s expectations. The goal 
of this study is to determine if team trust in robots and 
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team trust in humans lead to more effective teamwork. 
Accordingly, this study has two objectives: 
1) To examine the impact of team trust in robots and 

team trust in humans on team performance and 
satisfaction in teams working with robots 

2) To examine ways to promote team trust in robots 
and team trust in humans 

To accomplish this, we conducted an experiment 
examining 54 teams working with robots. The teams 
consisted of two humans and two robots performing a 
time task in an experimental setting. This study 
employed two manipulations to promote team trust in 
both robots and humans: robot identification (i.e., 
psychologically identifying oneself with a robot) and 
team identification (i.e., identifying with one’s team and 
perceiving a team membership). Robot identification 
was manipulated by having team members assemble 
their robots. For team identification, team members and 
their robots were given identical t-shirts and a team 
name to promote the perception of team identity. This 
study also examined whether team trust in robots and in 
humans facilitated team performance and satisfaction. 
In doing so, this study goes beyond prior research by not 
only examining these two distinct trusting relationships 
but also linking them to important team outcomes. 
Results offer new insights into teamwork with robots.  
 
2. Theoretical Background  
 

In this section, we review several bodies of literature 
that both inform and motivate our research. First, we 
provide a brief introduction of the trust literature in 
teamwork. We highlight the benefits of trust in humans. 
Then, we discuss and present a review of the current IS 
literature on trust in technology. This includes a 
discussion of trust in the technology acceptance 
literature. Finally, we highlight the research on trust in 
robots from the literature on human-robot interaction. 
 
2.1. Trust in Teamwork 
 
Trust has been viewed as a property of interpersonal 
relationships emerging across wide range of 
collaborative settings between individuals, between 
teams, and even between organizations [68]. Trust is 
one of the most crucial predictors of success in teams 
[68]. Research shows evidence that trust is positively 
associated with individual and team performance in 
many settings [30, 60]. For instance, in collocated work 
teams, trust among teammates has shown to increase 
performance and satisfaction [11, 12]. For example, De 
Jong and Elfring [12] found that inter-team trust among 
employees in a multinational consultancy firm increased 
team performance. The positive effects of trust have also 
been found in virtual teams [2]. For instance, 

telemedicine operational teams performed better when 
teammates had high levels of interpersonal trust [43]. 
Moreover, Robert [47] found that trust in virtual teams 
increased team performance; this positive relationship 
was reduced monitoring of individual behaviors. 

Researchers argue that there are benefits of trust in 
teams because trust promotes collaboration through 
increased cooperation among individuals [26]. Trust 
helps individuals deal with the complexity and 
uncertainty associated with collaborative work [68]. In 
particular, trusting relationships require less effort to 
coordinate workload [12]. As the effort needed to 
coordinate decreases, team members become more 
willing to engage in cooperative behaviors [56]. Trust 
among team members leads them to put aside personal 
interests and focus instead on team goals [24, 60]. For 
example, trust has been a strong contributor to team 
cohesion [25, 44]. Individuals in cohesive teams put 
more effort to achieve team objectives, which results in 
better team performance and satisfaction [4, 44]. The 
explains why trust is linked to positive team outcomes. 
 
2.2. Trust in Technology 
 

The concept of trust has been examined for 
understanding relationships and interactions with 
various information technology (IT) artifacts [21, 36]. 
In this research, trust in technology was conceptually 
distinguished from the conventional notion of trust in 
prior studies, which mostly focus on interpersonal trust 
– capturing relationships between people and 
organizations [58]. For instance, McKnight, Carter, 
Thatcher, and Clay [39] conceptualized trust in a 
specific technology as one’s belief of functionality, 
helpfulness, and reliability in the specific technology. 
Their conceptualization of trust in a specific technology 
was adapted from aspects of interpersonal trust in teams 
and organizations, including competence, benevolence, 
and integrity, derived from the literature of interpersonal 
trust such as Mayer et al. [38] and McKnight, 
Cummings, and Chervany [40]. Furthermore, they 
reported that trust in a specific technology positively 
predicted an individual’s intention to explore and 
engage in deep-structure use of the technology [39].  

However, despite the empirical evidence of trust in 
technology and the importance of examining trust in 
specific types of technology, IS researchers have not 
examined trust in robots. Most studies examining trust 
in technology were conducted in contexts of traditional 
information systems including spreadsheet applications 
[39], e-commerce sites [61], and database systems [34]. 
For example, Lankton et al. [34] compared human-like 
trust in technology (i.e. integrity) and system-like trust 
in technology (i.e. reliability). Therefore, investigating 
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trust in robotic systems will contribute to the current 
literature of trust in technology. 
 
2.3. Trust in Robots 
 

Many HRI scholars have argued that because 
individuals often project human-like traits onto robots, 
trust in robots should be viewed as a type of 
interpersonal trust [8, 17]. Recent research has 
confirmed that the social interactions between humans 
and robots can lead many humans to develop 
interpersonal trust in robots in much the same they do 
with other humans [20, 31]. The evidence of 
interpersonal trust in robots have been observed in 
interactions with various types of robots in varying 
degrees of its characteristics, such as intelligence and 
autonomy [32] and appearance [20, 50]. Interpersonal 
trust is the expectation that someone will act in your best 
interest [49]. This is somewhat different from trust 
based on reliability and functional dependability, which 
is often used to represent trust between humans and 
technology [13, 62]. Trust in robots includes aspects of 
both trust in humans and in technology [15, 20, 62]. 

The literature on trust in robots has several relatively 
unexplored areas. One, the literature has focused on the 
role of trust in facilitating interaction with social robots 
by promoting engagement and enjoyable interactions 
between an individual and their robot. From this 
literature, it is clear that humans are much more engaged 
with and build a stronger relationship with their robot 
when they trust their robot [15, 16, 28]. Scholars 
investigating the social robots have ignored the potential 
impacts of trust on the performance of teams working 
with robots. Yet, in many cases teams working with 
robots are assembled to accomplish tasks effectively and 
as efficiently [10, 27]. Therefore, understanding the 
impact on trust on team performance can contribute to 
our understanding of teamwork with robots. 

Two, these studies have only examined the impact 
on trust between one human and one robot. This is 
problematic in at least two ways. First, teams working 
with robots can be composed of multiple humans and 
robots [17, 63]. This means that the trust between 
multiple humans and multiple robots should be 
considered to better understand teamwork in teams 
working with robots. Second, in the context of 
teamwork with robots, trust between humans should 
also be examined alongside human’s trust in robots. 
Investigating the impact of only trust in robots or trust 
in humans at best presents an incomplete view and at 
worst presents an inaccurate view on potential impacts 
of trust in teams working with robots in predicting team 
outcomes. Therefore, by examining both the impact of 
trust in humans and the impact of trust in robots on 

performance and satisfaction, this study provides new 
insights to the literature of teams working with robots. 
 
3. Theory and Hypothesis Development  
 

In the research model for this paper, we propose two 
ways to increase team trust in robots and team trust in 
humans: robot identification and team identification. 
We also propose in this model that the team trust in 
robots and humans will result in increases in team 
performance and satisfaction with teamwork.  
 

 
Figure 1 Conceptual Model 

 
Robot identification will increase trust in robots by 

creating a sense of ownership and identification with the 
robots [18, 29, 41]. This can be explained by self-
extension, which is defined as a phenomenon that 
individuals extend their self to external objects [5]. 
People can include physical objects such as technologies 
and personal possessions into defining their self-identity 
[14, 57]. When self-extension occurs, team members 
can establish a personal bond with a technology by 
perceiving a special meaning to the object and attaching 
value and quality related to self [29, 41]. These bonds 
and meanings are known to facilitate trust [22, 69]. We 
believe that the similar phenomenon can occur for team 
members in teams working with robots. Research on 
social robots provide evidence for this assertion. For 
instance, Groom et al. [18] reported that participants 
who felt the higher level of self-extension to their robot 
were more likely to believe that the robot was more 
honest and trustworthy. 

We also suggest that robot identification can 
increase team trust in humans. The robot identification 
exercise can induce a perception of shared investment in 
the team [30]. The fact that both team members are 
contributing to the team by connecting their self to 
robots can promote a perception that both members are 
committed to the team and its success [38]. The belief 
that one’s teammate is committed to the team is 
positively associated with team trust [25, 60].  

H1) Robot identification will increase trust in a) 
robots and b) humans in teams working with robots. 

 

HICSS 2018

Team Trust 
in Robots

Team Trust Team OutcomeIndependent 
Variables

Team Trust 
in Humans

Robot 
Identification 

(RID)

Team 
Identification 
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Performance

Team 
Satisfaction
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Team identification should increase team trust in 
robots and in humans. Team identification is defined as 
the degree to which team members are psychologically 
identified with their team [52]. Team identification 
increases trust by minimizing the perceived differences 
between teammates and maximizing the perceptions of 
similarities between them [1, 22]. The similarities 
become the basis for a shared social identity between 
teammates [37, 45, 65]. Social categorization and 
attraction theories tell us that people tend to trust others 
who they perceive to be similar to them [23, 25]. This 
explains the strong positive relationship between team 
identification and team trust [19]. Given that humans 
tend to project personality and social characteristics 
onto technology artifacts like robots, it is likely that they 
would believe their robots were more similar to them 
when humans were more identified with the team.  

H2) Team identification will increase trust in a) 
robots and b) humans in teams working with robots. 
 
We also posit that there should be interaction effects 

between robot identification and team identification. 
When teams working with robots are exposed to both 
robot identification and team identification, they should 
have significantly higher levels of trust in both robots 
and their human teammates than when exposed to either 
treatment alone. Robot identification and team 
identification increase trust separately but 
complementary ways. Robot identification promotes 
team trust in robots by establishing a personal 
connection between the humans and their robots and 
promotes trust in humans by providing them with an 
opportunity to make a mutual commitment to their team. 
On the other hand, team identification enhances trust by 
creating an identity that minimizes perceptions of 
differences and promotes perceptions of similarities 
between humans and between humans and robots. When 
teams have a strong connection with their robots, 
believe their human teammate is committed, and believe 
they are similar to both their human teammate and their 
robots, they should have higher levels of team trust in 
both their robots and humans.  

H3) There is an interaction effect between robot 
identification and team identification, in such a way 
that team trust in a) robots and b) humans will be 
the highest in teams with both robot identification 
and team identification. 
 
In addition, trust in robots and humans should 

increase team performance. Team trust in humans has 
been linked to better team performance [2, 25]. The 
performance benefits of trust have often been explained 
by the heightened engagement and motivation along 
with the reduction of worry and concern in teams [12, 

25]. These benefits explain why studies have linked trust 
in teammates to better team performance [3, 12, 68]. 

Researchers have demonstrated that trust in a robot 
is positively associated with motivation to interact with 
that robot [50, 53]. It is also likely that trust in robots 
should also be associated with increases in confidence 
in the work being done with the robot. This, in turn, 
should lead to a reduction in worry and concern and 
increases in concentration and focus [9]. Humans should 
perform better with robots when they are more 
motivated to interact with them, less worried, and more 
focus while performing tasks with them.  

H4) Team trust in a) robots and b) humans will 
increase team performance. 
 
Furthermore, team satisfaction can be seen as a 

measure of team members’ positive feelings about their 
team experience [7]. Team trust in all human teams is 
positively related to satisfaction [25]. Similarly, 
individuals in teams working with robots are likely to 
feel higher satisfaction with their team as their level of 
trust increases in their robots and teammates.  

H5) Team trust in a) robots and b) humans will 
increase team satisfaction. 

 
4. Method 
 

To investigate the effects of robot identification and 
team identification on trust and team effectiveness, we 
conducted a 2 (robot identification: robot identification 
vs. no robot identification) × 2 (team identification: 
team identification vs. no team identification) between-
subjects experiment in a controlled lab environment. 
Participants were invited to a lab and performed a 
collaborative task with two robots and another 
participant. The goal of the task was to deliver five small 
water bottles from one point to another point by using 
remote controlled robots as fast as possible. 
 
4.1. Participants 
 

There were 108 participants in 54 teams working 
with robots recruited from a large subject pool at a mid-
western university in the United States. The mean age 
was 24 and 54 were males. Each team working with 
robots consisted of 2 humans who operated 2 robots. 
Individuals were randomly assigned to a team. Each 
team was randomly assigned to one of four treatments: 
robot identification only, team identification only, robot 
identification × team identification, or the control group. 
There were 13 teams in the robot identification only 
treatment, 15 teams in the team identification only 
treatment, 13 teams in the robot identification and team 
identification treatment, and 13 in the control group. 
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4.2. Robots 
We used robots made of Lego® Mindstorms® EV3. 

The robots were designed to be able to grab small 
objects. Infrared remote controllers were used to control 
the robots. The robots spoke (e.g., “Okay”) when 
loading and unloading the water bottles. The robot 
indicated directions of movement on its display located 
on its back. Both robots used for the experiment were 
identical in forms and technological specifications. 
 
4.3. Manipulations 
  
4.3.1. Robot identification. The independent variable 
robot identification had two levels: robot identification 
and no robot identification. Manipulation of robot 
identification was to elicit the perception of self-
extension by assembling their own robot. In the robot 
identification condition, participants were asked to 
assemble their robot. Each participant assembled their 
own robot but did so in the same room. The identical 
bricks and instructions were given to both participants 
in the team. The instructions included images of each 
assembling process along with texts. Participants were 
told that the assembling portion of the study was not a 
test. They were allowed to take as long as they wanted 
to complete the assembly task. All participants 
completed the assembly process. 
4.3.2. Team Identification. The manipulation of team 
identification was done with uniforms and team names. 
Basketball jerseys with the university’s name printed on 
the front were worn by human teammates, whereas six-
month infant clothes which also had the university’s 
name printed on the front were used as uniforms for the 
robots. Participants wore the uniforms while performing 
the experimental task and put the uniforms on their 
robots themselves. Along with the uniforms, 
participants were asked to come up with a unique team 
name for the team. 
4.3.3. Experimental Task. The objective of the task 
was to deliver five water bottles from point A to point C 
(see Figure 2). 
 

 
Figure 2 Experimental Task Setting 

 
The first team member used their robot to deliver 

water bottles from Point A to Point B. The second team 
member used their robot to deliver the water bottles 
from Point B to Point C (Final Destination). The task 
was designed to be interdependent. The first team 

member was not allowed to deliver water bottles beyond 
Point B. The second team member could not use their 
robots to pick up any bottles than were not already at 
point B. This ensured that one team member could not 
complete the task without the help and cooperation of 
the other team member. The task was completed once 
five water bottles had been delivered from point A to 
point C. Four cones taped to the cardboard area were 
used as obstacles.  

Each team was informed that they were competing 
with all the other teams for the best time. They were also 
informed that there would be an additional monetary 
award for the three best-performing teams in the entire 
study. The team with the fastest time would receive 
$100 and the second and third place teams would 
receive an additional $40 and $20, respectively. This 
was in addition to the $20 participation fee given to all.  

Participants were also informed of the 3 rules of the 
completion. One, only robots were allowed to touch and 
move water bottles while participants were required to 
stay outside the work area. Two, robots had to stay 
inside their designated work area. For example, the first 
robot was only allowed to move between points A and 
point B and the second robot between point B and C. 
Three, participants could not swap out robots. 
 
4.4. Procedure 
 

The experiment took place in two separate rooms: a 
treatment room and a task room. The treatment room 
was used for greeting, briefing, answering 
questionnaires, and experimental manipulations. The 
task room was only used for the experimental task. 

The experimental procedure began by welcoming 
participants and providing them with a brief 
introduction of the study. Participants were then given 
consent forms. If they consented, they were asked to fill 
out a short pre-questionnaire on their demographic 
information. Participants were then provided with both 
instructions on the experimental task along with 
instructions about how to operate the remote-controlled 
robot. Next, a video was shown which went over the 
same instructions with visual images.  

After the video, participants who were assigned to 
the robot identification condition were given the 
building instructions and asked to build their robot. 
Participants who were assigned to team identification 
treatment were asked to select a uniform and team name. 
In the robot identification and team identification 
treatment, participants went through the building 
activity first and then the team identification treatment. 
In the control group, team members went directly to the 
next step below.  

The experimenter guided participants to the task 
room. Participants were asked to turn the robots on. 
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Next, participants engaged in two different types of 
training. First, they were allowed to operate their robots 
freely for 2 to 3 minutes outside of the work area. 
Second, they practiced moving 5 water bottles as a team 
from point A to point C. They were allowed 2 complete 
trial runs to simulate the actual timed task. The training 
was provided to ensure that participants had similar 
levels of robot control skills before conducting the main 
task. Afterward, the timed task was conducted. A 
stopwatch was used to record the time it took 
participants to deliver the fifth water bottle to Point C. 
Once the time tasked was completed, participants were 
given their time. Typically, the entire task from initial 
training to the timed run took between 25 and 30 
minutes. 

When participants were finished with the task, they 
were guided to the treatment room to complete a post-
questionnaire. The experimenter then debriefed, 
thanked, paid, and dismissed the participants. 
 
4.5. Measures 
 
4.5.1. Interpersonal Trust in Robots and Human 
Teammate. Interpersonal trust was measured as a 
network construct. Both team members rated their level 
of trust in both robots and their human teammate. The 
items they used to rate their teammate and the two 
robots were taken from [25, 38]. An example item was 
“I really wish I had a good way to oversee the work of 
this team member on the task”. The scale was measured 
using a 5-point Likert and was reliable, 0.87.  

To calculate the team trust in robots, each team 
member’s rating of both robots were averaged. Next, 
both team members’ scores were averaged together to 
create a team level measure of trust in robots. The 
procedure to calculate the measure of team trust in 
human teammates was similar. The two individual 
ratings toward each other were averaged to create the 
team trust in human teammates. In order to aggregate 
the individual measurement to the team level, we 
calculated intra-class correlation coefficient (ICC(1)). 
According to Bliese [6], values greater than 0.1 justifies 
aggregation. ICC(1) for trust in robots were 0.26 and 
0.29 for trust in teammate, both of which justifies 
aggregation to the team level. 
4.5.2. Team Performance. Task duration (in seconds) 
was used as team performance. The task was completed 
once the fifth water bottle was delivered to Point C. 
4.5.3. Satisfaction with Teamwork. Team satisfaction 
was measured using 3 items adapted from [7] based on 
5-point Likert scale. Items included “Looking back I 
was pleased with how we complete the team task”. The 
scale reliability was 0.93. ICC(1) for satisfaction with 
teamwork was 0.8. 

4.5.4. Disposition to Trust. Disposition to trust was 
included as a control variable. Prior studies have found 
that individuals differ significantly when it comes to 
their propensity to trust [49]. Disposition to trust was 
measured with 6 items that measured an individual’s 
general predisposition to trust [49]. The items were 
adopted from [51] and measured using a 5-point Likert 
scale. Items included “Many people are honest in 
describing their experience and abilities”. The scale 
reliability was 0.74 and the ICC(1) was 0.25. 
 
5. Results 
 

We also tested Negative Attitudes Toward Robots 
(NARS) scale [42], participants’ gender, age, and 
previous knowledge on computer, robotics, and 
Mindstorms® as covariates in the analysis based on 
prior studies [55]. None of these variables had 
significant effects on the results and were excluded. 
 
5.1. Trust in Robots and Human Teammate 
 

H1 through H4 were tested using ANCOVA. H1, 
posited the main effects of robot identification on trust, 
was tested. The result showed that trust in robot was 
significantly higher in teams that built their robots, M = 
2.76, SE = 0.13, than teams who did not, M = 2.42, SE 
= 0.13, F(1, 51) = 4.07, p < 0.05, ηp2 = 0.07. Therefore, 
H1a was supported. However, trust in humans was not 
significantly different between the teams in the robot 
identification condition, M = 3.81, SE = 0.11, and those 
that were not, M = 3.79, SE = 0.11, F(1, 51) = 0.13, p = 
0.72, ηp2 = 0.002. H1b was not supported (Figure 3). 

H2 proposed the main effects of team identification. 
H2a posited that identification will increase team trust 
in robots. There was no significant difference in team 
trust in robots between teams in the team identification 
treatment, M = 2.68, SE = 0.12, and those that were not, 
M = 2.49, SE = 0.13, F(1,51) = 1.12, p = 0.29. H2a was 
not supported. H2b posited that team identification will 
increase trust in humans. Teams in the team 
identification treatment had a significantly higher level 
of trust in humans, M = 3.98, SE = 0.11, than those teams 
that were not, M = 3.61, SE = 0.11, F(1, 51) = 5.64, p < 
0.05, ηp2 = 0.10. H2b was supported (Figure 3). 

H3 proposed that there will be an interaction effect 
between robot identification and team identification on 
trust in robots and in humans. More specifically, H3a, 
that there would be an interaction effect on team trust in 
robots, was supported. A statistically significant 
interaction effect between robot identification and team 
identification, F(1, 50) = 5.06, p < 0.05, ηp2 = 0.09, on 
team trust in robots. A post-hoc analysis using Student’s 
t showed that trust in robots were highest in teams, p < 
0.05, with both robot identification and team 
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identification. All other comparisons were not 
significant. H3b, the interaction effect on team trust in 
humans, was also tested. The interaction between robot 
identification and team identification was not 
statistically significant, F(1, 50) = 0.54, p = 0.47, ηp2 = 
0.01. Therefore, H3b was not supported. 

 

 
Figure 3 Results for H1a-b (Left) and H2a-b (Right) 

  
5.3. Trust on Performance and Satisfaction 
 

H4 and H5 were tested using regression controlling 
for disposition to trust. H4a, which stated that team trust 
in robots would increase performance, was supported. 
Team trust in robots was a significant predictor of 
performance, β = -0.27, p < 0.05. Disposition to trust 
was not a significant predictor, β = -0.039, p = 0.78. 
However, H4b, which stated that team trust in humans 
would increase performance, was not supported, β = -
0.23, p > 0.11. Thus, H4b was not supported. 

H5 generally proposed that team trust in robots and 
in humans would increase satisfaction. H5a posited that 
team trust in robots would be related to increases in 
satisfaction. H5a was not supported (β = 0.20, p = 0.15). 
On the other hand, results showed that there was a 
positive relationship between team trust in humans and 
satisfaction (β = 0.34, p < 0.05). Therefore, H5b was 
supported. There was no effect of disposition to trust. 
The model fit was r2 = 0.16. The summary of the results 
of the hypotheses is listed below (Table 1). 

 
H1a Robot-building à Team Trust in Robots Yes 
H1b Robot-building à Team Trust in humans No 
H2a Team Identification à Team Trust in Robots No 
H2b Team Identification à Team Trust in humans Yes 
H3a Interaction effect à Team Trust in Robots Yes 
H3b Interaction effect à Team Trust in humans No 
H4a Team Trust in Robots à Performance Yes 
H4b Team Trust in humans à Performance No 
H5a Team Trust in Robots à Satisfaction No 
H5b Team Trust in humans à Satisfaction Yes 

Table 1 Summary of Results 
 

6. Discussion  
      

The objective of this study was to better understand 
how to promote team trust in robots and in humans as 
well as to examine their implications. Results indicated 
that team trust in robots was important for better 

performance while trust in humans was not. Team trust 
in humans was important for satisfaction while team 
trust in robots was not. Taken together, this study 
suggests that to better understand teams working with 
robots, one should consider both the relationships 
between humans and between humans and their robots.  

This study has several contributions. First, results 
indicated that team trust in robots increased 
performance but not team trust in humans. There are 
several ways to interpret this finding. One way is to 
conclude that team trust in robots is more important to 
team performance than team trust in humans. However, 
we caution against over-generalizing from one study. 

Another way to view the results is that trust in robots 
maybe at least as important as trust in teammates to 
explaining team performance. This implies that trust in 
robots is an essential element to facilitating performance 
in teams working with robots [59]. However, the impact 
of trust in robots and teammates may vary by the context 
and task [20, 35]. For example, in high-risk work 
environments like military and rescue operations, trust 
between teammates may be more important to the 
performance of teams working with robots [17]. Future 
studies should be conducted to identify potential 
moderators of the relationship between trust in robots, 
trust in teammates, and team performance.  

It should also be noted that we examined a specific 
type of trust: interpersonal trust between humans and 
robots. We found meaningful impacts on team 
performance. In doing so, this study supports previous 
views that humans can view robots more like teammates 
rather than automated systems and that this relationship 
can be leveraged to improve teamwork [17, 48]. 
However, we should be cautious about generalizing our 
results. For example, our trust measure captured only 
one specific type of trust. Future studies can compare 
different types of interpersonal and technology-specific 
trust to understand which better predicts team outcomes. 

Second, results of our study show that only trust in 
one’s teammate increased satisfaction with the team. 
Trust in robots did not lead to a more a satisfying team 
experience. This seems to imply that participants could 
clearly differentiate between the two trusting 
relationships. One leads to better performance and the 
other leads to a better team experience. This could be 
explained by the fact that unlike robots, their human 
teammates could reciprocate feelings of trust back when 
fulfilling team task involving robots. This reciprocation 
may explain why trust in humans can increase 
satisfaction while trust in robots did not. If so, it would 
be important to conduct future studies with robots that 
had the ability to at least simulate reciprocal feelings. 

Lastly, this study discovered that different 
mechanisms may be needed to facilitate team trust in 
humans and trust between humans and their robots. For 
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example, in this study, robot identification increased 
trust in robots but not trust between teammates. Team 
identification alone increased trust between teammates 
but not toward robots. Team identification only 
increased trust in robots only when combined with robot 
identification. When you consider the potential time and 
cost associated with employing multiple mechanisms to 
promote each one separately, identifying strong 
mechanisms that promote both is likely to save money 
and time. Although we found some overlap between the 
factors that facilitate trust in robots and trust in 
teammates, more research is needed to fully identify 
factors that can achieve both. Taken together, this study 
asserts that trust is important to the success of teams 
working with robots and that promoting trust should be 
approached by distinguishing the promotion of team 
trust in robots versus trust in humans. 

The present study has several limitations. First, we 
examined one type of robot. For example, there are 
robots with varying degrees of autonomy and 
intelligence. Second, we examined one particular type 
of task. There are many other types of task more or less 
interdependent and more or less complex than others. 
Finally, like all experimental studies this study was 
conducted in a controlled setting. Results of this study 
could be complemented with additional field studies. 
 
7. Conclusion  
 

Results of our study demonstrate that we can 
enhance team performance in teams working with 
robots by promoting team trust in robots and enhance 
satisfaction by promoting team trust in humans. 
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