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ABSTRACT

In a multicarrier communication system with known channel state information

at transmitter (CSIT), it is well-known that the water-filling power allocation scheme

is optimal in achieving the Shannon capacity. However, in a multicarrier broadcast

network (e.g. over-the-air TV network) without CSIT, the optimal power allocation

among subcarriers is still unknown, largely due to the heterogeneity of the channel

conditions associated with different receivers. In the first part of the thesis, the

performance of a generic multicarrier broadcast network is thoroughly studied by

exploiting the frequency diversity over subcarriers. In particular, the performance

metric is first defined based on the relationship among broadcast transmission rate,

coverage area and outage probability. In order to maximize the network performance,

closed form expressions of the instantaneous mutual information (IMI) and the optimal

power allocation schemes are derived for both low SNR and high SNR cases; upper

and lower bounds are also provided to estimate broadcast coverage area in general

SNR regime. Also we extend our discussion to the broadcast network with multiple

collaborative transmitters. Extensive simulation results are provided to validate our

analysis.

In the second part of the thesis, we discuss the optimal performance of a generic

broadcast cellular hybrid network. It is well known that the Dirty Paper Coding

(DPC) achieves the channel capacity for multiuser degraded channels. However, the

optimality of DPC remains unknown for non-degraded channel. Specifically, we derive

the optimal interference pre-cancellation order for a DPC based broadcast and unicast

hybrid network. Different DPC cancellation schemes are studied to maximize the

hybrid capacity region. The conditions for each scheme being optimal are analytically

derived. Both ergodic and outage capacity are considered as our performance metric.

Our results show that the optimal interference pre-cancellation order varies with SNR
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and broadcast and unicast channel conditions. Moreover, in low SNR condition, the

optimal power allocation scheme is derived to reach the maximal sum rate.
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CHAPTER 1. INTRODUCTION

In the past decades, the progress of wireless communication has substantially

changed the way we live and lead to the prosperity of today’s smartphone market.

People nowadays are able to get connected to internet through wireless local area

network (WLAN) or cellular network almost everywhere. Many of household appli-

ances, for example TV, refrigerator, air condition and coffee machine, are starting

to get connected through wireless network to facilitate our daily life. Moreover, the

upcoming wearable devices such as smart watch and google glass, will even get our

body connected to internet through wireless technology.

With all these applications, wireless network is facing lots of challenges to meet

the explosive increasing demand on performance. Many breakthrough innovative

technologies in wireless communication have been implemented to greatly enhance

the network performance: CDMA, OFDM, MIMO and dirty-paper precoding.

1.1. Motivation

Wireless communities across the countries are facing the same serious challenge:

the severe spectrum shortage along with explosive increase in the number of mobile

devices and real time multimedia applications. Within allowed frequency band (e.g.:

2.4GHz, 5GHz), more users needs to be accommodated at the same time carrying

different information. In order to better fulfill the service requirement for more

users as possible, we need to reasonably design the multiplexing scheme for the

system and optimally allocate available resource (e.g.: power, bandwidth, time slots).

Recent years,multicarrier transmission/orthogonal frequency division multiplexing

(OFDM) has become the main technology used in wireless system due to its easy

implementation and robustness to fading and interference. Many standards and

broadband networks (e.g.: IEEE 802.11a/g/n/ac WLAN, IEEE 802.16 WiMax, 4G-

LTE) have adopt it as the solution to push for the performance limit of the network.
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However, previous studies are mainly based on symmetric communication model

with both uplink and downlink, the performance of multicarrier transmission in

non-symmetric communication scenario such as broadcast network has not been

thoroughly studied.

On the other hand, due to the scarcity of the spectrum resource, many wireless

applications are overlapping in spectrum and interfering each other. For example,

WLAN, Bluetooth and LTE band-40 are operating on or close to 2.4GHz ISM band.

Hence, proper wireless coexistence schemes are implemented to avoid/mitigate in-

terference. Traditionally, time division multiplexing (TDM), frequency hopping(FH)

and cognitive radio are used to accommodate different application signal and utilize

the spectrum more efficiently. However, the achievable rate are still far below the

theoretical channel capacity due to their non-collaborative nature.

Throughout our discussion, we classify the wireless signal into two types: broad-

cast and unicast. We define broadcast (BC) as the distribution of common informa-

tion (such as TV program) over unidirectional channels (one-way communication)

to many receivers; and unicast (UC) is referred to symmetric applications such as

voice telephony and data access where the transmitter exchanges private information

with individual receiver over bi-directional channels (two-way communications). In

unicast, we assume the instantaneous channel state information (CSI) is available at

the transmitter, which can be achieved through channel reciprocity in time-division

duplex (TDD) systems and uplink channel feedback in frequency-division duplex

(FDD) systems. For broadcast, without receiver feedback, it is reasonable to assume

only the channel statistics are available at the transmitter [1]-[3].

1.1.1. Multicarrier broadcast system

In mobile broadband communication, one of the major problem is the perfor-

mance impairment brought by inter-symbol interference (ISI). ISI mainly occurs when

2



system’s bandwidth is larger than coherence bandwidth which is pre-determined by

environment (multipath effect). In order to reduce the effect of ISI while maintaining

system’s performance, multicarrier transmission has been proposed for wireless net-

work. The basic idea of multicarrier transmission is to divide the whole data stream

into several segments and modulate them on some parallel narrowband subchannels.

Since rate on each of the subchannels is much less than the original data rate, the

bandwidth of each subchannel is much smaller than the original system bandwidth.

In this way, we transform a broadband communication system to a narrowband

system consisting of several subchannels. Each subchannel’s bandwidth is smaller

than bandwidth thus it experiences slow-fading during transmission.

Since the start of European Digital Audio Broadcasting (E-DAB) and Digital

Video Broadcasting (DVB) projects in 1980s, the debate on multicarrier transmission

versus single-carrier transmission has never stopped [9]. Conventionally, single-carrier

transmission has been widely studied in broadcast network [10, 11, 12, 13] and adopted

by some digital terrestrial broadcast standards (e.g. ATSC, DTMB) [14, 15]. Com-

pared to single-carrier transmission, multicarrier transmission can deliver broadband

data without using complicated time-domain equalizer. Due to its simplicity and easy

implementation, multicarrier transmission has been adopted by many digital video

broadcasting standards such as DVB and ISDB [17].

1.1.2. Broadcast and unicast hybrid network

Nowadays, the communication industry is experiencing a fast growing in number

of users. The demand of various services also keeps increasing in an unprecedented

speed. Even though the current 3G/4G network is much more powerful than the

traditional GPRS and GSM, there are still many limitations such as the transmission

of large files or the support of the large data throughput. In wireless network, more

and more service providers are required to offer the broadcasting TV (e.g.: DVB) and
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the broadband internet connection (e.g.: WiMAX) simultaneously. However, these

two types of connection are different to each other due to their inherent differences

in network structure and communication strategy. Moreover, with the prevalence of

the multi-resolution TV, users may have different needs for the quality to the TV

services, such as High-definition TV (HDTV) and Standard-definition (SDTV). The

schemes and requirements in the transmission these TV signals are also varied. In

some country such as Japan, research on offering HDTV through mobile network is in

progress and some results have been obtained. At the same time, since the broadcast

communication has developed more than 100 years, by now with the application of

the appropriate coding schemes, it is very close to the Shannon capacity which is the

maximum transmission rate can be achieved.

In order to overcome these challenges, cellular hybrid networks become an

intriguing concept since it can incorporate the broadcast and cellular communications

with the same infrastructure. A common platform can be built to collaboratively

transmit both broadcast and cellular signals. Such cooperation is also the natural

path of evolution of the wireless communication and expected to enhance the perfor-

mance of both networks significantly. Even though there are some service-providers

such as Verizon and Sprint are staring to offer the mobile TV services through the

current cellular network, both the number and the quality of the programs are quite

limited by the network. The hybrid network can easily solve such problems due

to its infrastructure. Furthermore, such cooperation can greatly reduce both cost of

building the individual broadcast and cellular base stations and the maintenance fees.

While the hybrid network posses so much advantages, it is still unclear the

optimal transmission schemes in it. In this thesis, our goal is to jointly design and

optimize both networks by investigating some fundamental architectural changes to

achieve the true potential of a collaborative cellular network.

4



Figure 1.1. Convergence of different networks

1.2. Outline

This dissertation is organized as follow: In Chapter 2, we first define the

performance metric and system model for generic multicarrier broadcast networks.

We present performance analysis of single transmitter multicarrier broadcast net-

work is provided, along with the optimal power allocation schemes that maximize

the network coverage. Then we extend the results to multi-transmitter broadcast

network. Our primary goal is to find out the optimal resource allocation scheme and

numerical approximation to compute broadcast coverage in both high SNR and low

SNR condition.

In Chapter 3, we investigate the optimal DPC-cancellation order in a general

hybrid network. We first give a brief description of the general hybrid system model.

Then, the optimal DPC interference pre-cancellation order for only one broadcast

signal and one unicast signal is analytically derived. Based on that, results are

extended to a general hybrid network framework with multicarrier transmission. We

also derive the optimal power allocation scheme in low SNR condition to maximize

the overall network performance. Future research topics are discussed in Chapter 4.
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Finally, as another significant research work during my Ph.D study, some re-

search results about power line communication channel modeling are presented. Since

this part of work is independent to the thesis topic, we put it in appendix for reference.
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CHAPTER 2. MULTICARRIER BROADCAST NETWORK

ANALYSIS

The conventional broadcast industry is experiencing a growing diffusion of new

services. Worldwide, the old analog broadcast TV is being replaced by digital broad-

cast TV to improve the quality of service (QoS) and better utilize existing TV

spectrum. On the other hand, with the prevalence of mobile devices such as smart

phones and tablets, the demand for mobile wireless multimedia services keeps in-

creasing at an unprecedented speed [4]. In particular, major wireless providers have

started offering mobile TV services in many parts of the world. According to [5],

the number of mobile TV subscribers worldwide has grown at a compound annual

rate of over 47% since 2010 and reached 570 Million by the end of 2013. Note that,

unlike the broadcast TV network, existing mobile TV services are largely offered

in unicast fashion. Here, unicast is defined as the delivery of private information

to individual user with point-to-point connection (e.g. video on demand). Due

to the increasing demand for wireless multimedia services and the scarcity of radio

spectrum, the unfavorable scaling behavior of unicast can become a serious issue: the

network resources will be quickly depleted when there are many users watching TV

at the same time [6]. Apparently, for high demand multimedia services, broadcast

is more resource (energy and spectrum) efficient since a single transmission will

accommodate all users simultaneously. In the literature, the term “broadcast” has

been used for both TV/radio services and mobile cellular downlink channels. To avoid

ambiguity, in this paper we define broadcast as the delivery of the same common

information (e.g. TV program) to all receivers. To provide capacity offload from

unicast transmissions, the Multimedia Broadcast/Multicast Service (MBMS) was

introduced in 3GPP LTE [7]. In US, Verizon is the first wireless operator to announce

that it will launch evolved MBMS services in 2014, over its LTE networks [8]. Despite
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these developments, the fundamental limits of broadcast transmission have not been

thoroughly studied compared with its unicast counterpart. This part will focus on

fundamental performance analysis of broadcast technologies that are applicable to

both the terrestrial TV network and the mobile cellular network.1

Since the start of European Digital Audio Broadcasting (E-DAB) and Digital

Video Broadcasting (DVB) projects in 1980s, the debates on multicarrier transmission

versus single-carrier transmission have never stopped [9]. Conventionally, single-

carrier transmission has been widely studied in broadcast network [10, 11, 12, 13]

and adopted by some digital terrestrial broadcast standards (e.g. ATSC, DTMB)

[14, 15]. In ATSC, single-carrier trellis-coded 8-level vestigial side-band (TC-8VSB)

modulation is used to transfer multimedia data at a maximum rate of 19.39 Mbps

[16]. Compared with single-carrier transmission, multicarrier transmission divides

the total system bandwidth into parallel subcarriers, which effectively mitigates the

frequency-selectivity of the channel and delivers broadband data without complicated

time-domain equalization. Due to its simplicity and easy implementation, multicarrier

transmission (e.g. OFDM) has been adopted by many digital video broadcasting

standards such as DVB in Europe and ISDB in Japan [17]. In DVB-T, using COFDM

and 64-QAM, the maximum data rate can reach 31.2 Mbps [18, 19]. In ISDB-T,

the so called Bandwidth Segmented Transmission OFDM (BST-OFDM) is applied to

support both HDTV and SDTV service in high-speed moving vehicle at the maximum

data rate of 23 Mbps [20, 21].

In multicarrier broadcast networks (MBN), channel coding can be applied either

independently on each subcarrier (in short as independent coding) or jointly over all

subcarriers (in short as joint coding) [22]. While independent coding is easier to

implement, it decreases the achievable transmission rate in MBN comparing with

1This part of work has been submitted to IEEE Transaction for publication
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joint-coding [23]. Notably, our previous study [24] found out that independent coding

cannot fully exploit the frequency diversity among subcarriers and yields poor outage

performance in a broadcast and unicast hybrid wireless network. In joint coding, in-

formation is encoded and decoded over all subcarriers jointly so that the transmission

outage probability is minimized under the same coding rate [25, 26]. Therefore, the

joint coding has been adopted by many multicarrier transmission systems (DVB-H,

WLAN, etc.) [27, 28, 29]. However, to the best of our knowledge, there is no detailed

and rigorous performance analysis of MBN with joint coding. The main contribution

of this part is to analyze the MBN performance with joint coding from an information

theoretic point of view.

Moreover, we extend our results of single transmitter MBN [30] to a broadcast

network with multiple transmitters. In this case, there are two types of transmis-

sion schemes in existing broadcast systems: the traditional multi-frequency network

(MFN) and the new single frequency network (SFN) [31]. In MFN, multiple trans-

mitters broadcast on different frequencies to avoid interference. In SFN, multiple

transmitters send the same signal over the same frequency channel at the same time.

With the added spatial diversity, SFN offers advantages in terms of the received

signal strength [32, 33]. However, it does not fully exploit the multiple antenna gain

[34]. To further improve the performance, the multi-cell cooperation (MCC, a.k.a.

distributed antenna system) has been studied in cellular unicast network to prescribe

the signals from multiple base stations (BSs), which are inter-connected via high

capacity backbone [35, 36]. Similarly in MBN, multiple broadcast-station cooperation

(MBC) is expected to have better performance compared with SFN because it can

further exploit the spatial diversity [37]. To the best of our knowledge, despite many

existing studies on SFN and MBC [38, 39, 40], their performance in jointly coded

MBN has not been studied.
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2.1. Multicarrier broadcast system model

2.1.1. Performance metric

In a multicarrier unicast system (e.g. cellular network) with known channel

state information at transmitter (CSIT), it is well-known that the water-filling power

allocation scheme is optimal in achieving the Shannon capacity [41, 42, 43, 44, 45,

46]. However, in the traditional broadcast TV network, CSIT is not available due

to the lack of reverse link. For broadcast/multicast services over cellular network,

even though CSIT is possible via channel feedback, the transmitter cannot optimize

its transmission based on an individual receiver’s CSI due to the heterogeneity of

channel conditions associated with different receivers. Therefore, we consider a MBN

where the transmitter only knows the channel distribution information (CDI) in a

given service area. In this case, there are two channel capacity definitions that are

relevant to the broadcast system design: ergodic capacity and outage capacity [47].

In practice, ergodic capacity only applies to fast fading channels and the capacity-

achieving code must be sufficiently long so that a received codeword is affected by all

possible fading states, which will cause significant delay and thus is not suitable for

practical broadcast applications. Alternatively, outage capacity can deal with slow

fading channels by defining the maximum data transmission rate that the received

data are decoded with certain outage probability. That is to say, if the received signal

to interference and noise ratio (SINR) is above the threshold corresponding to the

outage probability, the transmitted data can be decoded correctly. Otherwise, the

reception is in outage. By allowing the receiver to lose some data in the event of

slow deep fading, the received data can be decoded instantly to meet the broadcast

delay requirement. In this part, we consider a generic broadcast network with slow

fading channels1 and choose outage capacity as the figure of merit for performance

1The assumption of slow fading channels is applicable to both broadcast TV networks with
stationary receivers and mobile cellular network with slow moving receivers.
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evaluation. Note that outage capacity is also the performance metric for current

digital TV standards (DVB-N/G/H, ATSC-M/H and etc.) [48, 49] and some related

studies can be found in [50, 51, 52].

In broadcast applications, receivers at different geographic locations decode the

same broadcast signal with different outage probabilities based on their heterogeneous

channel conditions. For simplicity, we consider a two-dimensional broadcast service

area A without shadowing, i.e., the variation in received signal power is determined

by free-space path loss and multipath fading. Due to the heterogeneity of broadcast

channels, the broadcast network shall guarantee a minimum QoS to all users. That

is, within the service area A, the outage probability of any receiver should be upper-

bounded by a predetermined probability q0. If we denote w as a user on the boundary

of A who has the worst channel statistics and define qw as the outage probability

associated with this user, the broadcast network QoS requirement can be expressed

as qw ≤ q0. In this way, instead of considering QoS requirements of all users within

A, we only need to focus on the performance of user w because any receiver within

the service area has an outage probability no higher than qw.

Let r0 be the broadcast data transmission rate, there are three alternatives to

optimize the broadcast network performance:

1) Given r0 and q0, maximize A subject to receiver outage constraint and

transmitter power constraint.

2) Given A and q0, maximize r0 subject to receiver outage constraint and

transmitter power constraint.

3) Given r0 and A, minimize q0 subject to receiver outage constraint and

transmitter power constraint.

In practical broadcast network, based on the resolution of the multimedia con-

tent (e.g. SDTV or HDTV), the data transmission rate of a particular channel is
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usually fixed. Meanwhile, the maximum outage probability allowed in a service area

is also pre-determined. Therefore, our objective is to maximize the coverage area A.

However, it is noteworthy that the above three optimization alternatives are essen-

tially interchangeable: given any two of the three parameters (r0, q0, A), optimizing

the third one is equivalent to maximizing the instantaneous mutual information (IMI)

[26].

2.1.2. Multicarrier broadcast system model

Without loss of generality, we consider a broadcast channel (e.g. TV channel)

consisting of N subcarriers of equal bandwidth BN . To fully exploit frequency

diversity, we assume the N subcarriers forming a broadcast channel are sufficiently

apart in frequency so that the channel gains are N independent random variables with

known distributions, as shown in Figure 2.1. Accordingly, the optimization problem

for a single transmitter MBN can be mathematically formulated as:

max−→p =(p1,p2,··· ,pN )
A (2.1)

s.t. : qw ≤ q0 (2.2)

qw = Prob[
−→
hw : I(

−→
hw,−→p ) ≤ r0] (2.3)

N∑
n=1

pn = P (2.4)

where −→p = (p1, p2, · · · , pN) is the transmit power vector and
−→
hw = (hw1 , h

w
2 , · · · , hwN) is

the channel gain vector associated with user w. In (2.1), our objective is to maximize

the coverage area A by finding the optimal power allocation −→p over N subcarriers.

Note that Equation (2.2) and (2.4) are the outage probability constraint and transmit

power constraint, respectively.
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Figure 2.1. Multicarrier transmission in different channels

In particular, Equation (2.3) is the formula for calculating the outage probability

with joint-coding, where random variable I(
−→
hw,−→p ) is the IMI (also called instanta-

neous capacity). Apparently, with fixed transmission rate r0, the outage probability

qw depends solely on the distribution of IMI, which is determined by power allocation

vector −→p and the distributions of
−→
hw. Therefore, maximizing the coverage area A is

equivalent to optimizing the distribution of I(
−→
hw,−→p ) subject to constraints (2.2) and

(2.4).

2.2. Multicarrier broadcast coverage in SISO

As we discussed in Section II, the optimization problem boils down to optimize

the distribution of IMI. In a MBN with single transmitter, the IMI is given by:

I(
−→
h ,−→p ) =

N∑
n=1

Bnlog2(1 +
pn|hn|2

N0Bn

) (2.5)

s.t. :
N∑
n=1

pn = P (2.6)
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where N0 is the power density of the additive white Gaussian noise (AWGN) and

SNRn = pn|hn|2
N0Bn

is the signal to noise power radio (SNR) on subcarrier n. It is

well know that wireless channel gain is determined by free-space path loss (large-

scale propagation effects) and multipath fading (small-scale propagation effects) [47].

According to [26], in broadcast applications, the channel gain |h| is usually assumed

to be Rayleigh distributed. Therefore, the power gain |h|2 follows chi − squared

distribution with mean E[|h|2] = 2σ2, where σ2 is determined by path loss.

To calculate the broadcast coverage, the probability density function (PDF)

of IMI must be known. Unfortunately, getting a closed form expression is difficult

because it involves the logarithmic operation and an n−fold convolution. In the

following analysis, we discuss the distribution of IMI in three different cases depending

on SNR.

2.2.1. IMI in general SNR condition

We write IMI as: I(
−→
h ,−→p ) = Bn

ln2

∑N
n=1Bnln(1 + pn|hn|2

N0B0
) and denote Yk as:

Yk = ln(1 +
pn|hn|2

N0B0

) (2.7)

For any given value y0, the cumulative density function (CDF) of Yk can be expressed

as:

F (Yk ≤ y0) = F [|hk|2 ≤
N0B0

pk
(ey0 − 1)] (2.8)

Taking derivative on both sides, we get the PDF of Yk:

fYk(y0) =
N0B0

pkσk2
e
N0B0
pkσk

2 exp[−N0B0

pkσk2
ey0 + y0] (2.9)

The PDF of IMI can be obtained by doing the convolution:

fI(y) = fY1(y) ∗ fY2(y) ∗ · · · fYN (y) (2.10)
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where “*” indicates the convolution operation. For convenience, we denote pkσk
2

N0B0
=

σk
2, then fI(y) is given by:

fI(y) = e
∑N
k=1

1
σk

2 (
N∏
k=1

1

σk
2 )[exp(y − ey

σ1
2 ) ∗ · · · ∗ exp(y − ey

σN
2 )] (2.11)

When calculating the convolution, the integral
∫
exp(Aey−Be−y) has no closed form

in general. Fortunately, we can find tight upper and lower bounds for function fI(y).

Without the loss of generality, we assume σ1
2 ≤ σ2

2 ≤ · · · ≤ σN
2. The

convolution of the first two terms in Equation (2.11) is calculated as:

[exp(y − ey

σ1
2 ) ∗ exp(y − ey

σ2
2 )] = ey

∫ y

0

exp[−(
ey−z

σ2
2 +

ez

σ1
2 )]dz (2.12)

Let k = ez, we re-write Equation (2.12) and denote it as g(y):

g(y) = ey
∫ ey

1

1

k
exp[−(

ey

σ2
2

1

k
+

k

σ1
2 )]dk (2.13)

Because k ≥ 1, we have the following inequality:

ey
∫ ey

1

1

k
exp[−(

ey

σ2
2 +

k

σ1
2 )]dk ≤ g(y)

≤ ey
∫ ey

1

1

k
exp[−(

ey

σ2
2

1

k
+

1

σ1
2 )]dk

(2.14)

For the left side of the Equation (2.14):

ey
∫ ey

1

1

k
exp[−(

ey

σ2
2 +

k

σ1
2 )]dk

= exp(y − ey

σ2
2 )[Γ(0,

1

σ1
2 )− Γ(0,

1

σ2
2 )]

(2.15)
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where Γ(s, t) =
∫∞
x
ts−1exp(−t)dt is the upper incomplete gamma function. Because

0 ≤ y and e−y ≤ 1 ≤ σ22

σ12
, we have:

Γ(0,
1

σ1
2 )− Γ(0,

1

σ2
2 ) ≤ Γ(0,

1

σ1
2 )− Γ(0,

ey

σ2
2 ) (2.16)

Repeat the above procedures from (2.11) to (2.16) for σ2
2, σ2

3 and so on, we can get

the lower bound as:

exp(y − ey

σN
2 )

N−1∏
n=1

[Γ(0,
1

σn
2 )− Γ(0,

1

σn+1
2 )] (2.17)

Similarly, the upper bound is calculated as:

exp(y − ey

σ1
2 )[Γ(0,

1

σN
2 )− Γ(0,

ey

σN
2 )]

N−1∏
n=2

[Γ(0,
1

σn
2 )− Γ(0,

1

σn+1
2 )] (2.18)

For Γ(0, x), we can compute it with the following continued fraction:

Γ(0, x) =
e−x

x+ 1
1+ 1

x+ 2

1+ 2

x+ 3
1+···

(2.19)

2.2.2. IMI in low SNR condition

When the SNR on each subcarrier is small, the IMI can be approximated as:

I(
−→
h ,−→p ) =

N∑
n=1

1

ln2
BnSNRn =

N∑
n=1

|h′n|2 (2.20)

where |h′n|2 = pn
N0ln2

|hn|2 is still chi-squared distributed with E[|h′n|2] = σ2
npn

N0ln2
= σ′2n .

The PDF of I can be obtained as fI(y) = fh′1(y)∗fh′2(y)∗· · ·∗fh′N (y). The calculation

of this multi-fold convolution is nontrivial. To avoid complicated computation, we

16



directly provide the following PDF and CDF of IMI as the calculation results as:

fI(y) =
N∑
n=1

σ′2N−4n∏N
i=1,i 6=n(σ′2n − σ′2i )

exp(− y

σ′2n
) (2.21)

FI(y) =
N∑
n=1

−σ′2N−2n∏N
i=1,i 6=n(σ′2n − σ′2i )

exp(− y

σ′2n
) (2.22)

These results can be easily obtained by using mathematical induction. From Equation

(2.22), we can deduce the following theorem:

Theorem 2.1. The optimal broadcast performance is achieved if and only if the

power is allocated inversely proportional to the pass loss on each subcarrier. Under

the power constraint (2.4), it can be written as:

pi =

1
σ2
i∑N

n=1
1
σ2
n

P i = 1, 2, · · · , N (2.23)

Proof. According to the analysis in Part II and Equation (2.3), we know that for the

given outage probability q0 and outage rate r0, the coverage area is determined by

IMIs CDF which is given by Equation (2.23). On the other hand, for a given value

y = y0, the optimal broadcast performance is reached if the corresponding power

location scheme (p1, p2, · · · , pN) minimizes FI(y0).

Thus, in order to prove Theorem 1, it is equivalent to prove the Equation (2.22)

is minimized for any y = y0 if and only if the power allocated to each subcarrier is

inversely proportional to σ2
i . Mathematically, it can be written as:

pi =
1

σ2
i∑N

n=1
1

σ2n

P i = 1, 2, · · · , N

We prove above statement by mathematical induction. For N = 2, Equation

(2.22) becomes:

FI(p1, p2) =
σ2
1p1

σ2
2p2 − σ2

1p1
e
y0N0ln2

−σ21p1 − σ2
2p2

σ2
2p2 − σ2

1p1
e
y0N0ln2

−σ22p2 (2.24)
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s.t. : p1 + p2 = P (2.25)

In order to find the optimal power allocation, we plug p1 = P − p2 into Equation

(2.24). Take derivative of FI with respect to p2 and let dFI(p2)/dp2 = 0, we have:

σ2
1σ

2
2P +

σ2
1(P−p2)
p2

y0N0ln2− σ2
2y0N0ln2

σ2
1σ

2
2P +

σ2
2(p2)

P−p2 y0N0ln2− σ2
1y0N0ln2

= exp[
y0N0ln2

σ2
1(P − p2)

− y0N0ln2

σ2
2p2

]

(2.26)

The right part of the (2.26) is monotonically increasing with p2 while the left

part is monotonically decreasing. Thus we can verify that (2.26) is valid only when

following condition holds:

σ2
1(P − p2) = σ2

2p2 (2.27)

which is the standard form of channel inversion for N = 2.

Using mathematical induction, suppose above result is valid for N = k, σ2
1p1 =

σ2
2p2 = · · · = σ2

kpk. For N = k + 1, let pk+1 be the power allocated to the k + 1th

subcarrier so that P ′ = P − pk+1 is the total power allocated to the previous k

subcarriers. For the previous k subcarriers, according the induction hypothesis, in

order to optmizie the performance, the first k subcarriers should be allocated with

power:

pi =

1
σ2
i∑k

n=1
1
σ2
n

(P − pk+1) ,
1
σ2
i∑k

n=1
1
σ2
n

P ′ (2.28)

Thus, we have σ′2i =
piσ

2
i

N0ln2
= 1

N0ln2
∑k
n=1

1

σ2n

P ′ for any 1 ≤ i ≤ k and denote

σ2
0 = 1/

∑k
n=1

1
σ2
n
. Take (2.28) into Equation (2.22) and (2.35), we have:

FI(P
′, pk+1) = (

σ2
0P
′

σ2
k+1pk+1 − σ2

0P
′ )
ke

y0N0ln2

−σ20P
′

−(
σ2
k+1pk+1

σ2
k+1pk+1 − σ2

0P
′ )
ke

y0N0ln2

−σ2
k+1

pk+1

(2.29)
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s.t. : P ′ + pk+1 = P (2.30)

In order to find the optimal power allocation, we take P ′ = P − pk+1 into Equation

(2.29). Take derivative of FI with respect to pk+1 and let dFI(pk+1)/dpk+1 = 0, we

have:

kσ2
0σ

2
k+1P +

σ2
k+1pk+1

P−pk+1
y0N0ln2− σ2

k+1y0N0ln2

kσ2
0σ

2
k+1P +

σ2
2(P−pk+1)

pk+1
y0N0ln2− σ2

0y0N0ln2

= [
σ2
0(P − pk+1)

σ2
k+1pk+1

]k−1exp[
y0N0ln2

σ2
k+1pk+1

− y0N0ln2

σ2
0(P − pk+1)

]

(2.31)

The right part of (2.31) is monotonically decreasing with pk+1 while the left

part is monotonically increasing. Thus we can verify that (2.31) is valid only when

the following condition holds:

σ2
0(P − pk+1) = σ2

k+1pk+1 (2.32)

Notice that σ2
0 = 1/

∑k
n=1

1
σ2
n

and take (2.32) into (2.30), we have:

pk+1 =

1
σ2
k+1

1
σ2
k+1

+
∑k

n=1
1
σ2
n

P =

1
σ2
k+1∑k+1
n=1

1
σ2
n

P (2.33)

pi =

1
σ2
i∑k

n=1
1
σ2
n

(P − pk+1) =

1
σ2
i∑k+1

n=1
1
σ2
n

P i = 1, 2, · · · , k (2.34)

This is exactly the form of channel inversion power allocation scheme for N = k + 1.

Therefore, Theorem 1 is proved.

Theorem 1 shows that in the low SNR regime, the optimal performance is

reached when the power allocated among subcarriers reaches a “balance” (σ2
1P1 =

σ2
2P2 = · · · = σ2

NPN).
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Note that in Equation (2.23), σ′2i 6= σ′2j for any i 6= j. In the optimal case where

σ′21 = σ′22 = · · · = σ′2N = σ′2, Equation (2.21) becomes:

fI(y) =
yN−1

(N − 1)!σ′2N
exp(− y

σ′2
) (2.35)

When the number of subcarriers N is large, (2.21)-(2.22) are still complicate to

calculate. In order to compute the PDF of IMI for large N , we use the Central Limit

Theorem to approximate I(
−→
h ,−→p ) as a Gaussian random variable. We only need to

calculate the mean and variance of I(
−→
h ,−→p ), which are given as:

E[I] =
1

N0ln2

N∑
n=1

pnσ
2
n (2.36)

E[I2] =
1

(N0ln2)2
[
N∑
n=1

p2nσ
4
n +

∑
n 6=m

pnpmσ
2
nσ

2
m] (2.37)

then we can use the Gaussian distribution to approximate the PDF of IMI.

2.2.3. IMI in high SNR condition

If SNR is large, IMI can be written as:

I(
−→
h ,−→p ) =

N∑
n=1

[
Bn

ln2
ln(SNRn)] (2.38)

Rewrite Equation (2.38), we get the following form:

I(
−→
h ,−→p ) =

N∑
n=1

Bn[log2(pn)] +
N∑
n=1

Bn[log2(
|hn|2

N0Bn

)] (2.39)

In Equation (2.39), once power allocation is completed, the term
∑N

n=1[log2(pn)] is

a constant and rest part
∑N

n=1[log2(
|hn|2
N0Bn

)] is a random variable solely determined

by |hn|2. The value of
∑N

n=1[log2(pn)] will only affect the position of the PDF curve
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without changing its shape. Thus, in order to maximize the broadcast coverage, we

should maximize
∑N

n=1[log2(pn)]. According to arithmetic inequality:

N∑
n=1

[log2(pn)] = log2[
N∏
n=1

pn] ≤ Nlog2(
P

N
) (2.40)

The equality can be reached if and only if the power is equally allocated among

subcarriers:

pi =
P

N
i = 1, 2, · · · , N (2.41)

So we have shown that simple equal power allocation among subcarriers can optimize

the broadcast performance in high SNR regime. Since SNRn is deterministic at the

transmitter, we only need to focus on
∑N

n=1 ln(|hn|2) to determine the distribution of

I . Based on (2.11), the PDF of y = ln(|hn|2) is:

fn(y) =
1

σ2
n

exp(y − ey

σ2
n

) (2.42)

Similar to steps (2.11)-(2.18), we can get the lower bound of the PDF of IMI as:

exp(y − ey

σ2
N

)
N−1∏
n=1

[Γ(0,
1

σ2
n

)− Γ(0,
1

σ2
n+1

)] (2.43)

and the upper bound is:

exp(y − ey

σ2
1

)[Γ(0,
1

σ2
N

)− Γ(0,
ey

σ2
N

)]
N−1∏
n=2

[Γ(0,
1

σ2
n

)− Γ(0,
1

σ2
n+1

)] (2.44)

where Γ(0, x) is defined in Equation (2.19).

2.3. Broadcast system with Multiple Antennas

In a broadcast network, the broadcast station (BS) or receiver may be equipped

with multiple antennas. Meanwhile, multiple BS can form a distributed virtual multi-
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antenna system to collaboratively transmit the broadcast signal. For a broadcast

network with multiple antennas (distributed or centralized), the IMI in Equation

(2.3) becomes:

I(H,Q) = Blog2det(I +
HQHH

N0B
) (2.45)

where H is the channel gain matrix associated with user w (on the boundary of the

coverage area A); I is the identity matrix and Q = E[−→x−→x H ] is the covariance matrix

of the input signals.

The IMI analysis in the general MIMO channel is difficult so we focus on the

following practical cases.

2.3.1. IMI in Multiple BS

In this subsection, we assume a broadcast network with Nt BS where each BS

is subject to an individual power constraint (2.4). By symmetry, each BS has the

same power allocation strategy over subcarriers. With multiple BS, we consider two

transmission schemes: SFN and multiple BS collaboration (MBC).

In SFN, multiple BS send the same signal over the same frequency channel at

the same time. In this case, the effective channel gain on subcarrier n for user w

becomes
∑Nt

m=1

√
pnhn(m). Accordingly, qw in SFN is expressed as:

qw = Prob[
−→
hn :

N∑
n=1

Bnlog2(1 +
pn|

∑Nt
m=1 hn(m)|2

N0Bn

) ≤ r0] (2.46)

In (2.47), since |hn(1)|, |hn(2)|, · · · , |hn(Nt)| are independent complex Gaussian ran-

dom variables, the new equivalent channel gain
√∑Nt

m=1 hn(m) also follows Raleigh

distribution. Therefore, all the results in Section III are applicable to SFN where

σn =
∑Nt

m=1 σ
2
n(m).
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In MBC, multiple BS fully collaborate to form a distributed multiple input

single output (MISO) system. Accordingly, the outage probability qw is [29]:

qw = Prob[
−→
h :

N∑
n=1

Bnlog2det(I +

−→
hnQn

−→
hn

H

N0Bn

) ≤ r0] (2.47)

s.t. : Trace(Qn) = pn∑N
n=1 pn = P

where
−→
hn = [hn(1), hn(2), · · · , hn(Nt)] is the channel gain on nth subcarrier from BS

to receiver w; Qn = E[−→xnH−→xn] is the input covariance matrix. In the case of low SNR,

the IMI in (2.47) can be written as:

I(
−→
h ,−→p ) =

1

N0ln2

N∑
k=1

Nt∑
n=1

pk(n)|hk(n)|2 =
1

N0ln2

Nt∑
n=1

N∑
k=1

pk(n)|hk(n)|2 (2.48)

From Equation (2.48), we can see that each BS independently contributes to the IMI.

In other words, for any receiver in the coverage area, the overall IMI can be optimized

by maximizing the individual term
∑N

k=1 pk(n)|hk(n)|2 of each BS.

Using similar approach as of (2.20) to (2.22), we can derive the PDF of IMI in

Equation (2.48) as:

fI,MBC(y) =
N∑
k=1

Nt∑
n=1

σ′′k(n)2N−4∏N
i=1

∏Nt
j=1,(i,j)6=(k,n)[σ

′′
k(n)2 − σ′′i (j)2]

exp[
−y

σ′′k(n)2
] (2.49)

where σ′′k(n)2 = σk(n)
2pk(n)

ln2N0Nt
and |h′′k(n)|2 = pk(n)

ln2N0Nt
|hk(n)|2. From Theorem 1, we have

the following corollary on the optimal power allocation scheme in MBC:

Corollary 2.1. In low SNR regime, the optimal MBC broadcast performance is

achieved if and only if the power is allocated inversely proportional to the pass loss on
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each subcarrier over all base stations, it can be written as:

pk(n) =

1
σk(n)2∑N

i=1

∑Nt
j=1

1
σi(j)2

P, k = 1, 2, · · · , N n = 1, 2, · · · , Nt (2.50)

2.3.2. IMI with Multiple Receiving Antennas

For convenience of our discussion, we assume all the users in a SIMO system

have the same number of receiving antenna Nr, thus we change matrix H in Equation

(2.45) with vector
−→
h ′ = [h(1), h(2), · · · , h(Nr)]

H where w still represents the worst

user on the edge of the coverage area. Accordingly, Equation (2.45) becomes:

I(
−→
h ) = Blog2det(I +

−→
h ′P
−→
h

N0B
) = Blog2[1 +

P

N0B

Nr∑
i=1

|h(i)|2] (2.51)

Since h(i) is the channel gain from the ith BS to the receiver w, it also can be seen as

the Rayleigh distribution, so |h(i)|2 is chi-square distributed. According to the result

of Equation (2.21), we can get the distribution of z =
∑Nr

i=1 |h(i)|2:

f(z) =
Nr∑
n=1

σ(n)2Nr−4∏Nr
i=1,i 6=n[σ(n)2 − σ(i)2]

exp[
−z
σ(n)2

] (2.52)

Now, for Zk = Bklog2[1 + pk
N0Bk

∑Nr
i=1 |hk(i)|2], we have:

F (Zk ≤ z0) = F [
Nr∑
i=1

|hk(i)|2 ≤ (2z0/Bk − 1)
N0Bk

pk
] (2.53)

Taking derivative on both sides so we can get the PDF of Zk and the distribution of

IMI:

fZk(z0) =
N0ln2

pk
2z0/Bkf [(2z0/Bk − 1)

N0Bk

pk
]

=
N0ln2

pk
2z0/Bk

Nr∑
n=1

σk(n)2Nr−4∏Nr
i=1,i 6=n[σk(n)2 − σk(i)2]

exp[
(1− 2z0/Bk)N0Bk

pk

σk(n)2
]

(2.54)
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fI(t) =

N0ln2

P
2
t
B

Nr∑
n=1

σ(n)2Nr−4∏Nr
i=1,i 6=n[σ(n)2 − σ(i)2]

exp[
(2

t
B − 1)N0B

P

σ(n)2
]

(2.55)

Using Equation (2.55), we can determine the coverage area for given q0 and r0. For

multicarrier, the IMI has the following form:

I(
−→
h ,−→p ) =

N∑
n=1

Bnlog2[1 +
pn

N0Bn

Nr∑
i=1

|hn(i)|2] =
N∑
k=1

Zk (2.56)

Thus in multicarrier scenario, the PDF of IMI is determined as follow:

fI(t) = fZ1(t) ∗ fZ2(t) ∗ · · · fZN (t) (2.57)

where “*” statnds for convolution and fZk(t) has the form as in Equation (2.54).

Since in low SNR condition, Zk = Pk
N0ln2

∑Nr
i=1 |hk(i)|2, IMI can be written as:

I(
−→
h ,−→p ) =

N∑
k=1

Zk =
1

N0ln2

N∑
k=1

Nr∑
i=1

pk|hk(i)|2 (2.58)

Similar as Equation (2.20) and (2.21), we can derive the pdf of IMI in low SNR

condition as:

fI(t) =
N∑
k=1

Nr∑
n=1

σ′k(n)2NNr−4∏N
j=1

∏Nr
i=1,(j,i)6=(k,n)[σ

′
k(n)2 − σ′j(i)2]

exp[− t

σ′k(n)2
] (2.59)

where σ′k(n) has same definition as in Equation (2.21). In a practical SIMO system,

due to the size limitaion of the receiver, the antennas on receiver has very small

spacing. Thus, it is reasonable for us to assume |hk(1)|, |hk(2)|2 · · · |hk(Nr)|2 are i.i.d
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and chi-square distributed on each subcarrier. Thus, Equation (2.58) becomes:

I(
−→
h ,−→p ) =

1

N0ln2

N∑
k=1

pk

Nr∑
i=1

|hk(i)|2 (2.60)

where
∑Nr

i=1 |hk(i)|2 follows chi-square distribution. Thus, equation (2.60) has similar

form as (2.20) and Theorem 1 also applies to (2.60) for optimal power allocation in

SIMO system.

2.4. Simulations and discussion of results

In this section, numerical results are provided to evaluate the performance of

the broadcast system under different network configurations. We use the Hata model

[31] for calculating the large scale path loss. The empirical path loss in urban areas

can be expressed as:

PL(d)dB = 69.55 + 26.16log10(fc)− 13.82log10(ht)

− a(hr) + [44.9− 6.55log10(ht)]log10(d)

(2.61)

where fc is the carrier frequency, ht and hr are the height of the transmitter and

receiver antenna, respectively, and d is the distance between the transmitter and

receiver. In big cities at frequencies fc > 300 MHz, the correction factor a(hr) is

given by:

a(hr) = 3.2[log10(11.75hr)]
2 − 4.97 (2.62)

From (2.61), the average received power at distance d is:

2σ2 = P10PL(d)/10 (2.63)

where P is the transmitted power.
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Figure 2.2. Probability distributions of IMI

Without loss of generality, we can choose the broadcast r0 = 515 Kbps and the

total power to be P = 1 watt such that the radius d = 1 km is the benchmark distance

with outage probability q0(d0) = 5%. Figure 2.2 shows the distribution of IMI in the

low SNR region with N = 4. Compared to the single carrier case, the performance

of multicarrier with joint coding is much better. Also, we can see the PDF of IMI

is close to the Gaussian approximation, which is expected according to the Central

Limit Theorem. The simulation results match our analysis equation (2.38) and (2.39)

very well.

In a single cell broadcast network, Figure 2.3 shows the relationship between

the number of subcarriers (N) and the coverage area with different SNR and outage

probabilities (q0). Apparently, the coverage area increases with q0. As expected,

the added frequency diversity in multicarrier transmission with joint coding provides

significant coverage increment compared with the single carrier case. However, we

observe that the coverage incremental rate decreases with N due to the diminishing

return on frequency diversity. Also, in the low SNR regime, the coverage area is less
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sensitive to N and q0 because the additive Gaussian noise in the channel becomes the

dominant factor affecting the broadcast performance.

Figure 2.3. Broadcast coverage areas of single cell

For multi-cell broadcast networks, Figure 2.4 and 2.5 show the actual broadcast

coverage with two and three base stations respectively. In both cases, we assume the

base stations are placed symmetrically with distance of 1 km from the origin. We can

see the coverage area of MBC multicarrier (MBC-MC) is the largest in both cases.

This is due to the full exploitation of the transmission diversity in both frequency and

space. We also present the broadcast coverage for single BS located in the origin. It

is easy to see that by adopting multiple antenna at the receiver or using multi-carrier

transmission, we can achieve significant performance improvement. Additionally,

Figure 2.6 and 2.7 show the coverage areas of the MBC and SFN with different

N and q0 in the medium SNR regime. Similar to Figure 2.3, the coverage curves

in Figure 2.7 and 2.8 have steep slops with small N but become flat when N > 16.

Also, in Table 2.1, we have given the numerical values for the coverage of three cells

under different transmission strategy and we can see that MBC-MC has the largest

coverage area.
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Figure 2.4. Broadcast coverage of two cells (N=8, q0 = 5%)

Table 2.1. Broadcast coverage area of three cells

Outage MBC-MC MBC-SC SFN-MC SFN-SC SC-MC
q0 = 0.01 39.143 23.795 31.241 13.764 13.461
q0 = 0.05 35.503 16.403 26.971 7.215 10.869

In multi-cell broadcast networks, the BS separation distance (denoted as D) also

plays a key role in determining the coverage area. Figure 2.8 and 2.9 show the total

coverage area as a function of D under different transmission schemes. We notice

that when D increases, the coverage area first increases but then decreases after

reaching its maximum. Intuitively, this makes sense because achieving the spatial

diversity gain requires certain distance among BSs. However, collaboration among

the BSs becomes weak with increased D. When D is large enough, multiple BSs

cannot collaborate with each other and the total coverage area becomes the sum of

the coverage area of each individual cell. From Figure 2.8 and 2.9, we can see the

optimal separation distance is about twice the radius of the single cell coverage.
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Figure 2.5. Broadcast coverage of three cells (N=8, q0 = 5%)

Figure 2.10 to Figure 2.13 show the broadcast performance under three different

power allocation schemes: (i) equal power allocation among subcarriers; (ii) inverse

allocation according to Equation (2.24); (iii) proportional allocation where the power

assigned to subcarrier i is proportional to σ2
i . For comparison purpose, in each figure

we normalize the coverage area of equal power allocation with q0 = 1% to 1. We can

see that the simulation results match our analysis in previous very good. Specifically,

in low SNR regime, the inverse power allocation provides the largest coverage area.

In high SNR regime, the equal power allocation becomes the optimum. In multi-

cell broadcast network, Figure 2.12 and 2.13 confirm the MBC transmissions always

outperform the SFN transmissions at arbitrary SNR.

2.5. Summary

In this chapter, we studied the performance of multicarrier broadcast systems

with joint coding over subcarriers. The outage capacity and the coverage area were

chosen to be the figure of merit. A thorough analysis of the IMI that solely determines

the maximum broadcast coverage area is provided for power allocation.
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Figure 2.6. Broadcast coverage areas of two-cell with different schemes

Figure 2.7. Broadcast coverage areas of three-cell with different schemes
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Figure 2.8. Coverage areas of two cells under different BS separation distance

Figure 2.9. Coverage areas of three cells under different BS separation distance
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Figure 2.10. Coverage areas gains of single cell, N = 4

Figure 2.11. Coverage areas gains of single cell, N = 16
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Figure 2.12. Coverage areas gains of two cells (N = 4 and q0 = 1%)

Figure 2.13. Coverage areas gains of two cells (N = 4 and q0 = 5%)
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CHAPTER 3. OPTIMAL DPC SCHEME IN HYBRID NETWORK

Recent years, wireless communication is experiencing an explosive increase in

the number of mobile devices and real time multimedia applications. With the

prevalence of the smart phones and tablets, major wireless providers (e.g., Verizon,

Sprint, and T-mobile) are offering both mobile TV (broadcast) and 3G/4G broadband

internet access (unicast) services. Also, the TV services can be further categorized

according to different quality or resolutions (e.g. HDTV 1080p, HDTV 720p and

SDTV). In some countries such as China, Japan and Germany, researches on offering

HDTV and SDTV through cellular network are already in progress [54] [55]. As a

result, hybrid cellular has become an intriguing concept where it integrates the broad-

cast and unicast services into a single infrastructure [56]. Compared to broadcast,

unicast has the advantage of consuming resources only when a user is actively using

the network service. Also, with unicast, the network can optimize the transmission

based on the CSI for individual users. However, the unfavorable scaling behavior of

unicast [57] can become a serious issue when many users are watching TV at the same

time. Apparently, broadcast technology is more resource efficient for high demand

mobile TV services since a single broadcast transmission will accommodate all users

simultaneously [58]. Due to their inherent differences, the broadcast and unicast

networks have evolved along different trajectories [59].

The hybrid network aims to provide a single platform to collaboratively deliver

both broadcast and unicast services. We assume the broadcast and unicast signals are

of equal importance and they share the same transmitter: the base station (BS), which

makes time and spectrum sharing a reality. However, existing orthogonal resource

sharing schemes (TDMA, OFDMA) have low spectrum utilization efficiency [60]. In

order to enhance the spectrum efficiency, a broadcast and unicast overlaid system

using superposition coding was introduced in [61]. However, the use of superposition
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coding requires successive interference cancellation at each receiver, which is not

practical for power limited mobile terminals. Recently, Dirty Paper Coding (DPC)

has gained significant attention because it can achieve multiuser downlink capacity

with simple receiver structure [62] - [65]. Since the broadcast and unicast signals in

hybrid cellular are transmitted by the same BS, one signal can be modeled as known

interference to the other so that the transmission system can be perfectly cast into the

DPC framework. In [66] , [67], we introduced a DPC-based collaborative transmission

scheme for a general multicarrier broadcast and unicast hybrid system and show that

it has significant capacity gains over orthogonal access schemes.

In a multiuser unicast only system where the channels are degraded, the optimal

DPC interference pre-cancellation always protects the users with better channel qual-

ity. In the DPC based hybrid system described in[66] and [67], only outage capacity is

considered for broadcast network such that the optimal interference pre-cancellation

order can also be determined by comparing unicast channel gain with broadcast

channel threshold. To the best of our knowledge, the optimal DPC interference pre-

cancellation order for broadcast and unicast hybrid network with ergodic capacity

region has not yet been studied. In this part, we analytically derive the optimal DPC

interference pre-cancellation order in broadcast and unicast hybrid cellular network.

Unlike unicast only system, our results show that the optimal DPC interference pre-

cancellation order is not always fixed, but depends on a number of factors including

channel gains and the signal to noise ratio of each signal.

3.1. Hybrid network model

In order to measure the hybrid network performance, from an information

theoretic point of view, we use channel capacity as the figure of merit. In particular,

we consider a broadcast and unicast (downlink only) hybrid network where the base

station delivers M broadcast signal and K unicast signals. In information theory,
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there are two channel capacity definitions that are relevant to the system design for

a broadcast channel with an uninformed transmitter: for fast fading channels, the

ergodic capacity defines the maximum data rate that can be sent to the receiver

with asymptotically small error probability through all fading states; for slow fading

channels, the outage capacity defines the maximum data rate that can be transmitted

with certain outage probability that the received data can not be decoded with

negligible error probability. If the received signal to noise ratio (SNR) is above

the threshold corresponding to the outage probability, the transmitted data can be

decoded with negligible probability of error; otherwise, the transmission is in outage.

In this chapter, we consider both ergodic capacity and outage capacity for broadcast.

In contract to broadcast, unicast can optimize its transmission based on instantaneous

CSI at the transmitter so that we use the Shannon capacity as the unicast performance

metric.

We assume there are M number of broadcast signals and denote the common

information broadcast rates as Rb(1), Rb(2), · · · , Rb(M) and the number of broadcast

receivers can be arbitrary. We assume there are totally K unicast signals and the

private information rate for unicast user k is defined as Ru(k). Then the hybrid

capacity region is:

Chybrid = [Rb(1), Rb(2), · · · , Rb(M), Ru(1), Ru(2), · · · , Ru(K)] (3.1)

s.t. :
M∑
n=1

P b(i) +
K∑
n=1

P u(k) ≤ P (3.2)

where P b =
∑M

n=1 P
b(i) and P u =

∑K
n=1 P

u(k) are the transmit power for broadcast

and unicast respectively. P b(i) is the transmit power assigned to the ith broadcast

signal and P u(k) is the transmit power assigned to the kth unicast user. Note that

in our hybrid network, the same transmitter sends both BC and UC signals, so
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the hybrid capacity region is subject to the total power constraint in (2), which is

imposed by the radio frequency (RF) amplifier under the assumption of zero power

loss at the transmitter. For the convenience of discussion, we assume single frequency

transmission, i.e., M broadcast signal and K unicast signals share the same channel

via DPC interference pre-cancellation.

Figure 3.1. Dirty paper pre-codings

The basic principle of DPC is illustrated in Figure 3.1. Assume v is the desired

signal to be transmitted, s is the interference and n is the AWGN noise. If the

interference s is non-causally known at the transmitter, the Costa’s results show

that by adding a pre-coder at the transmitter, the receiver can demodulate source

v as if the interference were not present. That is, the capacity of the interference

channel is the same as that of the AWGN channel without interference. In the hybrid

cellular, since the broadcast and unicast share the same transmitter (BS), one signal

can be viewed as known ”interference” to the other signal. Therefore, the hybrid

transmission can be perfectly cast into the DPC framework, resulting in an overlaid

hybrid network architecture [66]. The notion of transmitter-based interference pre-

cancellation turned to be the key to share the same channel between broadcast and

unicast.

3.2. Hybrid network with single carrier transmission

In the hybrid network, since the unicast channel gains are degraded and known

by the transmitter, the interference pre-cancellation order among unicast users can
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be easily determined. That is, for arbitrary two unicast user i and j, the capacity

optimal DPC operation is to treat user j’s signal as interference and pre-cancel this

interference from user i if |hu(i)|2 > |hu(j)|2 [68]. Since the transmitter only knows

the broadcast channel statistics, the challenge is to determine the interference pre-

cancellation order between broadcast and unicast signals. For the convenience of

discussion, we first study the simplest one broadcast and one unicast (1BC+1UC)

hybrid scenario, which will provide useful insights for the general case.

3.2.1. Hybrid network with single BC

When the network only consists of one broadcast signal and one unicast signal,

we can drop the signal indices and simply denote the broadcast signal as b and the

unicast signal as u. Then the hybrid capacity region (3.1)-(3.2) become:

Chybrid = [Rb, Ru] (3.3)

s.t. :P b + P u = P (3.4)

Under DPC operation, only two interference cancellation orders are possible: (1) BC

is pre-canceled from UC; (2) UC is pre-canceled from BC. We denote the achievable

rate regions obtained from these two schemes as C1
hybrid and C2

hybrid respectively.

For broadcast ergodic capacity, according to Shannon’s formula, the achievable

rate region C1
hybrid and C2

hybrid can be written as:

C1
hybrid = [Rb

1, R
u
1 ] = {E[Blog2(1 +

P b
1 |hb|2

N0B + P u
1 |hb|2

)], Blog2(1 +
P u
1 |hu|2

N0B
)} (3.5)

C2
hybrid = [Rb

2, R
u
2 ] = {E[Blog2(1 +

P b
2 |hb|2

N0B
)], Blog2(1 +

P u
2 |hu|2

N0B + P b
2 |hu|2

)} (3.6)

where B is the bandwidth and N0 is the Gaussian white noise spectrum density. The

first terms of (3.5) and (3.6) are the broadcast ergodic rates, where E stands for
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expectation because hb is a random variable. Note that for given P b and P u, the

transmitter fixes the broadcast ergodic rate but varies the unicast rate according to

the instantaneous hu. Our objective is to compare (3.5)-(3.6) and determine which

one is optimal. To do this, we enforce equal unicast rates of (3.5)-(3.6) and compare

their broadcast rates. Specifically, hybrid capacity region (3.5) and (3.6) can be

rewritten as:

C1
hybrid = {E[Blog2(

N0B + P |hb|2

N0B + P u
1 |hb|2

)], Blog2(1 +
P u
1 |hu|2

N0B
)} (3.7)

C2
hybrid = {E[Blog2(1 +

P b
2 |hb|2

N0B
)], Blog2(1 +

N0B + P |hu|2

N0B + P b
2 |hu|2

)} (3.8)

Let Ru
1 = Ru

2 in (3.7) and (3.8), we have:

P b
2 =

N0B(P − P u
1 )

N0B + P u
1 |hu|2

(3.9)

Plug (3.9) back in (3.7)-(3.8) and denote the same unicast rate as Ru, we have:

C1
hybrid = {E[

B

ln2
ln(

N0B + P |hb|2

N0B + P u
1 |hb|2

)], Ru)} (3.10)

C2
hybrid = {E[

B

ln2
ln(1 +

(P − P u
1 )|hb|2

N0B + P u
1 |hu|2

)], Ru)} (3.11)

In order to determine the optimal DPC interference pre-cancellation order, we

need to compare broadcast ergodic rates in (3.10)-(3.11), which depend on the distri-

bution of hb. Since broadcast network has many receivers, the common information

transmission rate is determined by the receiver who has the worst channel statistics

(usually at the coverage edge). Therefore, |hb| refers to the channel gain of the worst

broadcast receiver. Similar to chapter 2, for broadcast channel, we can assume |hb|2
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follows chi-squared distribution with mean 2σ2 where σ2 is determined by equation

(2.58)-(2.59).

According to the law of unconscious statistician, we can calculate the broadcast

ergodic rates in (3.10)-(3.11) as:

E[ln(1 +
(P − P u

1 )|hb|2

N0B + P u
1 |hu|2

)] =
1

σ2

∫ ∞
0

ln(1 +
(P − P u

1 )x

N0B + P u
1 |hu|2

)exp(− x

σ2
)dx

= exp[
N0B + P u

1 |hu|2

(P − P u
1 )σ2

]Γ(0,
N0B + P u

1 |hu|2

(P − P u
1 )σ2

)

(3.12)

E[ln(
N0B + P |hb|2

N0B + P u
1 |hb|2

)] = E[ln(N0B + P |hb|2)]− E[(N0B + P u
1 |hb|2)]

= exp[
N0B

Pσ2
]Γ(0,

N0B

Pσ2
)− exp[N0B

P u
1 σ

2
]Γ(0,

N0B

P u
1 σ

2
)

(3.13)

where Γ(s, x) is the upper incomplete gamma function as defined in equation (2.16).

Similarly, we denote g(x) = exp(x)Γ(0, x) so g(x) can be computed using (2.20).

Theorem 3.1. For hybrid rate regions (3.5) and (3.6), the optimal interference

pre-cancellation order is determined as:

a) If g(N0B
Pσ2 ) > g( N0B

Puσ2 ) + g(N0B+Pu|hu|2
P bσ2 ), then the optimal DPC interference

cancellation order is to cancel BC from UC.

b) If g(N0B
Pσ2 ) < g( N0B

Puσ2 ) + g(N0B+Pu|hu|2
P bσ2 ), then the optimal DPC interference

cancellation order is to cancel UC from BC.

Proof. Subtract (3.12) from (3.13), we have:

g(
N0B

Pσ2
)− g(

N0B

P u
1 σ

2
)− g(

N0B + P u
1 |hu|2

(P − P u
1 )σ2

) (3.14)

If equation (3.14) is greater than zero, according to our previous analysis, C1
hybrid is

strictly higher than C2
hybrid, so the optimal cancellation order is cancel BC from UC.
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Similarly, the conclusion of part (b) is straightforward. Note that in the special case

of:

g(
N0B

Pσ2
) = g(

N0B

P uσ2
) + g(

N0B + P u|hu|2

P bσ2
) (3.15)

the two interference cancellation schemes are equivalent.

For the general capacity region (3.1), there are more than one unicast users in

the hybrid network. Without loss of generality, we assume |hu(1)| > |hu(2)| > · · · >

|hu(K)|. Consider the broadcast ergodic rate in hybrid rate region (3.1), we have the

following theorem:

Theorem 3.2. In a hybrid network consisting of one broadcast signal and K

unicast signals such that |hu(1)| > |hu(2)| > · · · > |hu(K)|, given power allocation

P b, P u(1), P u(2), , P u(K), the optimal DPC interference pre-cancellation order is de-

termined as: Find the largest unicast user index j (1 ≤ j ≤ K) such that:

g[
N0B

(P b + αj)σ2
] + g(

N0B

αj−1σ2
) > g(

N0B

αjσ2
) + g[

N0B

(αj−1 + βj)σ2
] (3.16)

where αj =
∑j

k=1 P
u(k), α0 = 0, and βj =

N0B+αj−1|hu(j)|2
N0B+αj |hu(j)|2 P

b. Then the optimal DPC

interference cancelation order is UC(K) → · · ·UC(j + 1) → BC → UC(j) · · · →

UC(1), where “a→ b” indicates signal a is canceled from signal b.

Proof. According to the results in [66], when the channel gains are known, the optimal

DPC interference cancellation order is always to protect the signal with better channel

condition and cancel those with smaller channel gain. According to Theorem 3.1, we

can get the conclusion of Theorem 3.2.

3.2.2. Hybrid network with multiple BCs

We have investigated the optimal DPC pre-cancellation among one broadcast

signal and unicast signals. However, when the network consists of multiple broadcast
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signals, the optimal DPC cancellation order is still unknown. For the convenience of

discussion, we first assume that the network only consists of two broadcast signals.

Without loss of generality, we denote the two broadcast signals as BC1 and BC2.

Then the capacity region (3.1)-(3.2) become:

Chybrid = [Rb(1), Rb(2)] (3.17)

s.t. :P b(1) + P b(2) = P (3.18)

Using the similar idea as in single BC case, only two interference cancellation

orders are possible: (1) BC1 is pre-canceled from BC2; (2) BC2 is pre-canceled from

BC1. Thus we can write the achievable rate regions as:

C1
hybrid = [Rb

1(1), Rb
1(2)] = {E[Blog2(

N0B + P |hb(1)|2

N0B + P b
1 |hb(1)|2

)], E[Blog2(1+
P b
1 (2)|hb(2)|2

N0B
)]}

(3.19)

C2
hybrid = [Rb

2(1), Rb
2(2)] = {E[Blog2(1+

P b
2 (1)|hb(1)|2

N0B
)], E[Blog2(

N0B + P |hb(2)|2

N0B + P b
2 |hb(2)|2

)]}

(3.20)

where Ri(j) (i, j = 1, 2) indicates the rate of jth BC signal under the pre-cancellation

order i and P b
i (j) (i, j = 1, 2) indicates the power allocated to jth BC signal under

the pre-cancellation order i. Also, |hb(1)|, |hb(2)| are the channel gains of BC1 and

BC2 and they are assumed to be Rayleigh distributed. Thus |hb(1)|2, |hb(2)|2 are

chi-square distributed with expectations σ2(1) and σ2(2). Without loss of generality,

we assume σ2(1) ≥ σ2(2). For Rb
1(1) and Rb

2(2), we can rewrite them as:

Rb
1(1) = R0(1)− E[Blog2(

N0B + P b
1 (2)|hb(1)|2

N0B
)] (3.21)

Rb
2(2) = R0(2)− E[Blog2(

N0B + P b
2 (1)|hb(2)|2

N0B
)] (3.22)
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where R0(i) = E[Blog2(
N0B+P |hb(i)|2

N0B
)], i = 1, 2 are the rate of BC1 and BC2 when all

power is allocated on it respectively. Thus, we have:

C1
hybrid = {R0(1)−E[Blog2(1 +

P b
1 (2)|hb(1)|2

N0B
)], E[Blog2(1 +

P b
1 (2)|hb(2)|2]
N0B

)} (3.23)

C2
hybrid = {E[Blog2(1 +

P b
2 (1)|hb(1)|2

N0B
], R0(2)− E[Blog2(1 +

P b
2 (1)|hb(2)|2

N0B
)]} (3.24)

Theorem 3.3. In low SNR condition, for two broadcast signals BC1 and BC2

such that E[|hb(1)|2] ≥ E[|hb(2)|2], the optimal DPC interference cancellation order

between is to cancel BC1 from BC2.

Proof. By calculation, we have:

R0(1) = exp[
N0B

Pσ(1)2
]Γ(0,

N0B

Pσ(1)2
) = g[

N0B

Pσ(1)2
] (3.25)

R0(2) = g[
N0B

Pσ(2)2
] (3.26)

E[Blog2(
N0B + P b

1 (2)|hb(1)|2

N0B
)] = g[

N0B

P b
1 (2)σ(1)2

] (3.27)

E[Blog2(
N0B + P b

2 (1)|hb(1)|2

N0B
)] = g[

N0B

P b
2 (1)σ(1)2

] (3.28)

E[Blog2(
N0B + P b

1 (2)|hb(2)|2

N0B
)] = g[

N0B

P b
1 (2)σ(2)2

] (3.29)

E[Blog2(
N0B + P b

2 (1)|hb(2)|2

N0B
)] = g[

N0B

P b
2 (1)σ(2)2

] (3.30)

Using similar idea, we enforce the first term of (3.23)-(3.24) to be equal and

compare the second term. Thus, we have:

g[
N0B

Pσ(1)2
] = g[

N0B

P b
1 (2)σ(1)2

] + g[
N0B

P b
2 (1)σ(1)2

] (3.31)
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In low SNR case, since the value of Pσ(i)2

N0B
, i = 1, 2 are very small, which means

N0B
Pσ(i)2

are very large. According to [69], for upper incomplete gamma function g(x),

when x is very large, we have following approximation:

g(x) =
1

x
+ c0 (3.32)

where c0 is a constant falling between 0.023 and 0.024. Thus, for equation (3.31), we

have:

P − P b
1 (2)− P b

2 (1)

N0B
σ(1)2 = c0 (3.33)

Similarly, substract the second term of C1
hybrid from C2

hybrid, we have

C2
hybrid − C1

hybrid = {0, P − P
b
1 (2)− P b

2 (1)

N0B
σ(2)2 − c0} (3.34)

According to (43), since c0 > 0, we have: P − P b
1 (2) − P b

2 (1) > 0. Thus, for

σ(2)2 < σ(1)2,
P−P b1 (2)−P b2 (1)

N0B
σ(2)2 − c0 < 0. This indicates that C1

hybrid has larger

capacity region. Thus the optimal cancellation should be BC1 is cancelled from

BC2.

Based on Theorem 3.3, in general, with M broadcast signals, we have the

following corollary:

Corollary 3.1. In low SNR condition, for M broadcast signals BC1, BC2, , BCM

such that E[|hb(1)|2] > E[|hb(2)|2] > · · · > E[|hb(M)|2], the optimal DPC interference

cancellation order is BC1 → BC2 → · · · → BCM .

Proof. If optimal DPC interference cancellation order is not BC1 → BC2 → · · · →

BCM . Then we assume for the optimal cancellation order is BCt1 → BCt2 → · · · →

BCtM where t1, t2, · · · , tM is a permutation of 1, 2, · · · ,M . Since BC1 → BC2 →
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· · · → BCM is not the optimal cancellation order, then for t1, t2, · · · , tM , there exists

ti such that ti > ti+1.

Now consider another cancellation orderBCt1 → BCt2 → · · ·BCti+1
→ BCti · · · →

BCtM . According to Theorem 3.3, BCt1 → BCt2 → · · ·BCti+1
→ BCti · · · →

BCtM will have larger capacity region than BCt1 → BCt2 → · · · → BCtM since

E[|hb(i)|2]E[|hb(i+1)|2]. This violates the optimal cancellation order BCt1 → BCt2 →

· · · → BCtM . Contradiction!

Thus, optimal DPC interference cancellation order is BC1 → BC2 → · · · →

BCM .

Using Theorem 3.2 and Corollary 3.1, we can get the optimal cancellation order

for a general hybrid network in low SNR:

Corollary 3.2. In low SNR condition, for a general hybrid network consisting

of M broadcast signals BC1, BC2, · · · , BCM such that E[|hb(1)|2] ≥ E[|hb(2)|2] ≥

· · · ≥ E[|hb(M)|2], and K unicast signals UC1, UC2, · · · , UCK such that |hu(1)| >

|hu(2)| > > |hu(K)|, then optimal DPC interference cancellation order is BC1 →

BC2 · · · → BCM → UC(K)→ UC(K − 1) · · · → UC(1)

Proof. In Theorem 3.2, the criteria for determining the cancellation order between

BC and UC is:

g(
N0B

(P b + αj)σ2
) + g(

N0B

αj−1σ2
) > g(

N0B

αjσ2
) + g(

N0B

(αj−1 + βj)σ2
) (3.35)

According to (3.33), we have:

g(
N0B

(P b + αj)σ2
) + g(

N0B

αj−1σ2
) = 2c0 +

P b + αj + αj−1
N0B

σ2 (3.36)

g(
N0B

αjσ2
) + g(

N0B

(αj−1 + βj)σ2
) = 2c0 +

βj + αj + αj−1
N0B

σ2 (3.37)
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Since αj =
∑j

k=1 P
u(k) > αj−1, βj =

N0B+αj−1|hu(j)|2
N0B+αj |hu(j)|2 P

b < P b , the inequality

(3.35) holds for each unicast user j. This means with low SNR condition, for each

BC, it should always be canceled from UC. Thus, for each BC signal, the interference

power from the UC is same. On the other hand, according to Corollary 3.1, we know

the optimal cancellation among all BC is BC1 → BC2 → · · · → BCM . Thus, the

optimal cancellation order is BC1 → BC2 · · · → BCM → UC(K)→ UC(K−1) · · · →

UC(1).

3.3. Hybrid network with multicarrier transmission

In section 3.2, we have discussed the optimal DPC-precancellation order in

single carrier network. However, in order to obtain higher transmission rate, multi-

carrier transmission (e.g. OFDM) has been widely used in most of the broadband

transmissions systems (WLAN, 4G-LTE, DVB). Comparing to the single carrier

network, multicarrier transmission supports broadband data transmission without

complicated time-domain equalization. In this part, we will keep investigating the

DPC-precancellation order in multicarrier scenario.

3.3.1. Hybrid network with single BC

Similar to the discussion in the single carrier case, if there are N subcarriers in

total, then for any given power allocation scheme, we can define the ergodic capacity

region as:

C(
−→
J ) = [Rb, Ru]

= {E[
N∑
i=1

Bnlog2(1 +
P b(i)|hb(i)|2

N0Bn + P u(i)j(i)|hb(i)|2
)],

N∑
i=1

Bnlog2(1 +
P u(i)|hu(i)|2

N0Bn + P b(i)[1− j(i)]|hu(i)|2
)}

(3.38)
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where P b(i), P u(i) are power allocated on ith broadcast and unicast subcarrier; hb(i),

hu(i) are the channel gain on the ith broadcast and unicast subcarrier; Bn = B/N

is the bandwidth on each subcarrier;
−→
J = [j(1), j(2), · · · , j(N)] is the cancellation

order vector which decides the cancellation order on each subcarrier.

Usually, in order to reduce the complexity of pre-coding steps, we assume

the cancellation order is same among all subcarriers. Thus, there are two possible

cancellation orders: 1) cancel BC from UC; 2) cancel UC from BC. These pre-

cancellation orders correspond to the following two capacity regions respectively:

C1
hybrid = [Rb

1, R
u
1 ]

= {E[
N∑
i=1

Bnlog2(1 +
P b
1 (i)|hb(i)|2

N0Bn + P u
1 (i)|hb(i)|2

)],
N∑
i=1

Bnlog2(1 +
P u
1 (i)|hu(i)|2

N0Bn

)}

(3.39)

C2
hybrid = [Rb

2, R
u
2 ]

= {E[
N∑
i=1

Bnlog2(1 +
P b
2 (i)|hb(i)|2

N0Bn

)],
N∑
i=1

Bnlog2(1 +
P u
2 (i)|hu(i)|2

N0Bn + P b
2 (i)|hu(i)|2

)}

(3.40)

Thus, we can write Rb
1 and Rb

2 in forms of function g(x) as:

Rb
1 = Bn

N∑
i=1

g[
N0Bn

P (i)σ(i)2
]−Bn

N∑
i=1

g[
N0Bn

P u
1 (i)σ(i)2

] (3.41)

Rb
2 = Bn

N∑
i=1

g[
N0Bn

P b
2 (i)σ(i)2

] (3.42)

where P (i) is the total power allocated on subcarrier i. In general,according to

equation (3.41) and (3.42), when comparing C1
hybrid with C2

hybrid, we can let Ru
1 = Ru

2

and compare Rb
1 with Rb

2. Thus we have following theorem:
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Theorem 3.4. For hybrid rate region (3.39) and (3.40), the optimal interference

pre-cancellation order is determined as:

a) If
∑N

i=1 g[ N0B
P (i)σ(i)2

] >
∑N

i=1 g[ N0B
P 0(i)σ(i)2

] +
∑N

i=1 g[ N0B
P b(i)σ(i)2

], then the optimal

DPC interference cancellation order is to cancel BC from UC,

b) If
∑N

i=1 g[ N0B
P (i)σ(i)2

] <
∑N

i=1 g[ N0B
P 0(i)σ(i)2

] +
∑N

i=1 g[ N0B
P b(i)σ(i)2

], then the optimal

DPC interference cancellation order is to cancel UC from BC,

where P (i) is the total power allocated to subcarrier i and P b(i) is the power allocated

to broadcast on subcarrieri. Moreover, P 0(1), P 0(2), · · · , P 0(N) is the solution of the

following equation:

N∏
i=1

(1 +
P 0(i)|hu(i)|2

N0Bn

) =
N∏
i=1

N0Bn + P (i)|hu(i)|2

N0Bn + P b(i)|hu(i)|2
(3.43)

Proof. When Ru
1 = Ru

2 , we have:

N∏
i=1

(1 +
P u
1 (i)|hu(i)|2

N0Bn

) =
N∏
i=1

N0Bn + P (i)|hu(i)|2

N0Bn + P b
2 (i)|hu(i)|2

(3.44)

Thus, if [P 0(1), P 0(2), · · · , P 0(N)] is the solution of (3.43), it corresponds to one

power allocation that reaches same unicast rate in Chybrid. Subtract (3.41) from

(3.42), we have:

g(
N0B

Pσ2
)− g(

N0B

P u
1 σ

2
)− g(

N0B + P u
1 |hu|2

(P − P u
1 )σ2

) (3.45)

If equation (3.45) is greater than zero, according to our previous analysis,C1
hybrid is

strictly higher than C2
hybrid, so the optimal cancellation order is cancel BC from UC.

Similarly, the conclusion of part (b) is straightforward using same method.

For Theorem 3.4, it is still not easy to determine the pre-cancellation order

since g(x) is difficult to compute. However, in low SNR condition, by applying
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approximation to g(x), the DPC-cancellation order can be determined by following

theorem:

Theorem 3.5. In low SNR condition, a hybrid network consisting of one BC

and one UC, the optimal DPC cancellation order is to cancel BC from UC.

Proof. According to (3.33), in low SNR condition, we have:

Rb
1 =

N∑
i=1

[P (i)− P u
1 (i)]σ(i)2

N0

(3.46)

Rb
2 = Bc0 +

N∑
i=1

P b
2 (i)σ(i)2

N0

(3.47)

On the other hand, we can approximate ln(1 + x) as x when x is small. Thus, in low

SNR condition:

Ru
1 =

N∑
i=1

P u
1 (i)|hu(i)|2

N0

(3.48)

Ru
2 =

1

N0ln2

N∑
i=1

[P (i)− P b
2 (i)]|hu(i)|2

1 + P b
2 (i)|hu(i)|2/N0Bn

(3.49)

By letting Rb
1 = Rb

2 and compare the second terms of C1
hybrid, C

2
hybrid, we have:

Nc0 =
N∑
i=1

[P (i)− P u
1 (i)− P b

2 (i)]σ(i)2

N0Bn

(3.50)

In order to compare Ru
1 with Ru

2 , we consider their difference:
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Ru
1 −Ru

2 =
1

N0ln2

N∑
i=1

{P u
1 (i)|hu(i)|2 − [P (i)− P b

2 (i)]|hu(i)|2

1 + P b
2 (i)|hu(i)|2/N0Bn

}

=
1

N0ln2

N∑
i=1

[P b
2 (i) + P u

1 (i)− P (i)]|hu(i)|2 + P u
1 (i)|hu(i)|2P b

2 (i)|hu(i)|2/N0Bn

1 + P b
2 (i)|hu(i)|2/N0Bn

=
1

N0ln2

N∑
i=1

[2max(P u
1 (i), P b

2 (i))− P (i)]|hu(i)|2

1 +max(P b
2 (i), P u

1 (i))|hu(i)|2/N0Bn

(3.51)

since 2max(P u
1 (i), P b

2 (i)) − P (i) > 0, we have Ru
1 > Ru

2 . Thus, C1
hybrid is larger than

C2
hybrid, which means that canceling BC from UC can get larger capacity region.

According to Theorem 3.5, in low SNR condition, the optimal DPC pre-cancellation

order is always cancel BC from UC. However, with different power allocation scheme,

we can reach different point in capacity region. In order to obtain the boundary of

capacity region, for any given pair (µ1, µ2) such that 0 ≤ µ1, µ2 ≤ 1, our goal is to

maximize the µ1R
b + µ2R

u. Since in low SNR condition, based on equation (2.21),

we have:

Rb =
N∑
n=1

Bn

ln2
(

|hbn|2P b
n

N0Bn + |hbn|2P u
n

) (3.52)

Meanwhile, due to the DPC pre-cancellation order, we have the unicast rate as:

Ru =
N∑
n=1

Bn

ln2
ln(1 +

|hun|2P u
n

N0Bn

) (3.53)

Thus, in order to optimize µ1R
b + µ2R

u, it is equivalent to following problem:

max−→p =(P1,P2,··· ,Pn)
{µ1

N∑
n=1

|hbn|2P b
n

N0Bn + |hbn|2P u
n

+ µ2

N∑
n=1

ln(N0Bn + |hun|2P u
n )} (3.54)
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s.t. :
N∑
i=1

(P u
n + P b

n) = P (3.55)

According to Theorem 2.1, the first term of (3.54) gets its maximum value when

the power in broadcast network allocated inversely:

P b
n =

1
σ2
i∑N

i=1
1
σ2
i

n = 1, 2, · · · , N (3.56)

where the σ2
i = E[|hui |2].On the other hand, using method of least square for (3.54),

we have the following condition when it reaches its maximum:

N0Bn + |hun|2P u
n =

µ1

µ2

∑N
i=1

1
σ2
i

P b n = 1, 2, · · · , N (3.57)

From (3.56) and (3.57), we can see that the capacity region reaches its maximum

value when the broadcast power are located inversely proportional to the variance of

each subcarrier while using the water-filling power allocation scheme in the unicast

network. Furthermore, we can get the relationship between the P b and P u as:

P b =
P +N0Bn

∑N
i=1

1
|hui |2

1 +
µ1

∑N
i=1

1
|hu
i
|2

µ2
∑N
i=1

1

σ2
i

(3.58)

P u =

P
µ1

∑N
i=1

1
|hu
i
|2

µ2
∑N
i=1

1

σ2
i

−N0Bn

∑N
i=1

1
|hui |2

1 +
µ1

∑N
i=1

1
|hu
i
|2

µ2
∑N
i=1

1

σ2
i

(3.59)

In fact, when the power is optimally allocated, we can infer from the (3.58) and

(3.59) that N0Bn + |hun|2pun +P b
nσ

2
n are equal on each subcarrier. This is analogous to

the traditional water-filling on unicast only. We call this as “double water-filling”.
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Using same approach, in general, if we have M broadcast networks in a hybrid

network, we can generalize the (3.54) as:

µ0

N∑
i=1

ln(N0Bn + |hui |2P u
i ) + µ1

N∑
i=1

|h1i |2P 1
i

N0Bn + |h1i |2P u
i

+ µ2

N∑
i=1

|h2i |2P 2
i

N0Bn + |h2i |2P 1
i + |h2i |2P u

i

+ · · ·+ µM

N∑
i=1

|hMn |2PM
i

N0Bn +
∑M−1

k=1 |hMi |2P k
i + |hMn |2P u

i

(3.60)

Here we assume |h1n|2 ≤ |h2n|2 ≤ · · · ≤ |hMn |2, and 0 ≤ µ0, µ1, · · · , µM ≤ 1. Notice for

any two neighboring terms in (3.60), they have the similar form as (3.54). We can

get the following optimal power allocation scheme:

P i
n =

P ( 1
µi

∑N
j=1

1
σ2
ij

) +N0Bn

∑N
j=1

1
|huj |2

( 1
µi

∑N
j=1

1
σ2
ij

)

1
µ0

∑N
j=1

1
|huj |2

+ 1
µ1

∑N
j=1

1
σ2
1j

+ · · ·+ 1
µM

∑N
j=1

1
σ2
Mj

i = 1, 2, · · · ,M (3.61)

P i
n =

P ( 1
µi

∑N
j=1

1
|huj |2

)−N0Bn

∑N
j=1

1
|huj |2

∑M
k=1(

1
µk

∑N
j=1

1
σ2
kj

)

1
µ0

∑N
j=1

1
|huj |2

+ 1
µ1

∑N
j=1

1
σ2
1j

+ · · ·+ 1
µM

∑N
j=1

1
σ2
Mj

n = 1, 2, · · · , N

(3.62)

Thus, equation (3.61) and (3.62) give the optimal power allocation scheme for low

SNR condition.

3.3.2. Hybrid network with multiple BCs

For the multicarrier hybrid network consisting of two BC signals, the capacity

region C(
−→
J ) = [Rb1 , Rb2 ] can be represented as the following form:
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C(
−→
J ) = [Rb1 , Rb2 ]

= {E[
N∑
i=1

Bnlog2(1 +
P b1(i)|hb1(i)|2

N0Bn + P b2(i)j(i)|hb1(i)|2
)],

N∑
i=1

Bnlog2(1 +
P b2(i)|hb2(i)|2

N0Bn + P b1(i)[1− j(i)]|hb2(i)|2
)}

(3.63)

where P b1(i), P b2(i) are power allocated on ith broadcast and unicast subcarrier;

hb1(i), hb2(i) are the broadcast channel gain on the ith broadcast subcarrier.
−→
J =

[j(1), j(2), · · · , j(N)] is the cancellation order vector which decides the cancellation

order on each subcarrier.

Similar to section 3.3.1, for convenience of our discussion, we assume the can-

cellation order is same among all subcarriers. Thus, with different cancellation order,

we have:

C1
hybrid = [Rb1

1 , R
b2
1 ]

= {E[
N∑
i=1

Bnlog2(1 +
P b1
1 (i)|hb1(i)|2

N0Bn + P b2
1 (i)|hb1(i)|2

)], E[
N∑
i=1

Bnlog2(1 +
P b2
1 (i)|hb2(i)|2

N0Bn

)]}

(3.64)

C2
hybrid = [Rb1

2 , R
b2
2 ]

= {E[
N∑
i=1

Bnlog2(1 +
P b1
2 (i)|hb1(i)|2

N0Bn

)], E[
N∑
i=1

Bnlog2(1 +
P b2
2 (i)|hb2(i)|2

N0Bn + P b1
2 (i)|hb2(i)|2

)]}

(3.65)

By calculation, we have:

Rb1
1 = Bn

N∑
i=1

g[
N0Bn

P (i)σ1(i)2
]−Bn

N∑
i=1

g[
N0Bn

P b2
1 (i)σ1(i)2

] (3.66)
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Rb2
1 = Bn

N∑
i=1

g[
N0Bn

P b2
1 (i)σ2(i)2

] (3.67)

Rb1
2 = Bn

N∑
i=1

g[
N0Bn

P b1
2 (i)σ1(i)2

] (3.68)

Rb2
2 = Bn

N∑
i=1

g[
N0Bn

P (i)σ2(i)2
]−Bn

N∑
i=1

g[
N0Bn

P b1
2 (i)σ2(i)2

] (3.69)

Using the same idea as Theorem 3.4, we have the following corollary to determine

the DPC-cancellation order for two BCs in general:

Corollary 3.3. For hybrid rate region (3.64) and (3.65) in general SNR condi-

tion, the optimal interference pre-cancellation order is determined as follow:

a) If
∑N

i=1 g[ N0Bn
P (i)σ1(i)2

] >
∑N

i=1 g[ N0Bn
P b2 (i)σ1(i)2

] +
∑N

i=1 g[ N0Bn
P 0(i)σ1(i)2

], then the optimal

DPC interference cancellation order is to cancel BC1 from BC2,

b) If
∑N

i=1 g[ N0Bn
P (i)σ1(i)2

] <
∑N

i=1 g[ N0Bn
P b2 (i)σ1(i)2

] +
∑N

i=1 g[ N0Bn
P 0(i)σ1(i)2

], then the optimal

DPC interference cancellation order is to cancel BC2 from BC1,

where P (i) is the total power allocated to subcarrier i and P b2(i) is the power allocated

to BC2 on subcarrier i. Moreover, P 0(1), P 0(2), · · · , P 0(N) is the solution of the

following equation:

N∑
i=1

g[
N0Bn

P (i)σ2(i)2
] =

N∑
i=1

g[
N0Bn

P b2(i)σ2(i)2
] +

N∑
i=1

g[
N0Bn

P 0(i)σ2(i)2
] (3.70)

3.4. DPC operation for outage capacity

As defined in chapter 2, when outage capacity is used for broadcast, the hybrid

achievable rate region C1
hybrid and C2

hybrid becomes:

C1
hybrid = [Rb

1, R
u
1 ] = {Rb

1, Blog2(1 +
P u
1 |hu|2

N0B
)} (3.71)

s.t. : Prob[Y1 ≤ Rb
1] = q0 (3.72)
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C2
hybrid = [Rb

2, R
u
2 ] = {Rb

2, Blog2(1 +
P u
2 |hu|2

N0B + P b
2 |hu|2

)} (3.73)

s.t. : Prob[Y2 ≤ Rb
2] = q0 (3.74)

where q0 is the maximum broadcast outage probability, Y1 and Y2 are random variables

given by:

Y1 = Blog2(
N0B + P |hb|2

N0B + P u
1 |hb|2

) (3.75)

Y2 = Blog2(1 +
P b
2 |hb|2

N0B
) (3.76)

According to Theorem 1 in [66], it has been shown that the optimal DPC interference

cancellation order is to cancel broadcast from unicast when |hT | ≤ |hu|, where

Prob[|hb| ≤ |hT |] = q0. To derive the general optimal DPC operation for Rayleigh

fading channel, we need to first obtain the cumulative density function (CDF) for Y1

and Y2. The CDF of Y1 can be expressed as:

F (Y1 ≤ y0) = F [|hb|2 ≤ N0B(2
y0
B − 1)

P − 2
y0
B P u

1

] (3.77)

Since |hb|2 follows chi-squared distribution with means σ2, we have:

F (Y1 ≤ y0) =
1

σ2

∫ N0B(2
y0
B −1)

P−2
y0
B Pu1

0

exp(− x

σ2
)dx = 1− exp[−N0B(2

y0
B − 1)

P − 2σ
2(
y0
B P u

1

)] (3.78)

Take equation (3.78) into (3.72), we have:

− N0B(2
Rb1
B − 1)

σ2(P − 2
Rb1
B P u

1 )
= ln(1− q0) (3.79)
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Thus we get the expression of Rb
1:

Rb
1 = Blog2[1−

σ2(P − P u
1 )ln(1− q0)

N0B − σ2P u
1 ln(1− q0)

] (3.80)

Similarly, Rb
2 can be expressed as:

Rb
2 = Blog2[1−

σ2P b
2

N0B
ln(1− q0)] (3.81)

Compare equation (3.80) with (3.81), we have the following theorem:

Theorem 3.6. For hybrid rate regions (3.71) and (3.73), the optimal DPC

interference cancellation order is determined as:

a) If |hu|2 + σ2ln(1 − q0) > 0, then the optimal DPC interference cancellation

order is to cancel BC from UC.

b) If |hu|2 + σ2ln(1 − q0) < 0, then the optimal DPC interference cancellation

order is to cancel UC from BC.

Proof. Using similar idea as the proof in Theorem 3.1, we enforce the same unicast

rate in (3.71) and (3.73), then we compare the broadcast rates. Since Ru
1 and Ru

2 has

the same expression as in (3.5) and (3.6), the relationship in (3.9) still holds and we

plug it into (3.81) to get:

Rb
2 = Blog2[1−

σ2(P − P u
1 )

N0B + P u
1 |hu|2

ln(1− q0)] (3.82)

Compare (3.82) with (3.80), and notice that ln(1− q0) ≤ 0, we have:

Rb
1 ≥ Rb

2 ⇐⇒ |hu|2 + σ2ln(1− q0) ≥ 0 (3.83)
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Under this condition, the achievable rates of C1
hybrid is strictly larger than C2

hybrid.

Thus, a) is proved. In a similar way we can prove b).

Unlike Theorem 3.1, when consider broadcast outage rate, Theorem 3.6 indicates

that the optimal interference cancellation order is independent of power allocation

between the broadcast and unicast. For outage broadcast rate, according to [13], we

can extend Theorem 3.6 to general hybrid network as follows:

Corollary 3.4. In a hybrid network consisting of one broadcast signals and

K unicast signals. If channel gains satisfy |hu(1)|2 > |hu(2)|2 > · · · > |hu(i)|2 >

−σ2ln(1 − q0) > |hu(i + 1)|2 > · · · > |hu(K)|2, the optimal DPC cancellation order

is: UCK → · · · → UCi+1 → BC → UCi → · · · → UC1, where σ2 is the expectation

of |hb|2, and q0 is the broadcast outage probability.

Proof. Accoring to [66], since |hu(1)|2 > |hu(2)|2 > · · · > |hu(i)|2 > |hu(i + 1)|2 >

· · · > |hu(K)|2, we know the optimal cancellation order among unicast signals is

UCK → · · · → UCi+1 → UCi → · · · → UC1. For broadcast signal, according to

Theorem 3.6, since −σ2ln(1 − q0) > |hu(i + 1)|2 > · · · > |hu(K)|2, UCK , · · ·UCi+1

should be canceled from BC. Similarly, BC should be canceled from UC1, · · ·UCi.

Thus, the optimal cancellation order is UCK → · · · → UCi+1 → BC → UCi → · · · →

UC1.

3.5. Simulation and discussion on results

For the convenience of illustration, all the simulation results in this section are

based on one unicast signal and one or two broadcast signals such that we can plot

the hybrid rate region in a two dimensional plane. We normalize the total power P

and the average broadcast power gain σ2 to be one. Using time division multiplexing

(TDM) as the benchmark, Figure 3.2 provide the hybrid rate regions of different

DPC schemes with broadcast ergodic capacity. In high SNR regime (SNR=10 dB),
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Figure 3.2 shows that canceling BC in DPC yields larger capacity region for |hu|2 = 3.

However, as |hu|2 decreases, the performance of canceling unicast in DPC gradually

outperforms the other DPC scheme.

Figure 3.2. Ergodic hybrid rate region in high SNR condition

The hybrid rate regions in low SNR regime is presented in Figure 3.3 (SNR

= -10 dB). We can see that the capacity region of either DPC canceling order is

very close to the TDM. This is because the noise is dominant in low SNR so that

the interference between BC and UC becomes trivial. In fact, the unicast rate in

low SNR can be approximated as log2(1 +
Pu1 |hu|2
N0B

) =
(Pu1 |hu|2
N0B

, thus the relationship

between BC rate and UC rate is approximately linear.

In Figure 3.4, we consider moderate SNR regime by setting SNR=1.76 dB. We

can see that both DPC rate regions are bigger than that of TDM. When |hu|2 = 3,

the two DPC curves have an intersection at (1.7, 0.38). That is, when BC rate is

greater than 0.38, canceling BC gives a larger rate region. Otherwise, when UC rate

is greater than 1.7, canceling UC becomes the better DPC scheme. While in the case

of |hu|2 = 1, two DPC schemes have almost the same rate region.
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Figure 3.3. Ergodic hybrid rate region in low SNR condition

Figure 3.4. Ergodic hybrid rate region in moderate SNR
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Figure 3.5. Outage hybrid rate region in moderate SNR

For the hybrid rate region with broadcast outage rate, according to Theorem

3.6, the optimal cancellation order is always to cancel BC signal from UC signal. We

present the simulation results under the same moderate SNR=1.76 dB in Figure 3.5.

Comparing with Figure 3.4, we can see that by allowing more outage, the capacity

region can be extended

In Figure 3.6 and 3.7, we have showed the ergodic capacity region of two

broadcast signals under different pre-cancellation order in low and moderate SNR

conditions. In our simulation, we let σ1(i)
2 = 0.34 and σ2(i)

2 = 0.06. In Figure 3.6,

we can see that cancel BC1 can always get a larger rate region than canceling BC2.

Since σ1(i)
2 > σ2(i)

2, this matches to our conclusion in Theorem 3.3. In Figure 3.7 for

multicarrier transmission case, the intersection is at (0.51, 0.58). This means in when

BC2s rate is greater than 0.58, canceling BC1 will give larger rate region. Otherwise,

canceling BC1 becomes better DPC scheme. Moreover, by comparing the case of

multicarrier transmission, we can see that by adopting multicarrier transmission, the

ergodic capacity is increased.
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Figure 3.6. Ergodic hybrid rate region of two broadcasts in low SNR

Figure 3.7. Ergodic hybrid rate region of two broadcasts in moderate SNR
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Figure 3.8. Ergodic hybrid BC/UC rate region in moderate SNR (N = 16)

Figure 3.8 shows the capacity region of a hybrid BC/UC system with multiple

subcarriers. From the figure, we can see that when |hu|2 = 3, the two curves intersects

at point very close to the endpoint of the curve. This means unless BCs rate is very

high, otherwise, canceling BC can always obtain a larger rate region. On the other

hand, when |hu|2 = 1, two curves intersects at (1.3, 0.7) which means when BC rate is

greater than 0.7, canceling UC become the better DPC scheme. Also, by comparing

Figure 3.8 with Figure 3.4, we can that by applying multicarrier transmission, we

can get larger capacity region. On the other hand, we can see by adopting the

multicarrier transmission, a larger capacity region is obtained. Moreover, the optimal

capacity region is still reached when BC is pre-canceled from UC for most of the time,

which coincides to the results in Theorem 3.5.

3.6. Summary

In this chapter, we considered the DPC-based broadcast and unicast cancellation

order to get the best achievable rate region. We use both ergodic capacity and outage

capacity to evaluate the broadcast performance. For both cases, we analytically
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derived the conditions for optimal DPC operation. Furthermore, we extend our results

to the multicarrier system and we present the criteria to determine the optimal DPC

cancellation order. Finally, simulation results are provided to validate the analysis

and gain important insights on the optimal DPC operation.
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CHAPTER 4. CONCLUSIONS AND FUTURE WORK

This thesis presents two independent pieces of work: multicarrier broadcast

coverage analysis and optimal capacity region of broadcast-unicast hybrid network.

In Chapter 2, we studied multicarrier broadcast coverage area for SISO and MIMO

system respectively. We provide statistical approximation and bounds for IMI which

determined the broadcast area. More importantly, we provide the optimal power

allocation schemes among subcarriers in low SNR and high SNR cases to reach the

largest broadcast coverage. The performance gap between the optimal solution and

our computation-efficient approximation becomes almost negligible with the increase

in number of subcarriers. Our results also proves that by applying multicarrier joint-

coding transmission scheme, the performance enhancement is significant and our

power allocation schemes are always optimal in low and high SNR scenario. However,

for the optimal power allocation in general, it is still unknown yet and we would like

to find an adequate algorithm in future.

In hybrid network study, we discussed the interference precancellation order

of a DPC-based collaborative broadcast and unicast network. In chapter 3, the

optimal DPC-precancellation order is derived for a single-carrier transmission hybrid

network. Then we extend our analysis to a practical hybrid system which deploying

multicarrier transmission. We also derive the optimal power allocation algorithm

that approach the hybrid capacity. Our results show that interference cancellation

order is not fixed in general. With different power allocation scheme and various SNR

condition, the optimal DPC precancellation order is changing all the time and can be

determined by the criterion provided. however, in some special scenario such as low

SNR environment, the DPC precancellation order can be solely determined. Future

work on hybrid network includes but not limited to:
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- Outage capacity with joint coding, where information bits are coded across

both time slots and subcarriers. Actually, joint coding leads to a much higher

capacity. However, due to the computation complexity, most of the discussion

on outage capacity are still based on independent coding.

- Cross-layer hybrid network optimization. To realize true network convergence,

it requires a bottom-up reconsideration of layer 1, 2 and associated network

issues.

- The application of the DPC in wireless coexistence, where becomes a major in

current 2.4GHz. Since both Wifi and bluetooth signal are occupying this band,

the current solution is still based on TDM to reduce interference. Dirty paper

coding provides a new path to achieve the wireless coexistence in the future.
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APPENDIX. POWER-LINE CHANNEL IN TRANSIENT MODEL

In recent years, power transmission lines have been used to provide broadband

data access using indoor, low-voltage, and medium-voltage channel topologies. This

technology involves interconnecting one municipality with others to provide alterna-

tive information and communications technology (ICT) in developed and developing

countries. On the other hand, power line communication (PLC) can also be used for

narrowband communications in power system operations, such as automatic meter

reading, circuit break status monitoring, etc. In addition, by combining with wireless

networks such as wireless local-area network (WLAN) and WI-FI [71], it is possible

to apply the fourth-generation mobile communication system over PLC. 1

As a well-established major infrastructure, the power-line was originally de-

signed to transmit the electrical power. However, from data communication perspec-

tive, PLC experiences severe signal reflection and divergence (i.e., undesired multipath

effect) due to impedance mismatch between the existing branch lines and the receiving

terminal’s loads on the power line. Therefore, even though the power line could serve

as a wired communication channel, its data transfer characteristics are very similar

to (or even worse than) those of a typical wireless channel. Furthermore, since power

network topology and load vary all the time, the parameters of the multipath channels

are also time varying with a large dynamic.

To achieve efficient PLC, a power line channel’s performance has to be evalu-

ated with higher accuracy so suitable PLC equipment can be designed accordingly

(e.g. routers, multiplexer). For this reason, many researchers attempted to develop

appropriate channel models for power lines. The earliest model was established for

the use of indoor applications by Banwell and Galli [72]. For low/voltage applications,

Zimmermann and Dostert have proposed a design of the communication system using

1This part of work has been published on IEEE Transaction on Power Delivery
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the power line [73],[74]. According to Shannon’s formula, in order to evaluate the

capacity of the power line communication system, an appropriate model for the power

line channel is needed. Generally, there are two main categories of power line channel

models: time-domain models and frequency-domain models [75]-[79]. However, the

above models did not present analytical methods for calculating channel transfer

functions (CTF) [80]. Recently, channel models based on transmission and reflection

factors in conjunction with the propagation constants were proposed in [81]-[85] for

a PLC network system with two-conductor transmission-line (TL) which is modeled

as a lumped-circuit π model. These models provide some theoretical insights on PLC

channel characteristics, it cannot accurately reflect the variation of the CTF compared

with the actual measurements. This is because the model neglected the generalized

transmission-line theory and considered only the transmission and reflection factors

at nodes or junctions with an appropriate propagation factor. In order to obtain the

accurate formulation of the CTF, a generalized TL approach is adapted to determine

the channel responses. However, the models utilized in these papers are still based on

the lumped-circuit π model of the transmission line, which is not able to describe the

change of the channel transfer characteristic when transients occur in the network.

In this part, we derive the CTF under the power line transient model. Specif-

ically, we adopt the J. Marti Model [17] for the analytical derivation. The channel

frequency responses are derived for different TL lengths and terminal loads. Compar-

ing with previous work, the transient model we utilized can describe more accurately

the variation of the channel frequency responses, especially when transients occur on

the TL. Simulation results show that higher accuracy is achieved comparing with the

results under the traditional lumped-circuit π model.

In order to study the channel frequency response, we focus on the calculation

in frequency domain and all variables are represented as a function of frequency. The
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frequency-dependent TL models are based on J. Marti’s representation where the

line characteristic impedance and propagation function are expressed as a sum of

exponential terms in time domain [86].

Figure A.1. The equivalent circuit of Marti’s model

J. Marti Model is relatively computationally inexpensive and accurate in a wide

range of frequencies. Figure A-1 illustrates the Marti’s transient model of a typical

TL, where the overall channel h(t) of the TL is modeled as an equivalent characteristic

admittance yc at both ends plus a lossless channel hd between j1 and j2 with delay τ .

Specifically, the J. Marti Model approximates the frequency dependent parameters

of lines and cables into rational functions, and then these functions are replaced by

an equivalent circuit. This circuit can reproduce all the characteristics of lines and

cables. The mathematical representations are given as follows:

j1(t) = hd(t) ∗ [yc(t) ∗ v2(t− τ) + i2(t− τ)] (A.1)

j2(t) = hd(t) ∗ [yc(t) ∗ v1(t− τ) + i1(t− τ)] (A.2)

where “*” denotes the convolution operation and v1, i1, v2, i2 are the voltage and

current on the transmitting and receiving ends. The evaluation of the convolution
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integrals by efficient recursive schemes requires yc to be as a sum of exponential :

yc(t) = Y∞ +
m∑
k=1

Yke
−λkt (A.3)

where {λk} are delay factors defined in [87] and they are mainly induced by the

length of TL; {Yk} are coefficients used in the rational fitting algorithm [87]. Note

that accurate representation of H(ω) substantially depends on yc(t).

Denote Im as the transmitted signals, by using the TL theory, the transfer

function relating voltage at any point on the line can be calculated as:

dV (z, ω)

dz
= −Z(ω)I(z, ω) (A.4)

dI(z, ω)

dz
= −Y (ω)V (z, ω) (A.5)

where V (z, ω), I(z, ω) are line voltage and current at a point z km away from the load,

Z(ω) = R(ω) + jωL(ω) is series impedance per unit length where R is the resistance

and L is the inductance of the TL. Y (ω) = G + jωC is the shunt admittance per

unit length where G is the reactance and C the capacitance of the TL. Solving the

above equations simultaneously, we can obtain the values of voltage and current at

any point of TL for any frequency:

V2(ω) = cosh[γ(ω)l]V1(ω)− Zc(ω)sinh[γ(ω)l]I1(ω) (A.6)

where V2(ω) is the line voltage at the point l km away from the load end and

V1(ω), I1(ω) are the line voltage and current at the load. Zc(ω) is the characteristic

impedance of the line and γ(ω) is the propagation factor, which are given by:

Zc(ω) =

√
Z(ω)

Y (ω)
(A.7)
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γ(ω) =
√
Z(ω)Y (ω) (A.8)

For Equations (A.1) and (A.2), we use Fourier transform to get their frequency domain

representation as: J1(ω) = Hd(ω)[Yc(ω)V1(ω)+I1(ω)]e−jωτ , J2(ω) = Hd(ω)[Yc(ω)V2(ω)+

I2(ω)]e−jωτ .

Since hd is modeled as a lossless channel with delay τ , its transfer function

is Hd(ω) = e−jωτ so that Hd(ω)e−jωτ [88]-[91]. Therefore, the frequency domain

representation can be re-written as:

−I1(ω) = Yc(ω)V1(ω)− J1(ω)e2jωτ (A.9)

−I2(ω) = Yc(ω)V2(ω)− J2(ω)e2jωτ (A.10)

Thus, the transfer function between the source and the end point of a power line is

given as:

H(ω) =
I(ω)

Is(ω)

Zc(ω) + Zs(ω)

Zc(ω)
(A.11)

where Is(ω) and I(ω) are the source current and the current on the line, Zs(ω) is the

source impedance and Zc(ω) is the impedance of the entire TL as defined in Equation

(A.7).

Assume the received current is −I2 (the direction of I1 is positive) in Equation

(A.11), we can take Equation (A.9) into (A.11) and have the following results:

H(ω) =
Zc(ω) + Zs(ω)

Zc(ω)
[Yc(ω)V2(ω)− J2(ω)e2jωτ ] (A.12)

V2(ω) = cosh[γ(ω)l]Vs(ω)− Zc(ω)sinh[γ(ω)l]Is(ω) (A.13)

J2(ω) = [Yc(ω)Vs(ω) + Is(ω)]e2jωτ (A.14)
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Yc(ω) = F{Y∞ +
m∑
k=1

Yke
−λkt} (A.15)

where F denotes the Fourier transform from time domain to frequency domain. Y∞

is the impedance of the source.

Figure A.2. Comparison of channel gain change

Based on Equations (A.12) - (A.15), we can simulate the CTF gain H(ω)

under the transient model. In Figures A.2 and A.3, we compare the channel gain

characteristics under the Marti’s transient model and the model in [84]. For fair

comparison, we set the same parameters of the TL as in [84]. Without any branch

or nodes on the TL, Figures A.2 and A.3 show that between 6MHz and 8MHz and

beyond 10.5MHz, the transient model provides more details of the phase variation

than the non-transient model. For the rest of the frequency domain, the two models

have similar performance.

For more complicated and practical TL with additional nodes and branches in

the middle, Figure A.4 shows that the transient model not only provides more details

of the phase variation.
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Figure A.3. Comparison of phase change

Figure A.4. Comparison of phase transients for TL
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The phase is also quite different from that of the non-transient model for

the entire frequency domain. This is because with more nodes and branches, the

transients of the signal become more significant. The detailed discussion on the

impact of the nodes and branches will be covered latter.

Besides showing more details on the variation of the channel, another advantage

of the transient model is that it can reflect the variation of the channel characteristics

when transient events occur in the power system, e.g. the switch is turned on/off,

one or more lines touch the ground or two lines touch each other, which cannot be

reflected by non-transient models.

Figure A.5. Single-diagram for three-phase TL

In Figure A.5, a single-diagram for a three-phase TL is shown as an illustration.

We first consider the transients caused by closing the switch. The voltage across the

switch is:

Ysw(ω) = Vs(ω)− ZIs(ω) (A.16)

Z = Zs + [Ys − Ym(Ys + Yl)
−1Ym)]−1 (A.17)

where Ys = Yccoth(γl),Ym = −Yccsch(γl). Yc = 1/Zc is the characteristic admittance

and Yl is the load. The parameters γ and l indicated the propagation factor and TL

length respectively. According to [92], the TL transients can be computed directly
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on frequency domain as:

Is(ω) = Y Vs(ω) (A.18)

YON = ŪON(UT
ONZŪON)−1UT

ON (A.19)

U = [UON , UOFF ]T ,W = N [ŪON , ŪOFF ] (A.20)

where W and U are the matrices corresponding to fast Fourier Transform (FFT) and

inverse fast Fourier Transform; UT
ON , U

T
OFF , ŪON , ŪOFF are partitions of U and W

according to the time segments when the switch is on or off; N is the total number

of sampling point. By plugging (A.18) and (A.19) into (A.12)-(A.15), we have:

H(ω) =
Yc + Ys
Ys

[Y −1ONYccosh(γl)− sinh(γl)(Y −1ONYc − 1)e2jωτ ] (A.21)

Similarly, for the case of switch off, we just need to change YON in Equation (A.21)

as YOFF , which is defined as follow:

YOFF = ŪOFF (UT
OFFZŪOFF )−1UT

OFF (A.22)

Based on Equation (A.21), we can simulate the PLC transient response of switch

on and off. Figure A.6 shows the transient behaviors of the channel gain by considering

a source switch on and off. By comparing the two curves, we observe that the channel

gain has relatively opposite performance under the two transient situations. However,

for the case of opening a switch, the channel gain is higher than that of closing a switch

in most part of the frequency domain.

Figure A.7 illustrates the variations of the transient channel gain at the moment

when a 200 meter TL touches the ground at the middle of the line. We can see that

the channel gain truncation frequencies are symmetric around 8MHz.
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Figure A.6. Transient channel gain for switch on/off

Figure A.7. Transient channel gain for TL (200m) touches ground
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This can be explained by Equations (A.12) -(A.15): when the line touches the

ground at the point k meters away from the source, Equation (A.13) becomes:

0 = cosh[γ(ω)l]Vs(ω)− Zc(ω)sinh[γ(ω)l]Is(ω) (A.23)

In Equation (A.23), the source voltage Vs(ω) and current Is(ω) are known. In

addition, since the line touches the ground, the load impedance becomes zero. Note

that Zc(ω) only consists of the impedance of the TL, which can be calculated by using

the formula in [93] under transient analysis. Thus, we can solve Equation (A.23) to

obtain the corresponding solutions of ω.

Using a similar approach, let us consider an extreme case in which a TL with

a length of 1500 meters touches the ground at the location 10 meters away from the

source. By using the above analysis and taking k = 10 in (A.23), we can obtain

ω1 = 3.283MHz, ω2 = 3.511MHz, ω3 = 4.47MHz, ω4 = 4.72MHz. Taking those

values of ω into Equation (A.11), we can calculate the corresponding channel gains

at each frequency: -24.7dB, -4.8dB, -0.4dB and -0.02dB. Comparing the above values

with the simulation results in Figure A.8, we can see that the analysis matches the

simulation very well.

Next, let us consider the same TL with a length of 1500 meters touching the

ground at a location close to the impedance end. By setting k = 1450, we assume

the line touches the ground at the location 50 meters away from the impedance end.

By solving Equation (A.23), we get ω1 = 2.33MHz, ω2 = 2.61MHz, ω3 = 3.52MHz,

ω4 = 3.74MHz, which matches with the simulation result in Figure A.9.

A direct result caused by the variation of the channel gain is the degradation of

the communication performance. In order to evaluate the performance of a commu-

nication system, bit error probability (BER) PB under some specific signal-to-noise

ratio (SNR) is often used.
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Figure A.8. Transient channel gain for TL (1500m) touches ground at source end

Figure A.9. Transient channel gain for TL (1500m) touches ground at load end
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We assume that the noise in the channel follows Gaussian distribution of zero

mean and variance N0. Compared with the TL length, the branches’s length on the

TL is very small thus the delay profile of the channel is relatively small. On the

other hand, due to the stability of the power network, we can assume the channel is

unchanging during one symbol-duration. Hence, under this condition, we can assume

the TL is a slow- and flat-fading channel.

In simulation, Binary Phase Shift Keying (BPSK) is chosen as the modulation

scheme due to its easy implementation and low complexity. Under BPSK, the BER

of a TL channel can be expressed as:

PB =
1

4(EB/N0)E(α2)
(A.24)

where EB is the energy of each transmitted bit and α2 is a chi-square distributed

random variable having the probability density function (PDF) as follow:

f(α2) =
1

σ2
exp(−α

2

σ2
) (A.25)

The average path loss σ2 is a function of carrier frequency and the TL length. The

σ2 can be calculated as:

σ2 = (k1
√
f + k2f)l (A.26)

where f is the carrier-frequency and l is the TL length. Constant k1 and k2 can be

found for a set of published attenuation figures for different TL types.

In Figure A.10 and Figure A.11, we compare the BER of a 200 meter TL under

different transients. From both Figures, we can see that when transients occurred in

the TL, the BER increases. This is because when transients generate different orders

of harmonics as interferences.
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Figure A.10. Performance of BPSK over PLC (fc = 7.8MHz)

Figure A.11. Performance of BPSK over PLC (fc = 8.6MHz)
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Figure A.12. Channel gain under different line lengths

In Figure A.10, we can see that opening a switch has larger BER than closing

a switch. This is mainly because at fc = 7.8MHz, the channel gain under the switch

open case is larger, which coincides to the results in Figure 6. Similarly, the same

conclusion can be drawn by comparing Figure 11 with Figure 6 at fc = 8.6MHz.

From Equations (A.11) and (A.12), we can see that the main effect of the TL

to the characteristic function comes from the term V2(ω). Since cosh[γ(ω)l] decreases

and sinh[γ(ω)l] increases with the length l, the channel gain |H(ω)| decreases with

the TL length.

Figure A.12 shows the channel gain characteristics under different TL length.

It clearly shows that the channel gain decreases with the TL length. This result

coincides with our conclusion obtained from the analysis of Equations (A.11) and

(A.12). Meanwhile, from signal transmission perspective, a longer line always leads

to a larger signal fading (i.e., lower channel gain).
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Figure A.13. Channel gain under different load impedance

Figure A.14. TL with node and branch

Based on Equation (A.11), we have:

H(ω) =
1

Is(ω)
[1 +

Zs(ω)

Zc(ω)
][Yc(ω)V2(ω)− J2(ω)e2jωτ ] (A.27)

Equation (A.27) implies that |H(ω)| decreases with Zc(ω). Thus, the larger

the load impedance is, the smaller |H(ω)| will be. Figure A.13 shows the simulation

result of the channel gain under different load impedance, which is consistent to the

above analysis.
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Figure A.15. Channel gains for different node numbers

Figure A.16. Channel gains of different branch number
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When TL length and load impedance are fixed, we study the effect of the number

of branches on a specific node. Figure A.14 presents a typical TL with two nodes B

and C. Each node is attached by a new branch Z2 and Z3 respectively. From Equation

(A.11), the effect of the number of branches on channel gain |H(ω)| mainly comes

from the term J2(ω). The larger J2(ω) is, the smaller |H(ω)| will be. According to

Equation (A.16), Hd(ω) is mainly determined by the number of nodes n. A larger

n yields a larger J2(ω). Similar relationship exists between J2(ω) and Yc(ω). As a

result, |H(ω)| decreases with the number of nodes and branches, . Simulation results

in Figures A.15 and A.16 justify our above analysis.

Comparing our results from Figure A.13 to A.16 with those in [85], we can

conclude that the TL parameters have a similar influence on the channel for both

transient and non-transient models.

In this part, we discussed the channel gain characteristics of a power-line com-

munication system under the J. Marti Model for transient analysis. The analytical

formula of channel frequency response was derived based on the source-impedance

relationship. We compared the variations of the CTFs between our model and

other non-transient models. Results show that the transient model can accurately

describe the variation of the channel frequency responses when transients occur on

the transmission line,. Furthermore, we discussed the effect of the transients to the

BER. We also analyzed the influence of different transmission line parameters on the

channel gain. The results show that the TL parameters have a similar influence on

the channel for both transient and non-transient models.

96


