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## SUMMARY

We study here the rendezvous of an isolated man in deep space with a predetermined target (say, his parent vehicle) with the purpose of determining the main factors which influence the process. We assume that he utilizes (effectively) monocular vision as the only mean of observation, and that he is equipped with some thruster which, when necessary ; he can direct either along the line of sight or at right angles to it.

Two simulations, by analogue and digital computer, have been devisod to study this manoeuvre. The analog computer is used to represent (on an oscilloscope screen) the appearance of the target and star background during the course of the manoeuvre. Its main purpose is to obtain an insight into such a manoeuvre and to observe the strategies and performance of a real human being in such a process.

The digital simulation consists of a program which formalises human behaviour in this rendezvous manoeuvre. We use it to provide a fast and ready method of obtaining a large number of simulations under different well defined circumstances.
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SYMBOLS

The origin of coordinates will be the center of the parent vehicle, and in consequence all the variables are referred to this moving system. Unless otherwise specified, distances , velocities and accelerations are those of the operator with respect to the vehicle.

$$
\begin{aligned}
& B_{\dot{\theta}}=\text { Upper boundary for } \dot{\theta} \text { in the decision diagram. } \\
& B_{\dot{\varphi}}=\text { Upper boundary for } \dot{\varphi} \text { in the decision diagram. } \\
& F_{1}=\text { Transverse thrust. } \\
& F_{2}=\text { Thrust to approach the target } \\
& F_{3}=\text { Thrust to recede from the target } \\
& R_{0}=\text { Target apparent size voltage } \\
& V_{e}=\text { Voltage needed to reach the edge of the oscilloscope } \\
& a^{\prime}=\text { operator scen. } \\
& a_{r}=\text { Radial acceleration } \\
& a_{\theta}=\text { Transverse acceleration } \\
& b_{\dot{\theta}}=\text { Lower boundary for } \dot{\theta} \text { in the decision diagram } \\
& b_{\dot{\varphi}}=\text { Lower boundary for in the decision diagram } \\
& f_{1}=\text { Coefficient for radial control decision } \\
& f_{2}=\text { Coefficient for transverse control decision thruster. }
\end{aligned}
$$

```
rm}=~\mathrm{ Radius vector of the operator's position
ro}=\mathrm{ Rendezvous distance (Distance from the target
    at which rendezvous is considered achieved)
ri}=\mathrm{ Modulus of the initial radius vector (initial
                                    separation)
rm}=\mathrm{ minimum distance from the target to the corresponding
        operator's free linear trajectory.
to M Maximum reaction time of the operator
tf}=\mathrm{ Minimum thrust time (level of uncertainty of
                                    thrust time)
v = Operator's vector velocity
vo
                                    the radial and transverse components of the
                                    operator's final velocity)
\dot { \mathbf { v } } _ { \dot { i } } = \text { Operator's velocity at the beginning of the manoeuvre}
v
v}\mp@subsup{v}{0}{}=\mathrm{ Transverse component of operator's velocity
\mp@subsup{x}{0}{}}=\mathrm{ Generating voltage of the target appearance
\mp@subsup{x}{i}{}}=\mathrm{ Star abcissa voltage
\mp@subsup{y}{0}{}}=\mathrm{ Generating voltage of the target appearance
yi}=\mathrm{ Star ordinate voltage
```

$\alpha_{0}=$ Size of the vehicle
$\beta=$ Initial angle between operator's radius vector and velocity
$\boldsymbol{\varphi}=$ Solid angle subtended by the vehicle from the operator's position
$\theta=$ Angle between $\underset{m}{r}$ and the line of sight of any star on the plane determined by $\underset{m}{ }$ and $\underset{m}{ }$
$\theta_{0}=$ Rate threshold, in general
$\theta_{o t}=$ Rate threshold in the frontal plane
$\theta_{o r}=$ Rate threshold in depth
$\boldsymbol{\rho}=$ Relation (Total time employed in the manoeuvre to time the impulse has been applied)
$\sigma=$ Standard deviation of the error (either visual observation or aiming)
$\sigma_{1}=$ Standard deviation of the visual observation errors
$\sigma_{2}=$ standard deviation of the thrust aiming errors

SUMMARY
We study here the rendezvous of an isolated man in deep space with a predetermined target (say, his parent vehicle) with the purpose of determining the main factors which influence the process. We assume that he utilizes (effectively) monocular vision as the only mean of observation, and that he is equipped with some thruster which, when necessary ; he can direct either along the line of sight or at right angles to it.

Two simulations, by analogue and digital computer, have been devised to study this manoeuvre. The analog computer is used to represent (on an oscilloscope screen) the appearance of the target and star background during the course of the manoeuvre. Its main purpose is to obtain an insight into such a manoeuvre and to observe the strategies and performance of a real human being in such a process.

The digital simulation consists of a progran which formalises human behaviour in this rendezvous manoeuvre. We use it to provide a fast and ready method of obtaining a large number of simulations under different well defined circumstances.

Having then a large number of simulations with different initial conditions, and with simulated operators of a wide range of ability, we analyse the relations between the different variables affecting the process (i.e. specific variables of the manoeuvre such as initial distance of the operator from the target, acceleration provided by the thruster,... etc., and specific variables of the human operator such as his errors of observation, reaction time,...etc.). Likewise we study their influence on the process and check the results with the ones obtained in the analog simulation.

As far as this formalized treatement resembles human behaviour, we find that there is an optimum (in the sense of minimurn fuel consumption) value of acceleration around 0.5 times the rendezvous distance per sec ${ }^{-2}$. Besides, it seems that the human being is more handicapped by his implementation errors (in pointing the thruster) than by his visual observation errors.

## STATEMENT OF PROBLEM

The rendezvous of an isolated human being in deep space with a determined target (for instance his parent vehicle), will be of prime importance in many future space missions, such as the assembling of space stations.

Therefore is highly desirable to study the ability of a human operator to carry out such a task with the minimum amount of equipment (i.e. only a small thrust booster).

We presume that the operator is able to perform the manoeuvre with the aid of (effectively) monocular vision as his only source of information; no automatic means of observation or control are supposed to be employed.

The best way to provide a reliable knowledge of this rendezvous process is by simulation. A complete simulation of the manoeuvre would be desirable as a training aid, but clearly this is an aim beyond the bounds of the present investigation; it would also involve a study of the possible inter-relations between the diverse variables affecting the process and their separate influence on it; and this is our aim here.
$\vdots$
These variables could be subdivided into:
a) Specific variables of the manoeuvre, such as,
-. Initial distance of the operator from the target.
-- Initial velocity of the operator relative to the target.
-- Initial angle of this velocity vector with the line of sight.
-- Acceleration provided by the thruster.
-- Size of the target.
-- Rendezvous distance.
-- Rendezvous velocity limit.
b) Specific variables of the human operator, such as,

-     - Minimum observable rates of angular velocity of the target against the star background and its apparent rate of increase in size (called here the angular discrimination thresholds -transverse and radial- of human vision).
-- Standard deviation of the errors of visual observation of these angular rates.
- Standard deviation of the errors of implementation (i.e. of directing the thruster unit -the thrust being assumed constant-).
-- Maximum reaction time of the operator (by convention taken to include observation, decision, alignement of thruster and thrust initiation).

As a particular aim of such a study, we may endeavour to discover if there is an optimum value of booster thrust (acceleration) which minimises the propelant consumption. Additionally, of course, there is the general problem of "optimizing" the strategy, or decision process, of the operator in the rendezvous manoeuvre.

## PREVIOUS WORK

Before proceeding we shall very briefly refer to accounts of the "state of the art" in the large national space programs, in so far as these bear on our problem.

There are some simulation studies of the capability of the human being for extravehicular tasks in weightless condition (refs. 4 and 6).

In the Gemini project, there were used Neutral-Buoyancy Simulation Techniques, Air-Bearing Training Equipment and an Inertia Coupling Training-Air Model, for understanding manned extravehiculax operations in space (refs. 2,5 and 8).

The preparation for Gemini IX extravehicular activity included a 6-degree of freedom simulator (Manned Aerospace Flight Simulator) useful at target distances below 250 feet. It was used for training with the AMU (Astronaut Manoeuvering Unit) (refs, 2 and 3). Other Gemini Simulations used a small thruster (Hand Held Manoeuvering Unit--HHMU-) (refs. 2 and 3).

These studies seem to have been very useful in training operators for accomplishing extravehicular activity tasks.

Extravehicular capabilities of the human being were demonstrated in the course of several spatial "missions, . $\quad$;
and the HHMU was evaluated briefly, but succesfully, on two 'different Gemini missions (ref.2)

Most of this work has being directed towards evaluating the performance of a tethered human being in performing tasks in the close proximity of his parent vehicle. It has been very valuable in determinig the many difficulties and limitations presented by the problem. However, none of this work has involved large translations, and therefore it is of little direct relevance to our study.

## PROCEDURE

A simulator is more acceptable the more it resembles the true conditions, but unfortunately it is then also more expensive.

We have been contend to use the relatively simple resources of digital and analogue computers as simulators. The analog computer is used to represent, on an oscilloscope screen, a rough aproximation to the visual impression of the rendezvous manoeuvre. The digital computation seeks to formalize the reactions of the human operator during the process and to output the measures of performance, with the intention of enlarging and completing the information from the analog simulation.

- Despite the inherent simplification of the problem; the analog simulation is used to adquire a first and direct acquaintance with the most important characteristics.of the process, and to obtain a better knowledge of the strategy utilized by the man in this manoeuvre (this knowledge has been applied in programing the digital simulator). The analog simulator serves, as well, as a checking model for particular cases of the digital program. Ultimately it could be usd as a very simple training device.

The digital simulator program is a fast and cheap way for obtaining a large number of simulations under very different assumed conditions and with many sorts of simulated "human
operators".
Undoubtedly, the human behaviour is very difficult to simulate. Among the many possible and useful models which could be built up, we have developped one which consists schematically of a sequence of calculation of the variables the man is observing (which are "humanized" by introducing some error), and of application of the subsequent human control action. This sequence of "cause" and "effect" is essentially the one that a human being would follow in such a process. The main difficulty arises when we try to establish which particular action (and what duration of it) corresponds to each combination of the observable variables. Therefore the program has, certainly, the weak points of every simple program trying to simulate reactions of a human being, i.e. the lack of the extensive range of estrategies that every man may employ and the absence of a learning process in its widest sense.

Further, in our particular case, one knows little of the effect of weightlessness on human behaviour, with respect to the coordination of motion and attitude.

No doubt, the model we have devised in this digital simulation could be improved substantially. However, several models of the decision process have been tried, and the one which we shall detail here seems to be the most satisfactory.

The method used in obtaining results from this digital program consists on running simulations under different initial data paraneters, i.e. the specific paraneters of the manoeuvre, and these of the human operator. Each particular simulation is repeated several times for statistical purposes. After these repeated runs, the program will output some average data of the simulation (such as the total time employed in the manoeuvre, and impulse consumption), and the standard deviations of these data.

The structure of the results was checked, when possible, by means of the analog simulator. Nevertheless, a wider dispersion of the analog results must be expected because the analog simulation implies a real human operator. He will be continously changing his strategy whereas, in the digital simulation the dispersion of the results is due entirely to the effect of the simulated human errors, but not to the changes of strategy.

In both sirnulations, analog and digital, we have assumed that the applied thrust during the manoeuvre, is directed either along the line of sight (so as to cause the operator to approach or to recede from the target), or at right angles of it.

We assume only two degrees of freedom in the analog simulation (translations in a plane) and three degrees of freedom in the digital simulation (translations in space).

As a consequence, the equations of motion (polar coordinates)
in the analog simulation are reduced to

$$
\begin{aligned}
& a_{r}=\ddot{r}-r \dot{\theta}^{2} \\
& a_{\theta}=r \ddot{\theta}+2 \dot{r} \ddot{\theta}
\end{aligned}
$$

In the digital simulation we use cartesian coordinates.
In both cases no field of force exists and the only acceleration is the one provided by the thruster.

The two methods of simulation are described in detail in separate parts of this work, and finally the results obtained are discussed in a separate section.

Part I. DIGITAL SIMULATIOR
I.1. Introduction
I. 2. Inage Point Model
I.3. States and Decisions
I.4. Decision Boundaries
I.5. Reaction Time
I.6. Application of Thrust
I.7. The Program

## I. 1. INTRODUCTION

The simulation consists of a program designed to calculate the position and attitude of the man with respect to the target vehicle.

The man is supposed to observe (by means effectively of monocular vision) the following quantities:
$\varphi=$ solid angle subtended by the vehicle.
$-\bar{\theta}=$ apparent angular velocity of the parent vehicle against the star background.

From these, he infers a value of $\dot{\varphi}$, and his angular velocity about the vehicle ( $+\dot{\theta}$ ).
-. According to the particular combination of values of these variables, in effect he may take action in one of the following ways: he may
--- apply a transverse thrust, that is a thrust directed towards - $\mathrm{v}_{\mathrm{m}}$, so as to reduce $\dot{\theta}$; or
.... apply a radial thrust either to approach or to move away from the vehicle (in other words, to control $\dot{\varphi}$ ), or
--- he may wait.
The process is finished by reaching the rendezvous conditions ( $|\underset{m}{r}| \leqslant r_{0}$ and $|\underset{m}{\mid v}| \leqslant v_{o}$ ) or upon exceeding a specified maximum time. Two sources of error are introduced (to simulate "human error"):

> -.. errors of observation: The simulation does not operate with the true values of $\varphi, \dot{\varphi}$ and $\dot{\theta}$, but with randomised values selected to have a gaussian distribution whose mean value is the true value, and whose standard deviation is a parameter adjusted by program data.
--n errors of implementation: It is assumed that the man applies the thrust with some randomised error in direction, normally distributed. Its most probable value is taken to be"the true direction: (The aprecise method of applying the error is discussed later).

Trying to develop a program which displays a close resemblance to human response suggest something like the block diagram of fig. I-1.

There is a period of time occupied by each decision which the man takes. This time could be subdivided into two parts: one dealing with the time spent in observation and decision, and the other spent in preparing for the appropiate action (i.e. to apply a thrust). Because of this passage of time, the position and attitude of the man with respect to the vehicle must be updated. The decision must depend only on the observed current values of the variables $\varphi, \dot{\varphi}$ and $\dot{\theta}$. This suggests that


Fig. I-1. First aproach simulation flow-chart.
it would be useful to study the problem in terms of the coordinates of a point represented by the values of $\varphi, \dot{\varphi}$ and $\dot{\theta}$ and to study what decision corresponds to every position of this so called "image point".

## I.2. IMAGE POINT MODEL

;
We suppose that what the man is doing is to provide a mean of control so that:
--- $\dot{\varphi}$ is not too big. Otherwise the approach would be too quick...
-.-- $\dot{\varphi}>0$, so that he does not recede from the vehicle.
--- |è is kept within reasonable bounds.
We interpret this as implying that the process of human control will seek to keep the "image point" within a volume close to the $\varphi$ axis (in the "phase-space" given by $\varphi, \dot{\varphi}, \dot{\theta}$ ). The cross-sectional dimensions of this volume can be expected to increase with $\varphi$.

A successful rendezvous will be achieved only if the image point passes through a rectangular "window" ABCD (see fig. I.2.), whose corners have the coordinates:

|  | $\dot{\varphi}$ | $\dot{\theta}$ | $\varphi$ |
| :---: | :---: | :---: | :---: |
| $A$ | 0 | 0 | $\alpha_{0} / r_{0}$ |
| B | 0 | $v_{0} / r_{0}$ | $\alpha_{0} / r_{0}$ |
| $D$ | $\alpha_{0} v_{0} / r_{0}^{2}$ | 0 | $\alpha_{0} / r_{0}$ |

Here $\alpha_{0}$ represents vehicie size, $r_{0}$ is the rendezvous distance, and $v_{o}$ is the limiting approach speed at rendezvous.

In order to try to appreciate the problems involved, let us consider some examples of the motion in terms of that of the image point.


Fig. I-2. Rendezvous window.
I.2.1. Motion of the image point
a) Radial motion at constant speed.

If the transverse component of the velocity is zero, then

$$
\begin{equation*}
\dot{\theta}=0 \tag{1}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\dot{\varphi}=-\frac{\alpha_{0}}{r^{2}} K \tag{2}
\end{equation*}
$$

$$
\text { Since } \varphi=\alpha_{0} / r, \therefore \therefore \text { we obtain }
$$

$$
\begin{equation*}
\dot{\varphi}=\frac{\mathrm{K}}{\alpha_{0}} \varphi^{2} \tag{3}
\end{equation*}
$$

The equations (1) and (3) show that in this circumstance the motion of the image point is in the plane $\dot{\theta}=0$ and follows a parabola of the family indicated by (3). The image point moves in the direction of increasing $\varphi$ if the man is approaching the vehicle, and to decreasing $\varphi$ in the oppossite case.(See fig. I.3).


Fig. I.3. Motion of the image point. Constant radial speed
b) General motion at constant velocity

Let the man have $\therefore$ velocity $\underset{\sim}{v}$ and move without applying any force, and let us call the perpendicular distance between the velocity vector and the vehicle $r_{m}$.

Since

$$
v_{r}=v \sqrt{1-\frac{r_{m}^{2}}{r^{2}}}
$$

is

$$
\begin{equation*}
\dot{\varphi}= \pm \frac{\alpha_{0}}{2} v \sqrt{1-\frac{r_{m}^{2}}{r^{2}}} \tag{4}
\end{equation*}
$$

The plus sign denoting approach, and the minus sign
recession from the vehicle.
Eliminating $r$ by expressing it as a function of $\varphi$ (ie. $r=\alpha_{0} / \varphi$ ) and calling

$$
\varphi_{m}=\frac{\alpha_{0}}{r_{m}}
$$

we find the relation

$$
\begin{equation*}
\dot{\varphi}=\frac{v}{\alpha_{c}} \varphi^{2} \sqrt{1-\left(\varphi / \varphi_{m}\right)^{2}} \tag{5}
\end{equation*}
$$

$\dot{\varphi}$ reaches a maximum for

$$
\begin{equation*}
\varphi=\varphi_{\mathrm{r}} \cdot \sqrt{2 / 3}=0.8164 \varphi_{\mathrm{m}} \tag{6}
\end{equation*}
$$

and the value of this maximum is

$$
\begin{equation*}
\dot{\varphi}_{\max }=\frac{2 \mathrm{v}}{3 \sqrt{3} \alpha_{0}} \cdot \varphi_{\mathrm{m}}^{2}=0.3849 \varphi_{\mathrm{m}}^{2} \cdot \frac{\mathrm{v}}{\alpha_{0}} \tag{7}
\end{equation*}
$$



Fig. I.4. Motion of the image point on the plane $\dot{\theta}=0$. Constant speed

The projection of the image point on the plane $\ddot{\theta}=0$ follows a path like the represented on fig. I. 4 .

Under the same conditions, since

$$
v_{\theta}=v \frac{r_{m}}{r}
$$

we have

$$
\begin{equation*}
\dot{\theta}=\frac{v}{x_{0} \varphi_{m}} \varphi^{2} \tag{8}
\end{equation*}
$$



Fig. I.5. Tridimensional motion of the image point.

Eq. (8) indicates that the motion of the image point on the plane $\dot{\varphi}=0$ is a parabola, ánd fig. I.5. show the tridimensional nature of the motion.

## I.3. STATES AND DECISIONS

:
For every value of the radial distence to the target vehicle $r$, that is for every value of $\varphi$, we shall now try to construct plausible decision-making process, which we can interpret by means of a diagram in the phase-space ( $\dot{\theta}, \dot{\varphi}$ ), so as to indicate the action to be taken in order to keep control


Fig. I.6. Fundanental actions.

If the image point lies in area 1 of fig. I. 6. , the value of $\dot{\theta}$ (i.e. the value of the transverse velocity) is greater than certain limit (this value will be specified later on). In that condition it will be appropiate to reduce the transverse component of the velocity by applying a transversal thrust.

If the point image lies in area 2 the value of $\dot{\varphi}$ is less than zero which means that the apparent size of the vehicle is getting smaller, and consequently the man is moving away from it. Therefore it is neccessary for him to apply a radial thrust towards the vehicle.

Note that area 1 overlaps area 2 in the half plane $\dot{\varphi}<0$. However, the analogue simulation, shows that in this region of overlap a human operator will generally prefer to apply transverse, rather than radial, thrust, and consequently we limit area 2 to bounded values of $\dot{\theta}$ outside the area 1.(see fig. I.6. b).

Area 3 (fig. I.6.b).corresponds to a large positive value of $\dot{\varphi}$, implying that the approach is too rapid, with the inherent danger of loss of control or even crash. This area 3 again overlaps area 1 , and as it represents a situation of possible danger which must be avoided at all costs, a human operator will prefer to remedy the situation by applying a radial, rather than a transverse, thrust. (Fig. I.6.c.)

We shall now try to show that if the reaction of the human being is quick enough, and the minimum impulse (a. $\mathrm{t}_{\mathrm{f}}$ ) is below
a certain limit, then the decision diagram of the figure will lead to successful rendezvous.

Calling
$F_{1}$ the transverse thrust,
$F_{2}$ the thrust towards $-\underset{m}{m}$,
$\rightarrow F_{3}$ the thrust towards $+\underset{m}{r}$,
and assuming that they are applied instantaneously and directed without error,
$F_{1}$ must decrease $\dot{\theta}$,
$\mathrm{F}_{2}$ must increase $\dot{\varphi}$,
$\mathrm{F}_{3}$ must decrease $\dot{\varphi}$,
and the motion of the image point on the plane $\varphi=$ constant, after applying the respective thrust, will follow the direction of the arrows in fig. I.?.


Fig. I.7. Initial direction of the image point movement by effect of the thrust.

In fact, the initial motion of the image point (see Appendix ) can be determined by a study of the Taylor's first term for $\dot{\varphi}$ and $\dot{\theta}$

$$
\begin{align*}
& \Delta \dot{\varphi}_{c} \simeq \ddot{\varphi}_{\nu} \Delta t  \tag{10}\\
& \Delta \dot{\theta}_{0} \simeq \ddot{\theta}_{c} \Delta t \tag{111}
\end{align*}
$$

Since

$$
\begin{align*}
& a_{r}=\ddot{r}-\theta^{2} r  \tag{12}\\
& a_{\theta}=r \ddot{\theta}+2 \dot{r} \dot{\theta} \tag{13}
\end{align*}
$$

expresing $r$ and its derivatives as a function of $\varphi$, we obtain

$$
\begin{align*}
& \Delta \dot{\varphi}_{0} \simeq\left(\frac{2 \dot{\varphi}_{0}^{2}}{\varphi_{0}}-\varphi_{0} \dot{\theta}_{c}^{2}-a_{r} \frac{\varphi_{0}^{2}}{\alpha_{0}}\right) \Delta t  \tag{14}\\
& \Delta \dot{\theta}_{c} \simeq\left(\frac{2 \dot{\varphi}_{c} \dot{\theta}_{c}}{\varphi_{0}}+\frac{\varphi}{\alpha_{c}} a_{\theta}\right) \Delta t \tag{15}
\end{align*}
$$

If $a_{r}=a_{e}=0$, the remainder terms would detail the motion of the image point for operator's constant velocity (comprobate in fig.I. 5.). A thrust applied according to the position of the inage point on the phase-space decision diagram, would imply the displacements sketohed in fis.I. 8


Fig. I. 8. Effect of the thrust

We observe from fig. I.8. that whatever the initial position of the image point, the corresponding sequence of actions would ultimately cause the man to approach the vehicle.

In a real situation, we can expect there to be two further regions, 4 and 5 , as shown in fig I.9., because if the point image lies persistertly in one of these areas the human being


Fig.I.9. Decision diagram would try to improve the control of the process, as there is nothing else urgent to do. Area 5 corresponds to a very slow approach ( $\dot{\varphi}$ small and possitive). A persistence in this area would be followed by a thrust towards the vehicle. A situation in area 4 implies that the transverse component of the velocity is still quite high althoush within reasonable bounds. A transverse thrust would be useful if the image point stays long within this area.

Area 5 has precedence over 4 because, if the model is to be realistic it must avoid the possibilities of oscillations or loops. These would happen if after applying an action (i.e. a thrust) the free motion of the image point reproduced the initial conditions. Of course this situation depends largely on the reaction
time of the operator and the minimum duration of the thrust, among other parameters. Nevertheless there can be discovered some possibjlities of oscillation:

Let us assume that we take as decision diagram the one


Fig. I. 11. Motion of the image point on the plane of $\dot{\theta}$ and $\dot{\varphi}$


in fig.I. 10., on which are represented the direction of the motion of the inage point after applying the corresponding thrust. Bearing in mind the motion of the image point in the plane of $\dot{\theta}$ and $\dot{\varphi}$ (fig.I.11), we observe that it may cross the borders of such decision diagram in the directions indicated in fig. I.12. by the arrows.

Oscillations can happen, if and only if, one of the directions shown on fig. I.10. is oppossite to that indicated on fig.I.12. after crossing the appropiate boundary.

Therefore oscillations can take place near the following boundaries:

| $1-3$ | $1-4$ | $5-6$ |
| :--- | :--- | :--- |
| $4-3$ | $4-6$ | $2-4$ |
| $6-3$ | $4-5$ | $2-5$ |

Fig.I.13: shows . the directions of free motion (dotted arrows) and effect of $\quad$ thrust at the boundaries susceptible to oscillations.


Fig.I.13. Boundaries svsceptible to oscillations

However, those oscillations which take place in the half plane : will either end up as rendezvous, because the operator would be always approaching to the vehicle, or will cease.

Having that in mind it remains only to study possible oscillations 2-4 and 2-5. The latter one will not arise if the radial thrust $F_{2}$ is continued (in the region 5) until a recognizable positive approach velocity ( $\varphi$ ) is achieved. (see flow-chart), but oscillation $2-4$ may still. occur, which is why region 5 is allowed to override region 4.

Note that any model trying to simulate intelligent behaviour should avoid situations like the oscillation which could happen around the border 2-4. If it happened, since $\dot{\varphi}$ is very small the man would continucusty be applying transverse and radial thrust in a successive sequence, but would always remain at nearly the same distance from the vehicle. Although he might at first do this, he would ultimately try some other strategy.

A decision diagram without this inconvenience is the one of fig.I.9. in which area 5 overrides area 4 . This diagram has been the one used in the present study. In area 6 no action j.s called for.

It remains a particularly hard problem to determine plausible boundaries of each one of the decision diagram areas for every value of $\varphi$, (i.e. for all the distances from the parent vehicle).

## I.4. DECISION BOUNDARIES

Let us call (see fig. I. 14.)
$B_{\dot{\theta}}$ to the upper boundary for $\dot{\theta}$
$\mathrm{b}_{\dot{\theta}}$ to the lower.$" \mathrm{\|} \dot{\theta}$
B $\dot{\varphi}$ to the upper boundary for $\dot{\varphi}$
bi to the lower
" "


Fig.I.14. Boundaries

We note that at $\varphi \rightarrow 0$, i.e. $r \rightarrow \infty$, all the boundary limits must tend to zero, since they must correspond to finite velocities.

The easiest model would be then based on boundary limits which increase
with $\varphi$, reaching: the greatest values at the rendezvous distance. This seems logical, and agrees well enough with what has been observed in the analog experiments. Accordingly it seems natural, as a first suggestion, to devise a model with boundaries linearly.increasing with $\varphi$ (fig.I.15.).


Fig. I.15. Linearly increasing boundaries

## I.4.1. Boundaries for $\dot{\varphi}$

: An obvious choice might. be a boundary function of $\varphi^{\text {n }}$

$$
\begin{equation*}
\mathrm{B}_{\dot{\varphi}}=\mathrm{K} \cdot \varphi^{\mathrm{n}} \tag{16}
\end{equation*}
$$

Unfortunately the simple relation $n=1$, (i.e. the linear boundary), with

$$
\begin{equation*}
B_{\dot{\varphi}}=\frac{v_{0} \cdot \varphi}{r_{0}} \tag{17}
\end{equation*}
$$

does not seem to suffice.
To try to explain why, let us consider a trivial condition of a purely radial approach with continuous deceleration to zero velocity at zero radial distance. Then

$$
\begin{align*}
\dot{\mathbf{r}}^{2} & =2 a r  \tag{18}\\
\dot{\varphi}^{2} & =2 a \varphi^{3} / \alpha_{0} \tag{19}
\end{align*}
$$

If $\dot{r}=v_{0}$ at $r=r_{o}$, which is the limiting rendezvous condition, then $a=v_{0}^{2} / 2 r_{0}=v_{0}^{2} \cdot \varphi_{0} / 2 \alpha_{0}$, and

$$
\begin{equation*}
\dot{\varphi}=\frac{\mathrm{v}_{0}^{2} \cdot \varphi_{0}}{\alpha_{0}^{2}} \cdot \varphi^{3 / 2} \tag{20}
\end{equation*}
$$

The limit variation linear with $\varphi$ (eq.(17)) is seen to imply' a larger $\dot{\varphi}$ without the existence of a decision to apply a thrust. Consequently, the variation in proportion to $\varphi 3 / 2$ would seem to be preferable, as there would be little dispute, in the example cited, that the constant deceleration would be a "natural", if idealized, human strategy. Further, it seems reasonable to relate the values of $v_{0}$ to $r_{0}$, so as to imply (on the above basis) a realistic and acceptable value of deceleration: shat is, we assume a relation

$$
\begin{equation*}
v_{o}^{2}=2 a r_{0} \tag{21}
\end{equation*}
$$

According to these considerations it seems convenient ; and realistic to define our boundary $B_{\varphi}$ as

$$
B_{\dot{\varphi}}^{2}=f_{1} \cdot \frac{v_{0}^{2} \cdot \varphi_{0}}{\alpha_{0}^{2}} \cdot \varphi^{3} \quad\left(f_{1} \text { is a factor, } 0<f_{1}<1\right)
$$

Notice that the fact that $B_{\dot{\varphi}}$ depends on the values of a and $v_{0}$ is sjognificant, as it can be interpreted in the sense that the man knows "a priori" these values ( $a$ and $v_{0}$ ), and he will act with more or less caution depending on that knowledge.

The boundary $b_{\dot{\varphi}}$ defining area 5 may be stated as having the same form that the prececing $B_{\dot{\varphi}}$, but with a different value of the factor $f_{1}$, which can be a data paraneter of the program. In fact our calculations have been made with $f_{1}=1 / 2$ for $B_{\dot{\varphi}}$ and with the value $f_{q}=1 / 3$ for the function $b_{\dot{4}}$.

## I.4.2. Boundaries for $\dot{\theta}$

As we have said before, the easiest and quickest way to control the transverse motion is to reduce $\dot{\theta}$ substantially, right from the beginning of the rendezvous manoeuvre. However the nearer the man comes to the vehicle, the greater will be his tolerance for $\dot{\theta}$.

In our model the boundary $B_{\theta}$ has been chosen linearly increasing with $\varphi$, and with a maximum value:

$$
f_{2} \cdot v_{0} / r_{0}
$$

(which corresponds to a transverse velocity of $f_{2} \cdot v_{0}$ at the rendezvous distance). $f_{2}$ is a factor $0<f_{2}<1$, but studies have shown that the choice of $f_{2}$ close to unity lead to unrealistic situations, and the results quoted here have been taken with $\mathrm{f}_{2}=0.1$.

The limit for immediate correction of $\dot{\theta}$ (i.e. $B_{\dot{\theta}}$ ) has to coincide with the preceding one in both limiting conditions $\varphi=0$ and $\varphi=\alpha_{0} \cdot r_{0}$, and it must be greater than $b_{\dot{\theta}}$ in all other conditions. There are many functions accomplishing this After many trials, a function of the form $K . \sqrt{\varphi}$ has been accepted as answering well enough for the case. Then

$$
\begin{equation*}
B_{\dot{\theta}}=f_{2} \frac{v_{0}}{\sqrt{\alpha_{0} \tau_{0}}} \sqrt{\varphi} \tag{23}
\end{equation*}
$$

Remembering that

$$
\begin{equation*}
b_{\dot{\theta}}=f_{2} \frac{v_{0}}{\alpha_{0}} \cdot \varphi \tag{24}
\end{equation*}
$$

we notice that the difference between $B_{\dot{\theta}}$ and $b_{\dot{\theta}}$ (the width of the area 4) is maximum at $r=4 r_{0}$. In other words, at that distance the indecision margin for controling the transverse component of the velocity is maximun at four times the rendezvous distance: it is difficult to associate any special significance to this precise number, but it represents qualitatively an undoubted effect, as has been observed in the analog simulation.

## I.4.3. Effect of Observational Uncertainties on Decision Boundaries

The differential threshold in the frontal plane refers to the minimum change of the component of angular velocity of an object, at right, angles to the line of sight, which can be detected by a human being. This threshold depends upon the magnitude of the angular speed. When this is zero, the minimum speed which is perceived as motion is called rate threshold in the frontal plane. This depends on the contrast level and on the fixed visual reference.

The definition of rate threshold in depth refers in a similar manner to the minirnum change in the radial speed which can be detected.

Although it has been oiven values of these rate thesholds (ref.1) such as 1 or 2 minutes of arc per second, it must be noticed that these values are perhaps very different in a rendezvous process. On one hand it will depend largely on the particular circuinstances of illumination of the vehicle and the star field which surrounds it, and on the other, it has to be observed that in general both types of motion are present (i.e. radial and transverse) making it more difficult to discriminate either component of motion.

The rate tinresholds appear in our model as lower uncertainty
level for each one of the boundaries specified in the decision ; diagram. Then the lowest value for the functions $B_{\dot{\varphi}}$ and $b_{\dot{\varphi}}$ would be $\Theta_{\text {or }}$, the radial rate theshold, and for the functions $B_{\dot{\theta}}$ and $b_{\Theta}$ would be $\theta_{o t}$, the transverse rate threshold.

Both rate thresholds are considered as data parameters in the program, so that their individual effect could be studied.

## I.5. REACTION TIME

;
By the term reaction time we include the period from the instant the man first observes a particular situation to the instant he takes the corresponding action (whether it is to apply a thrust, or to wait).

As can be anticipated, the problem of determining the reaction time corresponding to any situation is highly difficult, since it depends largely of what has happened inmediately before, and on peculiar characteristics of any human response, such as training, momentary distractions, etc: With the idea of formulating it in some way, it has been assumed that the time involved in taking a decision leading to a thrust is of the form:

$$
\begin{equation*}
t=t_{0} e^{-K} a \delta \tag{25}
\end{equation*}
$$

where
$t_{0}$ is the maximum decision time,
$\delta$ is a parameter associated with the angular velocity concerned with the decision ( $\dot{\theta}$ or $\dot{\varphi}$ )
and $K_{a}$ is a constant related to the ability of the operator.

Obviously the reaction time is positive, and equally
obviously, it will decrease with training, or decrease due to the certainty attached to the observation; the formula suggested appears to be a convenient way of including these effects.

To avoid the inconvenience represented by the different
range of $\dot{\varphi}$ and $\dot{\theta}$, the variable $\delta$ has been normalized, so that its value is 1 for the maximum permitted values of $\dot{\varphi}$ and $\dot{\theta}$ at the rendezvous distance. As these values are $v_{0} / r_{0}$ for $\dot{\theta}$ and $v_{0} . \alpha_{0} / r_{0}^{2}$ for $\dot{\varphi}, \delta$ is either


The time involved in a waiting decision is called $t w d$ and a fixed value is generally assumed. Since the decision to wait does not involve any physical preparation, and is usually made in a sequence of such decisions, there is good reason to presume that this time $t_{w d}$ is less than $t_{0}$.

The parameters $t_{0}, K_{a}$ and $t_{w d}$ form part of the data parameters of the program.

## I.6. APPLICATION OF THRUST

As we have mentioned earlier it is assumed that the acceleration is applied during a number of discrete intervals of time, whose length is $t_{f}$, so that the impulse applied will be always integer multiple of ( $\mathrm{a}_{\mathrm{f}}^{\mathrm{f}} \mathrm{f}$ ), which is the "quantum" impulse.

The effect of applying a force is simulated by calculating the position of the image point then apply a "quantum" of impulse repeating this procedure until the decision program indicates that other action should be taken.

The aiming error committed by the operator is stmulated by randomizing the components of a unit vector in the direction the thrust is intended to be applied. This gives another direction in which the real thrust will act, (i.e. if the thrust is desired to be applied in the direction of the unit vector $\underset{m}{u}$, it will be in fact applied in the direction of $(\underset{m}{u}+\mathcal{R})$, where $\mathbb{p}$ is a random vector. The standard deviation used to randomize the components of the unit vector is a data parameter to the simulation taking account of the errors of implementation.

## I.6.1. Limitation of the product $a . t_{f}$

The minimum amount of impulse applied to the man is proportional to a. $t_{f}$ ( $a$ is acceleration and $t_{f}$ is minimum thrust time). Associated with the "quantum" impulse is the increment of velocity $\Delta v=a . t_{f}$. Therefore $v_{o}$ has to be determined so that its value is higher thanthis minimum difference between discrete levels of speed.

## I.7. THE PROGRAM

Flow-chart (See Fig.I.16.).
If the man is not in rendezvous condition the subroutine Image (b) calculates the variables $\varphi, \dot{\varphi}$ and $\dot{\theta}$ and randomizos them to take account of the errors of observation.

Following this is calculated (c) the time spent to take the next decision, which of course will depend on the new values of $\varphi, \dot{\varphi}$ and $\dot{\theta}$.

In the next step (d) the position and attitude of the man is updated to the instant he is going to take an action: This. action is determined by the subroutine (f) with aid of the data provided by (e).

There are seven different exits of this subroutine decision: Exit 1. It has been decided to apply a thrust in the transverse direction, so as to cancel the transverse component of velocity, that is to decrease $|\dot{\theta}|$ :

The thrust is applied for a discrete time $t_{f}$ (minimum duration of the thrust), and position and velocity of the man are updated (h), new values of $\varphi, \dot{\varphi}$ and $\dot{\theta}$ are calculated (i) and it is tested (j) whether not more thrust has to be applied. This branch simulates the fact that the operator applies thrust until he judges it is no longer neccessary.

Exit 2. This branch is similar to 1 except that the thrust being applied is that required to approach the vehicle (i.e. towards - $\underset{\sim}{r}$ ).

Fig.I.16. FLOW-CHART OF THE PROGRAM


Exit 3. Here the thrust is applied to recede, that is towards $+r$. ;
Exit 4. Sometimes an action is not taken as soon as possible, as it would be in the three preceding cases. After a close observation, an action which is not absolutely neccessary but merely convenient would be taken to improve the process. This decision 4 means really that there is a small component of tranverse velocity. If nothing more important to do arises it will be followed by a jump to the branch 1 , but only after passing several times consecutively through this branch 4, as is indicated by a counter 4 (k).

Exit 5. Similar considerations apply as for branch 4 with the difference that it is associated with a jump to'branch 2 instead of to branch 1. Decision 5 means that although the man is approaching the vehicle, the motion is too slow.

Notice that both counters 4 and 5 are cleared in every branch except in those in which they are updated.

Exit 6. The process seems to be controlled. The man decides to wait.

Exit 7. This means that virtually the rendeavous condition has been reached. This decision has been inserted only to provide an exit of the preceding branches in case of eventual rendezvous.

The conditions to take each of these decisions are (see fig.I.14.) :

## Decision

Conditions

$$
\begin{array}{ll}
1 & \left(\dot{\varphi}<B_{\dot{\varphi}}\right) \cdot \text { AND }\left(\dot{\theta}>B_{\dot{\theta}}\right) \\
2 & (\dot{\varphi}<0) \cdot \operatorname{AND} \cdot\left(\dot{\theta}>B_{\dot{\theta}}\right) \\
3 & \left(\dot{\varphi}>B_{\dot{\varphi}}\right) \\
4 & \left(\dot{\varphi}<B_{\dot{\varphi}}\right) \cdot \text { AND } \cdot\left(\dot{\varphi}>b_{\dot{\varphi}}\right) \cdot \text { AND } \cdot\left(\dot{\theta}>b_{\dot{\theta}}\right) \cdot \text { AND } \cdot\left(\dot{\theta}<B_{\dot{\theta}}\right) \\
5 & (\dot{\varphi}>0) \cdot \text { AND }\left(\dot{\varphi}<b_{\dot{\varphi}}\right) \cdot \operatorname{AND} \cdot\left(\dot{\theta}<B_{\dot{\theta}}\right) \\
6 & \left(\dot{\varphi}<B_{\dot{\varphi}}\right) \cdot \text { AND } \cdot\left(\dot{\varphi}>b_{\dot{\varphi}}\right) \cdot \operatorname{AND} \cdot\left(\dot{\theta}<b_{\dot{\theta}}\right) \\
7 & \left(\varphi>\alpha_{0} / r_{o}\right)
\end{array}
$$

and the corresponding flow-chart is squetched in fig.I. 17.


Fig.I.17. Decision Flow-Chart
II.1. Introduction
II.2. Target Trace
II.3. Star Field
II.4. Equations of Motion
II.5. Control Voltages
II.6. Oscilloscope Display
II.7. Presentation of Non-Visual Data

It is the intention of the experiment described here to assess the performance of a human operator in controlling a system which has certain similarities with the rendezvous manoeuvre in deep space.

The operator is presented with a display on an oscilloscope representing:

1) a target, the size of its image on the scope being adjusted to represent the true angular size of the spacecraft, as it would appear during rendezvous, and its centre being at the centre of the scope, and
2) a star "background" adequately represented by three moving spots of light on the scope, having the same relative angular motion at the operator's position with respect to the (fixed) target centre, as the target would have relative to the star background in rendezvous.

The simulation is of course carried out in a true time scale. The unit of length corresponding to 1 volt is, by definition, the rendezvous distance $r_{0}$.

No derived physical quantities involved in the simulation
need to introduce a mass unit. ;

Since the target is fixed in the scope and the star field moves, the frame of reference is as if the astronaut keeps his body orientation fixed relative to the line of sight.

As an initial objective, it is suggested that we imagine he also keeps his body orientation fixed with respect the apparent plane of motion of the target so that the direction of motion of the star field is fixed, (for instance, horizontally on the scope). In order to provide a continuous moving reference, any star reaching the edge of the scope would need to be reinjected into the field of view at the opposite edge.
-- Consistent with this limited objective, the operator is given a control mechanism which, by means of the simulation, appears to consist of reaction thrusts either
-- in radial, direction, towards or away from the target vehicle, or
-- in transverse direction, i.e. at right angles of the line of sight, causing the apparent motion of target relative to star background.

We shall now describe the components of the simulation in detail. Of these components only the generation of the visual presentation calls for a certain amount of ingenuity (i.e. the Target Trace Generation, the Star Field Presentation and the Scope Display).

## II.2. TARGET TRACE

To represent the target we choose a figure-of-eight rather than a circle, as the former provides meaningful information even when the scale of angular magnification is such that only part of the figure-of-eight can be contained on the scope display: thus at closest approach the figure of eight would consist of two diagonal lines across the screen, intersecting at the centre.

This could be generated by a signal voltage

$$
\begin{aligned}
& x_{0}=R_{0}(t) \sin \omega t \\
& y_{0}=R_{0}(t) \sin \omega t \cdot \cos \omega t
\end{aligned}
$$

where i is a frequency high enough that, to the eye, the figure appears continuous, and where $R_{0}(t)$ is generated to provide the appropiate angular size of image, to the operator.

An electronic resolver could be used in the polar-to-rectangular resolution mode, with continuous rotation circuitry, and with a fixed voltage input to provide the appropiate $w$, and a variable voltage $R_{0}(t)$ as input. This would provide output values of $-R_{0} \sin \omega t, R_{o} \cos \omega t$ and Usin $\omega t$ volts ( $U=$ voltage corresponding to 1 M.U.): The two latter could be passed to a multiplier to produce - $R_{0} \sin \omega t . \cos \omega t$ and consequently the values of $-x_{0}$ and $-y_{0}$ obtained for the scope display, from the single variable voltage $R_{0}(t)$. A proper adjustment of the
time constant of the resolver's integrator can give a value of w near 50 cps . which is adequate for the purpose.

Although this arrangement has proved to work perfectly well, it.has some disadvantages: in the particular instalation the resolvers have a lower reliability than the rest of the equipment, and there are "teeth" accompanying the output wave, in continuous mode, at this frequency.

For these reasons it was judged better to build an oscillator without using resolvers:

The basic idea is to get a sinusoidal function of frequency $w$ from a solution of the second order differential equation

$$
y^{\prime \prime}+w^{2} y=0
$$

but as in any practical case the amplitude would decrease with time, due to damping resulting from capacitor $\quad .$. . leakage and the integrator's input-resistor - . This damping can however be compensated by designing into the circuit a negative damping so that the differential equation to be solved is apparently

$$
y^{\prime \prime}-2 \sigma y+\omega^{2} y=0
$$

This has been found to be a perfectly satisfactory expedient to overcome the difficulty, and the selection of the appropiate value of $\sigma$ to elininate the inherent damping is not difficult.

The circuit to generate the sinusoidal wave is shown in fig.II.1, and it has been used to generate frequencies near 100 cps .


Fig.II.1. Amplitude constant sinusoidal oscillator
(Observe that the time constant of the two integrators has to be 0.1 secs.). The circuit provides both sin $\omega t$ and coswt and with the aid of multipliers we generate the functions $R_{o}$ sinwt and $R_{o}$ sinut. coswt to provide the required target trace.

The potentiometer $P$ in fig.II.1. is continucusly adjustable by hand setting, and a suitable setting is obtained by observing the effect of applying a voltage from themain loop to the Y-plates of an oscilloscope. In practise, values of $f$ corresponding to $0.01 w$ are found necessary.

## II.3. STAR FIELD

This is represented by three moving spots of light. This limitation on the number of spots is only dependent on the avalability of equipment.

The problem of providing such a display can conveniently be divided into three parts:
a) Generate the stars apparent speed. The position of the star image (as distinct from its motion) i.s of little importance.
b) When any star reaches either the right or the left edge of the oscilloscope screen that star and only that one must be re--injected onto the screen at the opposite edge.
c) The stars and the target trace must be displayed on the single bean oscilloscope.

We shall explain steps a) and b) in this parragraph, leaving c) to be discussed in paragraph II. 6.
a) The apparent speed of the stars $\dot{x}_{i}$ will be proportional to $\dot{\theta}$, angular velocity of the rendezvous subject relative to the target, which is generated when solving the equations of motion (see parragraph II.4.). An integration of $-\dot{x}_{i}$ will give the position of the stars, and the coefficient of proportionality between $\dot{x}_{i}$ and $\dot{\theta}$ can be selected by use of a potentiometer.
b) Calling $\pm v_{e}$ the voltages corresponding to the edges of the
scope's screen, re-injection implies that if $\left|x_{i}\right|>\left|V_{e}\right|$, then $-2\left|V_{e}\right| \operatorname{sgn}\left(x_{i}\right)$ must be added "instantaneously" to $x_{i}$.

As this is not a periodic function in the normal sense (since the variation of $x_{i}$ is not expressible in formal terms), there is no transfer function description of it.

The effect is achieved with sufficient accuracy by testing the conditions $x_{i}>V_{e}$, or $x_{i}<-V_{e}$, by two comparators; they are used to drive a relay so as to add a large voltage to $\mathrm{x}_{\mathrm{i}}$ of the sign needed to decrease the absolute value of $x_{i}$, and at the same time to change the comparation levei effected by the comparator, as we shall now explain:

The circuit used is shown in fig.II.2. The value of the


Fig.II.2. Star re-injection circuit
voltage needed to reach the edge, $V_{e}$, is here 21 volts. If $|x|<21$ volts, neither of the two comparators (M1 and M6) will be actuated, and the arms of both relays will be connected to ground voltage. Further $x$ is the only input voltage to the integrator (providing $-x$ ).

If $x$ increases and reaches +21 volts, comparator M1 will switch and actuate the arm of relay M1J to the + position, connecting - 40 volts to the input. of the integrator (which consequently will rapidly increase the value of $-x$, and at the same time the voltage to be compared with $x$ by the comparator M1 is changed to $-40+21=-19$ volts, consequently this will stay in the + position only until $x$ drops below - 19 volts, When it will revert once more to the normal position (outputting ground zero voltage). Therefore the variation of $x$ reverts to the integration of $\mathbf{x}$.

If $x$ decreases and reaches -21 volts, a similar situation (with opposite polarity) will happen with comparator M6 and relay M6J interacting in a similar manner with the integrator for x .

The time needed for the voltage $x$ to change sign is of the same order as the relay switching time ( 1.5 msec.$)$.

As the motion of the star background is constrained to represent apparent motion in a plane, the ordinate of each star is a constant. This constant voltage is easily obtained by means of a potentiometer.

## II.4. EQUATIONS OF MOTTON

If $r$ is the radial distance of the target, and $d_{o}$ its diameter, its apparent size (represented by $R_{o}$ ) would be proportional to arctan $\left(d_{0} / 2 r\right)$. This function could be generated (from $r$ ) by use of an electronic resolver. However for $r \gg d_{0}$, evidently $\arctan \left(d_{0} / 2 r\right) \simeq d_{0} / 2 r$, and for smaller values of $r$ the field of view of the target is in any case restricted in our simulation, so that it is adequate to regard $R_{0}$ as inversely proportional to $r$ (the constant of proportionality being chosen according to the values of $d_{0}$. and the distance between the oscilloscope screen and the observer).

The problem of representing the motion consists essentially therefore of the generation of values for $r$ and $\dot{\theta}$ from the voltages $a_{r}$ and $a_{\theta}$ representing the radial and tangential accelerations. This can be done by solving the pair of differential equations

$$
\begin{aligned}
& \ddot{r}=a_{r}+v_{\theta} \cdot \dot{\theta} \\
& \frac{d}{d t}\left(r v_{\theta}\right)=r a_{\theta}
\end{aligned}
$$

for $r$ and $v_{\theta}=r \dot{\theta}$, subject to the initial conditions that $r=r_{i}, \dot{r}=\dot{r}_{i}$, and $v_{\theta}=v_{\Theta i}$ at time $t=0$.

The method of solution employing quarter square diode multipliers, in our simulation is represented in the circuit of fig. II. 3.


Fig. II.3. Equations of Motion

Two considerations are paramount: The voltages must be kept as high as possible to the inputs of the multipliers and to the denominators of those multipliers used as dividers; but the voltages must nowhere exceed 100 volts which would overload the amplifiers. In designing the circuit shown, it is supposed that the values of r will be in the range from 1 to 100 volts ard that the velocity component $v_{\theta}$ does not exceed 10 volts.

## II.5. CONTROL VOLTAGES

Ideally the control voltages (for $a_{r}$ and $a_{\theta}$ ) would best be supplied from a hand-held control unit provided for the operator. However in the simulation we have conducted, two hand operated 3-pole switches (on the PACE console) have been used to provide a "bang-bang" control voltage, separately representing $a_{r}$ or $a_{\theta}$, without attempting to introduce the element of human error in directing the acceleration vector. With the time scaling used in the integration, values of $a_{r}$ and $a_{\theta}$ of about 1 volt are suitable. Fig.II. 4 shows the connections of the 3-pole switches.



Fig.II.1. Control Voltages

## II. 6. OSCILLOSCOPE DISPLAY

To represent adequately on the simgle beam scope the target and the three stars forming the backeround, it was decided to use a chopped signal alternating rapidly between the voltages representing the target trace $\left(x_{0}, y_{0}\right)$, and the spot position of the $i-t h$ star (represented by $x_{i}, y_{i}$ ).

The values of $y_{i}$ are constants and $\dot{x}_{i}$ is independent of $i$ (see parragraph II.3.). The variation of $x_{0}, y_{o}$ has been discussed in para.II.2.

By suitable choice of the chopping signal we.can provide the appearance of four separate signals and four separate beams.
-- The PACE equipment has repetitive cycling operation facilities which allow this chopping to be done. This equipnent produces a rectangular wave output in which the duration at the high and low levels can be adjusted digitally to values between 99.9 msec. and $0.1 \mathrm{msec} .$, in steps of 0.1 msec . There are two independent rectangular wave generators of this kind providing the voltages that we are calling $A$ and $B$ (fig.II.5). The complements $\bar{A}$ and $\bar{B}$ are also available.
$\cdot$


Fig.II.5. Rectangular waves $A$ and $B$

By means of these voltages $A$ and $B$ and four AND gates we can have the four logic signals $A B, A \bar{B}, \bar{A} B$, and $\bar{A} \bar{B}$, which can drive D/A switches, so as to provide the required signal, as in fig.II.6. $S$ are $D / A$ switches, closed when the indicated logic signal is TRUE, and opened if it is in FALSE condition.


Fig.II.6. Chopping Process

A prover setting of the time the voltages $A$ and $B$ are in TRUE and in FALSE condition (that is, the values of $x_{a}, x_{a}^{\prime}, x_{b}$ and $x_{b}^{\prime}$ in fig.II.5) enables both apparent image continuity and brightness to be adjusted.

The mean time that $A$ is TRUE during one unit of time, (or the probability of $A$ being rave), is

$$
p(A)=\frac{x_{a}}{x_{a}+x_{a}^{\prime}}
$$

and reasoning similarly

$$
p(B)=\frac{x_{b}}{x_{b}+x_{b}^{\prime}}, \quad p(\bar{A})=\frac{x_{a}^{\prime}}{x_{a}+x_{a}^{\prime}} \text { and } p(\bar{B})=\frac{x_{b}^{\prime}}{x_{b}+x_{b}^{\prime}}
$$

In the same way, the chopping signal $A B$ is TRUE the following fraction of time

$$
p(A B)=\frac{x_{a}}{x_{a}+x_{a}^{\prime}} \cdot \frac{x_{b}}{x_{b}+x_{b}^{\prime}}
$$

with similar relations for the other three signals $\bar{A} B, A \bar{B}, \bar{A} \bar{B}$.

These probabilities are related to the brightnèss of the' image associated with each logic signal. However since

$$
\frac{p(A B)}{p(\bar{A} B)}=\frac{p(\overline{A B})}{p(\bar{A} \bar{B})}
$$

it is not possible to arrange for the three star images to have the same brightness, unless the target brightness is also the same as that of the stars. Similarly if the target is to be much
brighter than the stars, one of the stars has to be brighter ; than the two others. Choosing for instance the following values, which by observation have been found appropiate:

$$
\begin{array}{ll}
x_{a}=11.0 \mathrm{msec} . & x_{a}^{\prime}=29.9 \mathrm{msec} . \\
x_{b}=1.1 \mathrm{msec} . & x_{b}^{\prime}=10.1 \mathrm{msec} .
\end{array}
$$

the relative luminance of the star images are in the ratio $1: 2.54: 9.35$, and 25.3 that of the target.

The continuity of the images is obviously related to the absolute time scale of the chopping process.

## II.7. PRESENTATION OF NON-VISUAL DATA

The simulation has been provided with means of recording parameters such as the elapsed time and the fuel consumption (in terms of the irnpulse). It has also been found useful to provide a visual signal to the operator showing when the rendezvous is achieved, and whether or not it was successful.

## II.7.1. Fuel Consumption

The output voltage of an integrator is used to represent the fuel consumed (in arbitrary units) or, what is the same thing, the total impulse applied. The input to the integrator is the absolute value of any acceleration (either radial or transverse) applied during the process. This can be checked by observing the outputs of the suming anplifiers used to determine the moduli, and remedied by adjustment of the potentiometers $P$ and $P^{\prime}($ see fig.II.7).


Fig.II.7. Fuel Indicator
II.7.2. Clock
;
This is an integrator whose constant input is switched off when rendezvous is achieved, thus recording the duration of the manoeuvre.
$-1$


Fig.II.8. Clock

## II.7.3. Rendezvous Indicator

When the variable $r$ is less than $r_{o}$ (rendezvous distance), the figure-of-eight appearance of the target is changed. Provided the manoeuvre is succesful, (i.e. the arrival speed is lower than $v_{0}$ ), the target appearance becomes an ellipse. However, should this not be the condition (i.e. the arrival can be interpreted as a "crash"), the target figure will turn into an inclined line (fig.II.9.)


Normal


Succesful Rendezvous

"Crash"

Fig.II.9. Screen Display


Fig.II.10. Distance and Velocity Tests

If $r<r_{0}$ (fjg.II.10.), comparator M8 drive relays M8J and M8K to the + condition and it will remain clamped (notice + of M8J connected to ground voltage). Then if comparator M5 (which is testing the condition $v>v_{0}$ ) is in the TRUE state, $y_{0}$ will be proportional to sinwt, and both $x_{0}$ and $y_{0}$ will have the same phase (thus generatingastraight line on the screen). On the other hand if $v<V_{0}$, the relay M5J is connected to the negative terminal, and $y_{0}$ is proportional to coswt, causing the figure on the screen to become an ellipse symmetrical with respect to the $x, y$ axes.
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## III. 1. INTRODUCTION

In the next paragraphs we shall attempt to determine the effect (on the process) : of both specific variables of the manoeuvre and specific variables of the human operator:

- Initial angle of operators'velocity with the line of sight
- Size of the target
- Initial velocity of the operator relative to the target.
- Acceleration.
- Initial distance of the operator from the target.
- Rate thresholds (see parr. 1.4.3.)
- Human errors (i.e. errors of visual observation and error committed inaiming the thrust, each represented by its corresponding standard deviation, for we assume they are normally distributed).
- Maximum reaction time of the operator (by convention this includes observation, decision, alignement of thruster and thrust initiation).
- Minimum duration of the impulse (level of uncertainty of the on-off thrust time).

The most important characteristics of the manoeuvre can be reduced to: a) Impulse consumption (product acceleratio:: by time
of application) ,... Which is directly proportional to the
:
amount of fuel used, b) Time employed in the whole process, and
c) The ratio $\rho$ of the Total time to the time the impulse has
been applied, i.e. total time /action time. We can regard this
as a measure of the facility of the manoeuvre, since if the
ratio is large, then for most of the time there is no need for
action by the man. Clearly (a) is a measure of how costly, (b) how
quick, and (c) how easy; the process appears.
The standard deviation of these parameters with respect to their mean are likewise of importance: they measure the variability of these qualities in respect to a single manoeuvre. However it should be noted that these deviations are caused solely by the simulated human errors of observation and implementation, because without those the strategy of each manoeuvre with prescribed initial conditions would be identical.

## III.2. INITIAL ANGLE

As in any case the manoeuvre consists of reducing substantially the transverse component of the initial velocity (i.e. $v_{i} \sin \beta$ ) and similarly, but separately, the radial component (i.e. $\mathrm{v}_{\mathrm{i}} \cos B$ ), we may expect that the Impulse consumption is proportional to $|\sin \beta|+|\cos B|$; or in other words to $|\cos (B-\pi / 4)|$. This reaches a maximum value for initial velocities having the same transverse and radial. components.

Fig.III.3. shows a polar diagram of the Impulse' consumption versus the initial angle (of the operator's velocity with the line of sight) for two different values of this initial velocity $\mathrm{v}_{\mathrm{i}}=1$, and $\mathrm{v}_{\mathrm{i}}=5$. We can see that the results fit reasonably with the expectation mentioned above.

The indentations at $B=0$ and $B=\pi$ are easily explained, for the manoeuvre would be made easier under such a particular circumstance. The peaks in the curve corresponding to $v_{i}=5$ for values of $B$ around $50^{\circ}$ are due to the fact that the transverse component of the velocity has not been eradicated before the operator has passed by the target for a first time, ${ }^{(r)}$ consequently he has to reverse a receding radial component. Note that the same effect is not shown at the lower velocity
(*) an effect that we shall call "fly-past".

## III. 3. SIZE OF THE TARGET

Table III.3. shows the value of the Total time and Impulse consumption for different target sizes ( $\alpha_{0}$ ), and for different initial velocities $\left(v_{i}\right)$. As could be expected there is no apparent influence of the target size on the manoeuvre.

## III.4. ACCELERATIOA

Fig.III.2. shows the Impulse consumption versus acceleration for different values of the initial velocity $v_{i}$. The figure suggests the existence of a locus of the minimum value of impulse for each initial velocity which has a quite realistic significance as we shall see later. Thus we pressume the existence of an optimum acceleration for each value of $v_{i}$. We have shown in fig.III.3. the mean and confidence interval calculated for different values of $v_{i}$. Note the increasing amplitude of the confidence interval as the acceleration increases, due to the effects of mismanagement of a large acceleration.

## III.5. INITIAL DISTANCE

If $\mathrm{v}_{\mathrm{i}}$ is assumed zero, the time spent in the manoeuvre seems to increase in proportion to $r_{i}^{1 / 2}$. This of course would result if the motion involved only uniform radial acceleration. The Impulse consumption seems, to be a linear function of $r_{i}$. This is shown by figs.III.4. and III.5.

An interesting factis that with zero initial velocity, low accelerations seem to imply a smaller fuel consumption: This trend of reduction in optimal acceleration by reducing $v_{i}$ is also apparent from fig.III. 3 .

In the figs.III.6., III.3. and III.9. the parameter of variation of the curves is the rendezvous distance $r_{0}$ instead of acceleration. Observe the minimum, both of time and impulse, originated from the ocurrence of "fly-past" (see parr.III.2.). The Impulse consumption again varies Iinearly with $r_{i}$ and depends less sensitively than the total time on the ratio ( $r_{i} / r_{0}$ ).

## III.6. RATE THEESHOLDS

Considering the results of fig.III. 10 , we infer that an increase of the rate threshold values, which define the decision process (parr.I.4.3), reduces the variation of impulse with
acceleration. Nevertheless there still remains a range of optimal ! acceleration.

The influence of $\theta_{0}$ (rate thresholds) is more noticeable at low accelerations. Fig. III.12, likewise, showing the effect of $G_{0}$ at low accelerations on the total manoeuvre time, again points to the desirability of a large "dead zone" in the decision strategy.

The operator, of course, who is "hyper-sensitive" to error (i.e. he has a small $\theta_{0}$ ) may wiell, cause more error by over-reacting.
III. 2. MINIMUM IMPULSE DURATION

The fig.III. 13, shows the Impulse consumption versus acceleran tion, for different values of $t_{f}$ (minimum impulse duration). Apparently there is no great influence of this parameter, although the Impulse consumption decreases slightly for low values of $t_{f}$.

It appears that the time spent in the manoeuvre increases roughly with the visual observation error (see fig. III.14). Note that although the Impulse consumption (fig.III.16) does not change much with this unitary error, both standard deviation of impulse and total time (figs. III. 15 and III.17) certainly increase with the observation error.

Fig.- III. 19 suggests that the impulse consumption increases with the error comited at pointing the thrust (implementation error).

## III.9. MAXIMUM REACTION TIME'

The appearance of figs. III. 18 to III. 25 would suggest that'the total manoeuvre time depends almost linearly of the maximum reaction tine of the operator, $t_{o}$, but from values of $t_{o}$ from 6 or 8 secs. upwards, both manoeuvre time and impulse consumption increase rapidly with $t_{0}$.

## III. 10. ANALOG EXPERIMENTS

Experiments have been made varying the relation initial distance to rendezvous distance and the acceleration.

After a sufficient training of the operator so as to familiarize with the manoeuvre, we took 4 samples of each experiment and obtained the results indicated in tables III.1. and III.2., plotted in figs. III. 26 and III.27.

The results were performed with equal initial values of $r_{i}$ and $v_{\theta i}$, condition which seems to be the most unfavourable (see para.III.2). Although we have taken arbitrarily as value of the initial velocity $\mathrm{v}_{\mathrm{i}}=5$, this value pretends in some way, represent an uneasy case. It is not out of logic, then, to consider the circumstance that $\mathrm{v}_{\mathrm{i}}$ is 5 times per second the rendezvous distance $r_{0}$. In any case the value of $v_{i}$ must be the predicted maximum initial velocity in the manoeuvre.

Note in fig. III. 27 the optimum value of acceleration corresponding to minimum fuel consumption. This value depends on the parameter $r_{i}$, but an acceleration of 0.6 times the value of $r_{0}$ per sec ${ }^{2}$, aproximately, seems convenient.

Further, with this value of acceleration, the control of the manoeuvre appears to be easier.
III.11. CONCLUSIONS
'1) The most unfavourable angle (for minimum impulse consumption) of the initial velocity with respect to the line of sight is about $45^{\circ}$ or $50^{\circ}$.
2) Taget size has no apparent influence. on the rendezvous process, assuming that it is large enough to be visible.
3) An optimum acceleration seems to exist for every value of the initial speed. This optimum acceleration increases with the initial speed and the rendezvous distance. Up to velocities of 5 units per second, the optimum is about 0.5 units $/ \mathrm{sec}^{2}$ (a unit being the rendezvous distance, and meaning by this the distance from the parent craft at which rendezvous is deemed to be completed).
4) Statistical deviations in Impulse consumption (i.e. the integral with respect to time of the absolute applied acceleration) increase with acceleration.
5) The impulse consumption seems to be proportional to the initial distance, whereas the total time of the manoeuvre seems to be proportional to the square root of the initial distance. 6) The influence of the Rate Thresholds (which represent the uncertainty levels of human vision -see para.I.4.3-) is most noticeable at low accelerations, whereas it becomes smaller for values of acceleration above the optimum.
;7) The minimum thrust time (which determines the least value of impulse associated with a discrete action) does not have much importance in the process, provided it is a small fraction of the human reaction time (measured from decision to action). 8) An increase in visual observation errars causes an increase in manoeuvre time, although the impulse consumption is not greatly affected. However, the deviations of both time and consumption parameters (about their respective means) increase noticeably with such errors. An increase in the error committed in aiming the thrust seems to imply, an increase in impulse consumption and its deviation.
9) The Impulse consumption is least for values of the maximum reaction time (see para. I.5) in the range from 1 to 5 secs, increasing at smaller values than this, and increasing very rapidly for greater values of the maximum reaction time of the operator. (i.e. "Festina lente").
III.12. SUGGESTIONS FOR FURTGER WORK

Of course it would be highly desirable to provide a simulation of this manoeuvre wi-th 6 degrees of freedom, but it would imply more sophisticated techniques. Perhaps the rotation about the roll axis could be omrited as it rarely would arise (ref.2).

The simulation worl presented herecould, however, be extended in some ways, as we feel it may be interesting:

1) To make a digital program so as to simulate (as close as possible) the analog device, coordinating in that way the two simulations.
2) To admit (in the Analog Simulation) the possibility of comaiting thrust-aiming errors. It might be done either by introducing a random voltage added to both transverse and radial accelerations, or by means of a linear potentiometer (see adjoint fig.) whose arm would be ained as if it was a thruster (thé thrust being then


A possible aiming-error circuit
applied by means of the four-pole switch $S$ ), or by means of ' another similar device.
3) To devise a mathematical model (perhaps a factorial model) able to describe the interaction between different paraneters of the manoeuvre. It would be useful both in making tests of hypothesis about the interactions, main parameters, and in analyzing the variance.
4) To study the effect of the second derivative of the solid angle subtended by the target ( $\bar{\varphi}$ ) with relation to the decisionmaking process in the digital program.
5) To try to achieve rendezvous employing the minimum fuel amount (perhaps waiting until auto-cancellation of the transverse velocity $v_{\theta}$ ), and compare the results with the values obtained if we try to achieve rendezvous in the minimum time.
6) To study the trajectory
7) To devise some sort of "manoeuvre-sequencing" so that we can consider the process in such a way that a complete study of a component of this sequence would permit us to infer what will happen in a completed sequence. For instance:

If we assume that the initial distance is always the unit ; of length, any succesful rendezvous would consist of a displacement of the operator from the spherical surface of radius $r=1$, to the surface of radius $r_{0}$ ( $r_{0}$ is the rendezvous distance, here being $\left.r_{0}<1\right)$. The units of velocity and acceleration would be then related to the injtial conditions of the problem. Any manoeuvre could be considered as a succesion of several such component manoeuvres (each reducing the distance by a factor $r_{o}$ ), However, in this sequence we could lose the physical significance of the process, as the arrival velocity in the n-th step would need to be the initial velocity in the ( $n+1$ )-th step. But as that velocity is unpredictable both in modulus (it can vary from 0 to $v_{0}$, the rendezvous velocity), and direction, we are not able to know the modulus and direction of initial velocity in the ( $\mathrm{n}+1$ )-th step, other than as a probability.

Nevertheless it may be interesting to carry on this study, by considering that both the initial and the final velocity are zero, or near zero.

Another way to sequence the process is by assuming that the initial velocity is unity, and modifying the timescale so that 1 sec. of simulation $=F$ secs in the reality, with the factor $F=$ initial distance/initial velocity. However if we do that, any time dependant variable (e.g. reaction time, acceleration,...etc.), will be related to the initial velocity.


Fig. III. 1 Impulse Consumption versus angle
of the Initial Velocity $\mathrm{v}_{\mathrm{i}}$


Figs. III. 2 and III. 3



Fig.III. 6
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Fig.III. 23


Fig III. 24



| acceleration | 10 | 30 | 50 | 70 | 90 | mean |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | $\begin{array}{r} 92.9 \\ 115.2 \\ 87.6 \\ 137.8 \end{array}$ | $\begin{aligned} & 145.6 \\ & 108.2 \\ & 100.1 \\ & 134.1 \end{aligned}$ | $\begin{array}{r} 135.9 \\ 107.4 \\ 119.2 \\ 99.8 \end{array}$ | $\begin{array}{r} 90.2 \\ 89.9 \\ 84.3 \\ 102.9 \end{array}$ | $\begin{array}{r} 102.1 \\ 80.1 \\ 71.1 \\ 88.1 \end{array}$ |  |
| mean. | 108.37 | 122.0 | 115.57 | 91.8 | 85.35 | 104.62 |
| 0.4 | $\begin{aligned} & 56.1 \\ & 50.8 \\ & 60.5 \\ & 64.2 \end{aligned}$ | $\begin{aligned} & 48.4 \\ & 43.1 \\ & 44.6 \\ & 53.3 \end{aligned}$ | $\begin{aligned} & 51.0 \\ & 49.6 \\ & 51.9 \\ & 56.7 \end{aligned}$ | $\begin{aligned} & 47.2 \\ & 47.8 \\ & 46.0 \\ & 49.6 \end{aligned}$ | $\begin{aligned} & 50.2 \\ & 55.3 \\ & 58.4 \\ & 60.0 \end{aligned}$ |  |
| mean... | 57.9 | 47.4 | 52.3 | 47.6 | 56.0 | 52.23 |
| 0.6 | $\begin{aligned} & 50.4 \\ & 52.6 \\ & 38.5 \\ & 40.7 \end{aligned}$ | $\begin{aligned} & 36.8 \\ & 34.8 \\ & 27.4 \\ & 39.4 \end{aligned}$ | $\begin{aligned} & 32.9 \\ & 37.1 \\ & 37.7 \\ & 28.9 \end{aligned}$ | $\begin{aligned} & 36.3 \\ & 35.4 \\ & 35.6 \\ & 35.1 \end{aligned}$ | $\begin{aligned} & 34.7 \\ & 37.7 \\ & 53.4 \\ & 38.2 \end{aligned}$ |  |
| mean... | 45.5 | 34.6 | 34.1 | 35.6 | 41.0 | 38.18 |
| 0.8 | $\begin{aligned} & 37.3 \\ & 40.3 \\ & 28.2 \\ & 29.8 \end{aligned}$ | $\begin{aligned} & 25.6 \\ & 30.4 \\ & 28.4 \\ & 34.0 \end{aligned}$ | $\begin{aligned} & 25.6 \\ & 27.2 \\ & 26.5 \\ & 26.3 \end{aligned}$ | $\begin{aligned} & 35.4 \\ & 29.6 \\ & 34.3 \\ & 34.8 \end{aligned}$ | $\begin{aligned} & 47.4 \\ & 33.1 \\ & 32.8 \\ & 31.7 \end{aligned}$ |  |
| mean... | 33.9 | 29.6 | 26.4 | 33.5 | 36.2 | 31.93 |
| 1.0 | $\begin{aligned} & 46.4 \\ & 52.9 \\ & 34.0 \\ & 34.3 \end{aligned}$ | $\begin{aligned} & 21.6 \\ & 21.8 \\ & 19.9 \\ & 25.6 \end{aligned}$ | $\begin{aligned} & 41.7 \\ & 27.6 \\ & 34.9 \\ & 26.1 \end{aligned}$ | $\begin{aligned} & 31.1 \\ & 28.7 \\ & 37.2 \\ & 38.7 \end{aligned}$ | $\begin{aligned} & 35.8 \\ & 26.7 \\ & 31.8 \\ & 45.6 \end{aligned}$ |  |
| mean... | 41.9 | 22.2 | 32.6 | 33.9 | 34.9 | 33.12 |
| mean | 57.5 | 51.1 | 52.2 | 48.5 | 50.7 | 52.01 |

## TABLE III.2. Results of 100 analog experiments (Impulse)

| initial distance acceleration | 10 | 30 | 50 | 70 | 90 | mean |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.2$ | $\begin{array}{r} 14.10 \\ 17.52 \\ 14.80 \\ 9.72 \end{array}$ | $\begin{aligned} & 11.98 \\ & 16.66 \\ & 15.65 \\ & 15.00 \end{aligned}$ | $\begin{aligned} & 12.94 \\ & 13.42 \\ & 11.50 \\ & 11.89 \end{aligned}$ | $\begin{aligned} & 10.85 \\ & 11.45 \\ & 11.59 \\ & 11.47 \end{aligned}$ | $\begin{gathered} 10.74 \\ 11.42 \\ 9.1 .4 \\ 12.62 \end{gathered}$ |  |
| mean | 14.03 | 14.82 | 12.44 | 11.34 | 10.92 | 12.71 |
| $0.4$ | $\begin{aligned} & 13.58 \\ & 13.94 \\ & 11.40 \\ & 13.32 \end{aligned}$ | $\begin{aligned} & 10.13 \\ & 10.43 \\ & 11.48 \\ & 11.62 \end{aligned}$ | $\begin{array}{r} 10.17 \\ 7.66 \\ 10.44 \\ 11.25 \end{array}$ | $\begin{array}{r} 11.08 \\ 11.40 \\ 10.75 \\ 9.76 \end{array}$ | $\begin{aligned} & 13.62 \\ & 11.24 \\ & 14.40 \\ & 13.09 \end{aligned}$ |  |
| mean... | 13.06 | 10.91 | 9.88 | 10.75 | 13.09 | 11.54 |
| 0.6 | $\begin{aligned} & 10.78 \\ & 11.64 \\ & 12.32 \\ & 14.28 \end{aligned}$ | $\begin{array}{r} 8.44 \\ 10.29 \\ 9.44 \\ 9.06 \end{array}$ | $\begin{aligned} & 8.38 \\ & 8.99 \\ & 9.70 \\ & 8.22 \end{aligned}$ | $\begin{array}{r} 8.06 \\ 14.07 \\ 13.71 \\ 11.23 \end{array}$ | $\begin{aligned} & 11.27 \\ & 13.12 \\ & 11.23 \\ & 10.79 \end{aligned}$ | . |
| mean... | 12.25 | 9.31 | 8.82 | 11.77 | 11.60 | 10.75 |
| 0.8 | $\begin{array}{r} 9.77 \\ 10.80 \\ 10.82 \\ 10.53 \end{array}$ | $\begin{aligned} & 7.48 \\ & 7.52 \\ & 9.81 \\ & 7.36 \end{aligned}$ | $\begin{array}{r} 11.20 \\ 8.34 \\ 8.20 \\ 7.73 \end{array}$ | $\begin{array}{r} 10.75 \\ 8.55 \\ 9.89 \\ 12.43 \end{array}$ | $\begin{aligned} & 12.50 \\ & 11.58 \\ & 11.65 \\ & 11.58 \end{aligned}$ |  |
| mean... | 10.48 | 8.04 | 8.87 | 10.40 | 11.83 | 9.92 |
| 1.0 | $\begin{array}{r} 10.69 \\ 9.80 \\ 10.35 \\ 11.12 \end{array}$ | $\begin{aligned} & 6.74 \\ & 8.15 \\ & 6.01 \\ & 9.22 \end{aligned}$ | $\begin{array}{r} 11.18 \\ 9.50 \\ 9.70 \\ 7.58 \end{array}$ | $\begin{array}{r} 9.97 \\ 15.52 \\ 11.47 \\ 10.23 \end{array}$ | $\begin{aligned} & 12.38 \\ & 12.75 \\ & 15.97 \\ & 11.75 \end{aligned}$ | , |
| mean.. | 10.49. | 7.53 | 9.49 | 11.80 | 13.21 | 10.50 |
| mean | 12.06 | 10.12 | 9.90 | 11.21 | 12.13 | 11.08 |

TABLE III. 3 Effect of Target Size

| $\mathrm{v}_{\mathrm{i}}$ | $\alpha_{0}$ | Time | Action Time | Impulse |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3. | 5 | 51.3 | 18.5 | 9.25 |  |
| 3. | 15 | 51.9 | 17.6 | 8.80 |  |
| 3. | 25 | 51.6 | 19.2 | 9.60 | $r_{i}=100$ |
| 3. | 35 | . 52.1 | 19.6 | 9.80 | $B=50^{\circ}$ |
| 3. | 40 | 51.9 | 18.2 | 9.10 | $\sigma=0.05$ |
|  |  |  |  |  | $\mathrm{a}=0.5$ |
| 3.5 | 10 | 53.5 | 19.1 | 9.50 | $=0$ |
| 3.5 | 15 | 53.4 | 19.8 | 9.90 | $\mathrm{f}^{\text {}}$ - |
| 3.5 | 25 | 53.9 | 19.6 | 9.80 | $t_{0}=1$ |
| 3.5 | 30 | 52.6 | 20.2 | 10.00 | $\theta_{0}=3.10^{-4}$ |
| 3.5 | 50 | 54.9 | 20.5 | 10.00 | $r_{0}=1$ |
| 4. | - $\quad 1$ | 55.0 | 20.4 | 10.20 |  |
| 4. | 10 | 56.2 | 21.6 | 10.70 |  |
| 4. | 20 | 55.3 | 21.3 | 10.70 |  |
| 4. | 25 | 54.7 | 20.6 | 10.00 |  |
| 4. | 35 | 56.2 | 20.0 | 10.00 |  |
| 4. | 40 | 54.8 | 20.7 | 10.40 |  |
| 4. | 50 | 55.0 | 20.6 | 10.00 |  |
| 5. | 1 | 45.0 | 26.3 | 13.10 |  |
| 5. | 5 | 44.5 | 24.8 | 12.40 |  |
| 5. | 10 | 45.1 | 27.1 | 13.50 |  |
| 5. | 15 | 44.5 | 25.6 | 12.80 |  |
| 5. | 20 | 44.3 | 28.3 | 14.10 |  |
| 5. | 25 | 43.7 | 26.9 | 13.4 .0 |  |
| 5. | 30 | 45.0 | 26.6 | 13.30 |  |
| 5. | 35 | 44.4 | 24.9 | 12.40 |  |
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Table A. 1 POTENTIOMETER ADUUSTMENT




Fig A.2. Tipical record of Analog Sinulation


Fig. A.3. Tipical records of Analogr Simulation

Appendix B

GENERAL TMAGE POTNT MOTION

The motion of the image point in $(\dot{\theta}, \dot{\varphi}, \varphi)$ space is given for the free motion in para. I.2.1. If the motion is forced we cannot in general determine the motion uniquely, since we do not necessarily know the time history of the applied acceleration. However we may determine the instantaneous direction of motion of the image point at any given coordinate $(\dot{\theta}, \dot{\varphi}, \varphi)$. This is relevant to the problem of finding whether the decision boundaries involve the possibility of looping (as in para. I. 3.). Since the image point motion has a component in the $\varphi$-direction, one cannot determine the component of motion perpendicular to the boundaries without a knowledge of their variation in shape with $\varphi$.

For the particular decision boundaries that we choose
(para.I.4.). We may determine that, on these boundaries, $\dot{\theta} / \varphi^{1 / 2}$ and $\dot{\varphi} / \varphi^{3 / 2}$ are constants, and consequently if we determine the direction of image point motion in terms of these "normalized" values of $\dot{\theta}$ and $\ddot{\varphi}$, then in effect we are resolving the motion of the image point into components perpendicular and parallel to the boundary.

Now

$$
\frac{d\left(\dot{\theta} / \varphi^{1 / 2}\right)}{d t}=\frac{\ddot{\theta}}{\varphi^{1 / 2}}-\frac{\dot{\theta} \dot{\varphi}}{2 \varphi^{3 / 2}}=\frac{d y}{d t} \quad, \text { say }
$$

and

$$
\frac{d\left(\dot{\varphi} / \varphi^{3 / 2}\right)}{d t}=\frac{\ddot{\varphi}}{\varphi^{3 / 2}}-\frac{3 \dot{\varphi}^{2}}{2 \varphi^{1 / 2}}=\frac{d x}{\alpha t}, \operatorname{say}
$$

and from the equations of motion:

$$
\begin{aligned}
& \Delta \dot{\theta} \simeq \ddot{\theta}=\frac{2 \dot{\theta} \dot{\varphi}}{\varphi}+\frac{a_{\theta}}{\alpha_{0}} \varphi \\
& \Delta \dot{\varphi} \simeq \ddot{\varphi}=\frac{2 \dot{\varphi}^{2}}{\varphi}-\varphi \dot{\theta}^{2}-\frac{\alpha_{r}}{\alpha} \varphi^{3}
\end{aligned}
$$

Hence

$$
-\frac{d y}{d x}=\frac{\frac{3}{2} \frac{\dot{\theta} \dot{\varphi}}{\varphi^{3 / 2}}+\frac{a_{\theta}}{\alpha_{0}} \varphi^{1 / 2}}{\frac{\dot{\varphi}^{2}}{2 \varphi^{5 / 2}}-\frac{\dot{\theta}^{2}}{\varphi^{1 / 2}}-\frac{a_{r}}{\alpha_{0}} \varphi^{1 / 2}}
$$

and with $a_{r}=a_{\theta}=0$ we obtain

$$
\frac{d y}{d x}=\frac{3 x y}{x^{2}-2 y^{2}}
$$

- On integrating this differential equation we obtain

$$
x^{2}=(c-\ln y) y^{2}
$$

loci of directions sketched in fig. B. 1
If the thrusts are impulsive then the directions of motion are as shown in the text fig.I.10. Clearly in conditions where the thrust is finite, the loci of directions will be intermediate between these two extremes as sketched in fig. B. 2 .

It is interesting to note that with $f_{1}=1$ and $f_{2}=0.5$, the diagonal line representing an image point free motion in the direction of the $\dot{\theta}$ - axis passes through the corner of the decision diagran.


Fig. B. 2. Loci of Image Point Directions. Finite Thrust

## APPENDIX C

$\vdots$

## DIGITAL SAMPLE SIZE

With the purpose of determining the number of samples able to give a reliable statistics we chose a random set of variables which produced the following values of rendezvous time for the different sized samples:

| Sample Size $N$ | Mean Time $\mu$ | Standard Deviation |
| :---: | :---: | :---: |
| 10 | 168.1 | 168.5 |
| 20 | 168.5 | 7.62 |
| 30 | 171.3 | 8.95 |
| 40 | 170.8 | 9.99 |
| 50 | 171.9 | 10.67 |
| 60 | 168.3 | 11.33 |
| 70 | 170.5 | 10.72 |
| 80 | 170.8 | 7.80 |
| 90 | 168.2 | 9.78 |
| 100 |  | 9.78 |

Comparing the two samples of size $N_{1}=10$ and each one of the remaining and testing the hypothesis

$$
\begin{array}{rr}
H_{0}: \mu_{1}-\mu_{2}=0 & \text { (The difference of means is due } \\
\text { merely to chance) }
\end{array}
$$

we can tabulate for the remaining samples the difference of sample means, the standard deviation of the difference of means
$\vdots \quad \sigma_{\bar{\mu}_{1}-\bar{\mu}_{2}}=\sqrt{\frac{\sigma_{1}^{2}}{N_{1}^{2}}+\frac{\sigma_{2}^{2}}{N_{2}^{2}}}$
(using the sample standard deviations as estimates of $\sigma_{1}$ and $\sigma_{2}$ ), and the standardized variable $z=\left(\bar{\mu}_{1}-\bar{\mu}_{2}\right) /\left(\sigma_{\bar{\mu}_{1}-\bar{\mu}_{2}}\right)$, obtaining that for a two-tailed test, the results are significant at a 0.5 level. Hence we conclude that it is enough to take samples of 10 digital simulations.

Table D. 1.

## DIGITAL DATA CARDS TABLE



Total number of cards: $(30+N E 1+N E 2)$

CAbl SidGRA

1 ＊

CALL SITFIT
CALLE E $\because \mathrm{T}$
END

| 1＊ |  | SUBROUTINE R－MNEZ． |
| :---: | :---: | :---: |
| 2＊ |  | COUVON／BLI／X，Y，Z，VX，Y，VZ，ALPHA，PHI，DPHI，DTEET，ST1 |
| 3\％ |  | COMMON／BL2／PHIO，VO，THRTR，THRRD，CTE，ALPH |
| 4＊ |  | CORMON／BLJ／NRAM |
| 5＊ |  | COMMON／GL4／KMRANPPARI，PAR2，ART，AST，ARF．ASF，ARI，ASI，KURO |
| 0＊ |  | COMMON／BLS／NEL NE2，ARR |
| 7＊ |  |  |
| 困 |  | DIMENS（O，STIM（100），bFUEL（100），SFAT（100） |
| 9＊ |  |  |
| $10 \%$ |  |  |
| 11＊ |  | ANODUL（ $X_{\text {人，}}$ YY， $\left.2 Z\right)=S \mathrm{CR}$（ $(X X * * 2+Y Y * * 2+Z Z * * 2)$ |
| 12＊ |  | NSIM $=1$ |
| 13＊ |  | READ O3，MRAN |
| 14＊ |  | READ 6SPJHSTM |
| 16＊ |  | READ 61，TIMMAX |
| 10＊ | 61 | FORMAT（E11．3） |
| 17ホ |  | READ OSPMUATAJ． |
| $18 \%$ |  | READ O3PMDATAE |
| 19＊＊ | 63 | Forivat（ILI） |
| 20\％ |  |  |
| 21＊ |  | IF（（I．NE．MDATA1）．AND．（I．NE．NDATA2））READ 61．DAT（I） |
| 2．2： | －2003 | CONTLNUE |
| 23＊ |  | READ 63．UNREPT |
| 24\％ |  | READ 63， |
| 25\％ |  | DO 2004 i＝1，NE1 |
| 20＊ |  | FEAD 61，ARR（I，1） |
| 27k | 2004 | CONTINUE |
| 20＊ |  | READ GSME2 |
| 29＊ |  | DO 2005 I＝1．NE， |
| 30氷 |  | READ 6.1 ，Ark $(1,2)$ |
| 31＊ | 2005 | COATTHUE |
| 32\％ |  | NE12ニニNE1＊NEZ |
| 33： |  | DO $2921 \mathrm{I}=1$ णिE12 |
| 34\％ |  | IC1＝1＋INT（ $1-1$ ）／NC2） |
| 3ヶ＊ |  | IC2＝MOU（INE2） |
| 30\％ |  | IF（IC2．EU．0）IC2\＃NE2 |
| 3\％＊ |  | COME（I，1）＝ARN（ICI，1） |
| 3\％ |  | $\operatorname{COMG}(\mathrm{I}, 2)=\operatorname{ARR}(I C 2,2)$ |
| 39＊ | 2921 | COMTLiNuE |
| 40＊ |  | PRINT 2807 |
| 41＊ | 2807 | FORMAT（／／／29，InITIAL PARAMETERS／／／） |
| 42＊ |  |  |
| 43＊ | 2802 | FURMAT（oHi U5ST＝，E14．3．4HST1＝，E16．3．3．fTF＝，E17．3．6HTHRRD＝， |
| 44＊ |  | 1E14．3．GH，LPHA＝，E14．3r3HCT＝，E17．3） |
| 40氷 |  | PRINT 28J3．UAT（2），DA1（5）OAT（7），DAT（12），DAT（14）PAT（17） |
| $46 \%$ | 2603 |  |
| 47＊ |  | 13 HRO＝，E17．3）＋ncTE＝，E10．3） |
| $46 \%$ |  | PRINT 23U4，UAT（3），DAI（8） |
| 43＊ | 2804 | FURMAT（6，BETA＝，E8．3．26x．64TWAIT＝， 58.3 ） |


| 50＊ |  | PRINT 2805．ÜT（15），OhT（9） |
| :---: | :---: | :---: |
| 51＊ | 2605 |  |
| $5{ }_{\text {5 }}$＊ |  | PRINT 2906．0AT（10） |
| 53＊ | 2006 |  |
| 54\％ |  | PRINT 2BUB，NDATAL，NDATAC |
| 5b＊ | 2808 | FUEPAT（／／／2I4）． |
| 50\％ |  |  |
| 57＊ | 65 |  |
| 5戈 | C |  |
| 59\％ | C |  |
| 6u＊ |  | PriNT 2701 |
| 61＊ | 2701 |  |
| 6上2\％ |  |  |
| 63\％ |  | 24X，7HUNSUCC． 1 ） |
| 64\％ | 2922 | Continue |
| 65\％ |  | KNFAN（1SLI）$=$ NFAN |
| 63＊ |  | NREPT＝1 |
| 6\％\％ |  | $N S \rightarrow R=0$ |
| 6と＊ | － | $\operatorname{DAT}($ NOATAL $)=\operatorname{CONE}(N S I N, 1)$ |
| 69\％ |  | DAT（NDATA2）$=$ CUMB（NSIM， 2 ） |
| 70小 | 2012 | Cunt laver |
| 71 ＊ |  | $x=0 A T(1)$ |
| 72＊ |  | $V=\mathrm{DAT}(2)$ |
| 73＊ |  | DETA＝DAT（3） |
| 74\％ |  | ST」＝DAT（4） |
| 7ちゃ |  | ST2＝DAT（0） |
| 70ヶ．． |  | $T F=D A T(6)$ |
| 77＊ |  | TO＝DAT（7） |
| 78＊ |  | TWAIT＝DAT（3） |
| 79＊ |  | TwD＝0at（9） |
| 80\％ |  | TRU＝DAT（10） |
| 8山束 |  | THRRD＝DAT（11） |
| E2\％ |  | THRTR＝unt（12） |
| 83＊ |  | Alphambat（13） |
| 84＊ |  | RO＝DAT（14．） |
| 85市 |  | A＝OAT（15） |
| 86\％ |  | CT二DAT（10） |
| 87\％ |  | CTE＝DAT（17） |
| 88心 | C | INITIALILATION |
| 89＊ | C | It |
| 90＊ | c | ． |
| 91＊ |  | $Y=0 \cdot 0$ |
| 9と＊ |  | $Z=0.0$ |
| 93＊ |  | $V Z=0.0$ |
| 94＊ |  | $A X=0.0$ |
| 95＊ |  | $A Y=0.0$ |
| 90＊ |  | $A Z=0.0$ |
| 97\％ |  | $T=0 \cdot 0$ |
| 90゙ |  | TIVE＝0．0 |
| 99＊ |  | TFUEL $=0.0$ |
| $100 *$ |  | $V X=V * C O S(O E T A * 0.01745329252)$ |
| 101＊ |  |  |
| 10＜＊ |  | ALPHI＝ALPHA |
| 103\％ |  | PHIO＝1．0／KO |
| 104\％ |  | VO＝SQRT（2．0＊A＊RO） |
| 10\％＊ |  | IU－0 |
| 100＊ | C |  |


| 107\％ | C |  |
| :---: | :---: | :---: |
| 100\％ | C | $\cdots$ ． |
| 109＊ | C |  |
| 110＊ | 2100 | COmTInUE |
| 111\％ | ： |  |
| 112＊ |  | 1V0＊＊2））GOTO 2320 ． |
| 11才＊ | 500 | FOrimat（3E20．3．E20．8r15） |
| 114\％ |  | IF（ID．EQ．7）GOTO 2801 |
| 113＊ |  | IF（TIME．GT．THMAX）GUTO 2801． |
| 110＊ |  | CALL YMAjE |
| 117\％ |  | CALL DEC1S（rHIO•RO．Iu） |
| $116 \%$ |  | CALL DECTIM（IL，PHI，DrHI，DTHET，TO，CT，TYD，TRD，T） |
| 119\％ |  | $X=X+V{ }^{*} * T$ |
| 120\％ |  | $Y=Y+V Y * T$ |
| 121＊ |  | $Z=Z+V Z * T$ |
| 122\％ |  | TIME＝TIME＋T |
| 123＊ |  | Call ymave |
| 124＊ |  | CALL DECLS（PHID，ROMIU） |
| 125＊ |  | GOTO（2310．2320，2330．c340．2350．2360，2100）ID |
| 126＊ | C |  |
| 127\％ | C | DECISION APPLY TRANSVERSAL FORCE |
| 120＊ | 2310 | CONTIUUE |
| 129＊ |  | ROOT1＝A MULUL（ $X, Y, Z$ ） |
| 130＊ |  |  |
| 1314． |  | 1Y＊＊2））＊RU0T1 |
| 132\％ | C | COSINES LIRECTORS |
| 133\％ | －－－ | A01 $=(V X *(Y * * 2+Z * * 2)-$－＊Y＊VY－X＊Z＊VZ）／ROOT2 |
| 134＊ |  | AOč＝（VY＊（X＊＊2＋Z＊＊2）－Y＊X＊VX－Y＊ |
| 135＊ |  | A03＝（VZ＊（X＊＊2＋Y＊＊2）－ |
| 136＊ | C | ACELERATION |
| 137＊ |  | AX＝－A＊RAMORm（ST2，AO1） |
| 130＊ |  | $A Y=-A * R A N O R M(S T 2, A 02)$ |
| 139\％ |  | $A Z=-4 * 2 A N O R M(5 T 2, N 03)$ |
| 140＊ | C | UPDATE |
| 141＊ |  | $X=X+V X * T F+0 \cdot 5 * A X * T F * * 2$ |
| 142＊ |  | $Y=Y+V Y * T F+0.5 * A Y * T F * * 2$ |
| 143＊ |  | $Z=Z+V Z * T r+0 \cdot 5 * A Z * T F * * 2$ |
| 144＊ |  | $V X=V X+A X \times T F$ |
| 145x |  | $V Y=V Y+A Y * T F$ |
| 140＊ |  | $V Z=V Z+A Z * T F$ |
| 14\％ |  | TIME＝TIME＋TF |
| 14才年 |  | TFUEL＝TFUEL＋TF |
| 14ソ＊ | － | IF（TINE．GT．TIMmAX）Guro 2801 |
| 150豳 |  | CALL YMAGE |
| 151＊ |  | CALL DECIS（PHIO，ROML） |
| 152＊ |  | IF（（ID．Eu•1）OR•（IU．Eu．4））GOTO 2310 |
| 153＊ |  | Gu TO 2כソ0 |
| 15\％＊ | C | APPLY RAOLAL FORCE TU APPROACH |
| 155＊ | 2320 | COMTIIUE |
| 150\％ |  | RUOT $1=A^{\prime} 10 \mathrm{CUL}(X, Y, Z)$ |
| 157x | C | ACELERATSION |
| $150 \%$ |  | $A x=-A * R A \cup R M(5 T 2, ~ X / R U O T 1) ~$ |
| 159＊ |  | AY＝－A＊RAi4ORm（ST2，Y／RUOT1） |
| 10U＊ |  | $A Z=-A * R A, 10 R m(S T 2, Z / R \cup O T 1)$ |
| 161＊ | C | UPUATE |
| 10＜ |  | $X=X+V X * T r+0 \cdot 5 * A X * T F * * 2$ |
| 163＊ |  | $Y=Y+V \gamma * T r+0.5 * A Y * T F * * ट$ |


| 164＊ |  | Z二乙＋Vて＊TF＋0•b＊AZ＊TF＊＊と |
| :---: | :---: | :---: |
| 165示 |  | $V X=V \therefore+A X * T F$ |
| 160＊ |  | $V Y=V Y+A Y * T F$ |
| 16\％＊ |  | $V Z=V Z+A Z * T F$ |
| ：163＊ |  | TIME＝TIME＋TF |
| 169系 |  | TFUEL＝TFULL＋IF |
| 170＊ |  | IFE（TME．GT．TImAAX）GUTO 2831 |
| 171水 |  | Call Yidase |
| 172＊ |  | CALL DECIS（PHIO．RO，IU） |
| 173\％ | 507 |  |
| 174＊＊ |  | IF（（IW．Ew． 2 ）OR．（ID．Ev．5））GOTO 2320 |
| 17j3 |  | 60102390 |
| 176\％ | C | APPLY RAUINL FORCE TU RECEDE |
| 177x | 2300 | COnTidue |
| 173称 |  | ROOT $=$ AWUUUL（ 人，Y， 2 ） |
| 179＊ | C | ACELERATIUN |
| 180＊ |  |  |
| 181＊ |  | $A Y=A * R A \cup O R M(S T 2, Y / R U O T 1) ~$ |
| 18これ |  | $A Z=A *$ AStorm（ST2，Z／Rvoti） |
| 1ठう\％ | C | UPDATE |
| 184＊ |  | $X=X+V X * T r+0 \cdot 5 * A X * V F * * \%$ |
| 185＊ |  | $Y=Y+V Y * T F+0 \cdot 5 * A Y * T F * * 2$ |
| 180\％ |  |  |
| 187＊ |  | $V X=V X+A X * T F$ |
| 183＊ |  | $V Y=V Y+A Y * 1 F$ |
| 189＊ |  | $V Z=V_{L}+A Z+T F$ |
| 190＊ |  |  |
| 191＊ |  | TFUEL＝TFUEL＋TF |
| 192＊ |  | IF（TIME．GT．TIMMAX）GUTO 2801 |
| 193\％ |  | CALLYMAGE． |
| 194＊ |  | CALL DECSS（PHIOPROPIU） |
| 195＊ |  | IF（IU．EQ．3）GUTO 2330 |
| 19＊＊ |  | GO TO 2390 |
| 19\％永 | C | DECCISION 4 |
| 193\％ | 2340 | CUnTIrJuE |
| 197＊ |  | IF（KTR4．GE．5）GOTO 2010 |
| 200米 |  | KTR4＝欠TR4＋1 |
| 201＊ |  | KTRE $=0$ |
| 202\％ |  | GOTO 2100 |
| 203＊ | C | DECISION 5 |
| 204＊ | 2350 | CONTINUE |
| 205\％ |  | IF（KTR5．UE．5）GOTO 2 220 |
| 200＊ |  | KTR5二KTRO＋1 |
| 207＊ |  | $K T R 4=0$ |
| 203＊ |  | GOTO 2100 |
| 209＊ | C | DE゙CISION 6 WAIT TWAI SECONDS |
| 210＊ | 2360 | COMTINUE |
| 211＊ |  | $X=X+V x^{*} T$ ，$A T Y$ |
| 21これ |  | $Y=Y+V Y * T w A I T$ |
| $213 \%$ |  | $Z=Z+V Z * T i j A T T$ |
| 214＊ |  | TLME＝TIME＋TWALT |
| 210＊ |  | G010 2390 |
| 216＊ | C | RESET COUNTERS |
| 217\％ | 2390 | KTR4＝0 |
| 210＊ |  | $K T R 5=0$ |
| 21才k |  | GOTO 2100 |
| 22u＊ | C | UNSUCCESFUL RENUEZVOUS |

$221 \%$ 22こ＊ 223＊ 224＊ 225： 220＊ 227＊ 223＊ 229＊ 230\％ 231： $232: k$ 23お荈 234＊ 23 $3 *$ 236\％
237\％ 230～ $239 *$ 240＊ 24\％＊ 242＊ 24〕采 244＊＊ 245\％ 240＊ $247 x$ 240\％ $249 *$ 250＊ 251\％ 25これ $253 \pi$ 254\％ 255\％ 250＊ 25\％ 250＊ 259＊ 26ひ＊ 261＊ 26．2＊ 263＊ 264＊ 26゙う水
200＊ 267\％ 264＊ 269＊ 270＊ 27i＊ 272＊ 270＊ 274； 275＊ 270＊ 277：

```
    2001 NSWR=NSWR+1
    TLME=0.0
    TFUEL=0.0
    GOTO 2820
C RENDEZVOUS ACHIEVED
    2.620 COHTINUE
        STIM(NRXEHT)=TNME
        SFUEL (NRLFT)=TFUEL
        SFAT (NNEYT)=TGUEL*A
        NREPT=NREFT+1
        IF(MREPT,LE.JIREPT) GOTO 2012
    C ENOS A SIMULATION
        REPT=1.0/(JNREEPT-NSW'K)
        DO 2900 I=1. JNFEPT
        SST=SST+jT1M(I)
        SSF=SSF+SFUEL.(I)
        SSA=SSA+SFAT(1)
        2.900 COHTLNUE
    C
    C
        SSTM=SST*FSEPT
        SSFIN=SSF:RREPT
        SSAM=SSA*REPT
    C
        DO 2901 1=1. J⿴REPT
        IF(STIM(I).LT.0.0001) GO TO 2902
        _ STQ=(STIm(I)-SSTM)**&+STQ
        SFQ=(SFUEL(I)-SSFM)**2+SFQ
        SAQ=(SFAT(I)-SSAM)**\angle+SAQ
    2902 COMTINUE
    2901 CONTINUE
    C
        STOT=SQRT(STQ*REPT)
        STOF=SQRT (SFQ*REPT)
        STOA=SQRT (SAQ*REPT)
        PAR1 (NSIN) =UAI (NDATAI)
        PAR2(NSIM)=DAT (NDATAC)
        ART (NSTM)=55T:M
        AST(NSIM)=STOT
        ARF(NSIM)=SSFM
        ASF(NSIM)=STOF
        ARI (NSIM) =SSAN
        ASI (NSIM) =STWA
        KNRO(WSINO =NSWR
        DU 2915 i=1'JNREPT
        STIM(I)=0.0
        SFUEL(I)=0.0
        SFAT(I)=0.0
    2915 CONTINUE
        SST=0.0
        SSF=0.0
        SOA=0.0
        STQ=0.0
        SFM=0.0
        SAG=0.0
        PRINT 270C,NSIM,KNRAN(NSIN), PAR1(NSIM), PAR2(NSIM),ART(MDIA),
        1AST(NSIM),ANF(NSIM),ASF(NSIM), ARI(NSIM),NSI(NSIN),KwRO(NSIM)
```

```
273* 27U2 FORMAT(I+,I9.8F11.4.18)
279* NSIMENSIN+1.
280* IF(NSIN.LE.UNSIM) G010 2922
281* RETURN
202*
    End
END &F COMIMLATION: . NO DIAUNOSTICS.
\begin{tabular}{|c|c|}
\hline 1* & SUBROUTINE Yatige \\
\hline こ* & COFMON/3L1/X,Y,Z,VX,VY,VZ, ALPHA,PHI, DPHI, DTHET, ST1 \\
\hline 3* & DEN=1.0/(X**2+Y**2+2**2) \\
\hline 4* & AUX1=ALPMtA*SURT (DEN) \\
\hline 5* & AUX2=-ALPHA*勺EI*SORT (LEN)* ( \(X * V X+Y * y Y+Z * V Z)\) \\
\hline 6* &  \\
\hline 7* - & 1Z**2) +VZ**2* ( \(\chi^{* * 2+\gamma * * 2) ~}\) \\
\hline 0* & PHI=ranokm (571*AUX1, aUX1) \\
\hline \(9 *\) & DPHI=RANURM (ST1*AUX2, AUX2) \\
\hline 10* & DTHET=RAMOR* ( 5 T1.*AUXO, AUX3) \\
\hline 11* & RETURN \\
\hline 12* & Eivo \\
\hline
\end{tabular}
ENU OF COMPILATION: NO DIAUNOSTICS.
```

```
L* SUBROUTIME UECTIM(ID,PHI,DPHI,DTHET.TUPCT,TWD,TRD,T
```

L* SUBROUTIME UECTIM(ID,PHI,DPHI,DTHET.TUPCT,TWD,TRD,T
2* COMMON/BL2/ PHIO,VO,IHRTR,THRRD,CTE,ALPH
2* COMMON/BL2/ PHIO,VO,IHRTR,THRRD,CTE,ALPH
j* GOTO (1,2,3,1,3,6,%), ID
j* GOTO (1,2,3,1,3,6,%), ID
4% 1 T=TO*EXP(-CT*OTHET/(VO*PHIO))
4% 1 T=TO*EXP(-CT*OTHET/(VO*PHIO))
5* RETURN
5* RETURN
O*: 2 T=TO*EXP( CT*UPHI*ALHH/(PHIO*PHIO*VO))
O*: 2 T=TO*EXP( CT*UPHI*ALHH/(PHIO*PHIO*VO))
7* RETURN
7* RETURN
8* 3 T=TO*EXP(-CT*UPHI*ALHH/(PHIO*PHIO*VO))
8* 3 T=TO*EXP(-CT*UPHI*ALHH/(PHIO*PHIO*VO))
9* RETURN
9* RETURN
10* 6 T=TWD
10* 6 T=TWD
11* RETURN
11* RETURN
12* 7 T=TRO
12* 7 T=TRO
13* RETURN
13* RETURN
14* ENO
14* ENO
ENO OF COMRILATION: NO DIAGNOSTICS.

```
ENO OF COMRILATION: NO DIAGNOSTICS.
```

```
    1* SUSRUUTINE LECIS(PHIU,ROPID)
    <* COMMON/BLI/ X,Y,Z,VX,VY,VZ,ALPHA,PHIMUPHT,DTHET,STI
    3% IU=7
    4** IF((X**2+Y**2+Z**2).LT.(RO**2)) RETURN
    3*
    0*
        7*
        6*
        y*
    10% IF(DPHI.LT.0.0) RETUKN
    1.1* IU=5
    1<*
    23*
    14%
    10%
    10*
    1%%
        IL=3
        IF(LPHII.OT.ALIMS(PHI)) RETURN
        ID=1
        IF(DTHET.GT.ALIMM4(PH+)) RETURN
        IO=2
        IF(DPHI.LT.ALIMJ(PHI)) RETURN
        ID=4
        IF(DTHET.OT.ALIM2(PHL)) RETURN
        IN=6
        RETURN
        EnO
ENB UF COMPILATLON: NO DIAUNOSTICS.
    1* FUNCTION ALIML (PHI)
    <** COMMON/BLz/ PHIO,VO,IHRTR,THRIRD,CTE.ALPH
    3* W=0.5*VO*FHI*SQRT(FH&O*PHI/ALPH)
    4*: IF(Ŵ.LT.2.0*TITRRD) W=2.0*THRRO
    b* ALIMI=N
    0* RETURN
    7%
END
OF COvPLIATION:
NO UIAGNOSTICS.
```

```
    FUNCTION ALIME(PHI)
```

    FUNCTION ALIME(PHI)
    COMMON/BLE/ PIIO,VO,IFRTR,THRRD,CTE,ALPH
    COMMON/BLE/ PIIO,VO,IFRTR,THRRD,CTE,ALPH
    Q=0.1*V0*PHII/nLPH
    Q=0.1*V0*PHII/nLPH
    IF(Q-THRTR)I/I,2
    IF(Q-THRTR)I/I,2
    *
    *
    5*
5*
6*
6*
7*
7*
6*
6*
\#*
\#*
1*
1*
2*
2*
3%
3%
4*
4*
1 ALIME=THRTR
1 ALIME=THRTR
RETURN
RETURN
2. ALIMI2=0
2. ALIMI2=0
RETURN
RETURN
END
END
END OF COMPILATION: NO DIAGNOSTICS.

```
END OF COMPILATION: NO DIAGNOSTICS.
```

```
            FUINCITION ALTMB(PHI)
        CO,MVN/BLE/ PHEO,VO,ItNRTR,THRRO,CTE, ALPH
        Q=0.3*VO*PHI*SORT(FH&O*PHI/ALPH)/CTE
        IF(Q-THIRKD)1,1,2
        1 ALIMS=THNRL
            RETURN
2 ALIMS=Q
        RETURIN
        END
END CF
COMPILATION:
NO DIAUNOSTICS.
```

```**
    2*
    3*
    4*
    5*
    6*
    7*
    &*
    9*
1*
2*
3**
4*
5*
0*
7:k
ふ*
9*
2
```



```
    *
COMPILATION: NO DINUINOSICS.
```



```
ENO OF COMPILATION: NO DIAOISOSTICS.
1* FUNCTION RANSOR(A.B).
2* COMMUN/BlS/INRAN
3* NFNN=NOO(120*VFAN,27Y0̈203)
4* RAINSQR=(NRAN+0.5)*(E-A)/2796203.0+A
5* RETURIN
O* ENG
END UF COMPILATIOH: NO DIAUNOSTICS.
1* FUiCTION RANOKm(SUEV.valm)
2* DATA TMOP1/0.2831353U718/
S*
CUMPLEX u
4*
3*
%*
7* RANORM=REAL(D) +VALM
O:* RETURN
9* ENO
EiND &F COMPILATION: NO DIAGNOSTICS.
```

| 1＊ |  | SUEREUTI．AE GRAPH（P，IUENT，ID，XMAX，XORG，YNAX，YORG） |
| :---: | :---: | :---: |
| ＜＊ | C | THIS SUB＜OUThnE GIVES A PLOT OF THE ID POINTS \％HOSE COORDINAT |
| 5＊ | C | PROVIDEI IN THE ARRAY P． |
| 4＊ | C | THE AXES ARE CENTEREL IN（XORG，YORG）AND XMAX，YMAX ARE THE U |
| ら\％ | C | OF THE GKAPHIC． |
| $6 \%$ | C |  |
| 7＊ | C： | IUENIIFIER 0．1．2，3．4，3．6．7．8．OR 9 IN THE ARRAY IDENT． |
| 3澵 |  | ULMENSIOM P（10，2），IDEMT（ID） |
| ¢＊ |  |  |
| 10＊ |  | ALNTY $=(Y$ M $A X-Y O R G) / 25.0$ |
| 1．1． |  | $A$ INTX $=\left(X_{1+1} A X-X O R G\right) / 60.0$ |
| 12\％ |  | Jpulivt＝1i＊ |
| 1〕＊ |  | $\triangle$ LANK $=1$ H |
| 14ヶ |  | JOME $=1 H 1$ |
| 15x |  | JPLUS＝11＋ |
| 10\％ |  | JMINUS $=17 \mathrm{~m}$ |
| 17＊ |  | Juche 1 HW |
| 13＊ |  | JAX $=1 H x$ |
| 19\％ |  | لox $=14$. |
| 20木 |  | $J A=1 H A$ |
| 21＊ |  | JB＝1HE |
| 22＊ |  | $\mathrm{JC}=1 \mathrm{HC}$ |
| 23＊ |  | JD＝1，40 |
| 24＊ |  | Je＝1r HE |
| 20＊ |  | $J F=1 H F$ |
| 26＊ |  | XMIN二2．0×XORG－XMAX |
| 2．7\％ |  | YMIN二2．0示YORG－YMAX |
| 23＊ |  | X12＝XildN＋12．0＊AINTX |
| 29＊ | －－ | X24＝XMIN＋24•0＊AINTX |
| 3u＊ |  | X36＝x成IN＋36．0＊aINTX |
| 3i＊ |  | X48＝xMIN＋48．0＊AINTX |
| 32＊ |  |  |
| 33＊ |  | X $72=\mathrm{x}$ 戍I＋72．0＊AINTX |
| 34＊ | － |  |
| 35＊ |  | X $90=$ KIH＋96．0＊aINTX |
| 30\％ |  |  |
| 37＊ |  | D0 $49 \mathrm{I}=1$ IU |
| 33＊ |  | $A \cup X(I)=P(I, \leq)$ |
| 39＊ | 49 | CONTINUE |
| 40\％ |  | DO $48 \mathrm{~L}=1.500$ |
| 41\％ |  | $\mathrm{P} 1(\mathrm{I}, 1)=\mathrm{xMm}$ |
| 42＊ | 48 | P1（I，2）$=1 \mathrm{MN}$ |
| 43＊ |  | DO 4900 TL＝1．ID |
| 44＊ |  | $A Y=Y$ 河IN |
| 45＊ |  | $N \mathrm{~V}=1$ |
| 45＊ |  | DO 4901 i＝1． $\mathrm{I}_{0}$ |
| 47＊ |  | IF（P（I，2）－AY） 4901.4902 .4902 |
| 43＊ | 4902 | $A Y=P(1,2)$ |
| 49＊ |  | $N Y=I$ |
| 50＊ | 4901 | Continue |
| 51＊ |  | $P 1(I L, 2)=A Y$ |
| 52\％ |  | PL（IL，1）$=P(N Y, 1)$ |
| 53： |  | IDENTI（IL）＝IDCNT（NY） |
| 5t＊ |  | $P(N Y, 2)=Y M I N$ |
| 53＊ | 4900 | comtinue |
| 50＊ |  | $J=1$ |
| 57＊ |  | D0 $49031=1.10$ |
| 50＊ |  |  |
| $5 \%^{*}$ |  | CGOTO 4903 |

```
6u* P1(J,1)=P1(1,1)
6^* P1(J,2)=1N.(i,z)
6c* : LOENT1(J)=TUENT1(I)
63*
64*
60%
60%
67%
63*
69*
70;
71%
7ミ*
73*
74%
70*
70*
77%
70%
79%
80*
E1*
8こ*
83*
84*
80%
80%
87*
80*
8ソ*
90*
91*
92*
93*
94*
95*
9%%
97*
98*
99*
100*
101*
10<*
103%
104*
105%
100*
107*
10e*
```

0才： 6 く 63＊ 64 \％ 6事 00\％ $63 \%$ 6り＊ 7山ま －＊＊ 73＊ 74＊ 70＊ 7ぃ＊ 7出 70\％ 79＊ 80＊ E1事 シご＊ 83＊ 84皮 85＊

```
P1（N，1）\(=\mathrm{P} 1(1,1)\)
Jご +1
4903 CUNTINUE
Jニリー1
PRINT 1.
1 FORMAT（1，i1）
\(004904 \quad i=1,121\)
```



```
4904 COivTHUUE
\(J S(61)=\) JUNE
I \(Q=1\)
In \(\operatorname{IN}=1\)
4905 IF（P1（IQ，2）LT．（YMAX－（ILIN－1）＊AINTY））GOTO 4915
IF（IU．GT．J）GUTO 491ち
\(K X=I F L X(((P \perp(I Q P 1)-X i v N) / A I N T X)+0 \cdot 5)+1\)
IKX＝IDEMT1（LQ）H1
GO TU（4951，4950．495く，4953．4954．4955．4956，4957，4958，4959）IKK
\(4950 J S(K X)=J_{20}\)
G070 4970
4951 JS（KX）\(=1\) POINT
GOTO 4970
\(4952 \mathrm{JS}(k x)=ป A x\)
GOTO 4970
\(4953 \mathrm{JS}(\mathrm{Kx})=\mathrm{J}_{3} \mathrm{X}\)
GOTO 4970
\(4904 \mathrm{JJ}\left(\mathrm{K}_{A}\right)=\mathrm{J}_{A}\)
GOTO 4970
\(4955 \mathrm{JS}(K X)=\mathrm{J}_{\mathrm{B}}\)
GOTO 4970
\(4956 \mathrm{JS}(K x)=\mathrm{JC}\)
GOTO 4970
4957 Jら（Kx）\(=\mathrm{J})\)
GOTO 4970
\(4958 \quad J 5(K X)=ل\) ت゙
GOTO 4970
\(4959 \mathrm{JS}(K X)=J F\)
4970 IQ＝IQ＋1
IF（ILIN．UE．S2）GO TO 4920
GO TO 49U5
\(49<0004921 \mathrm{IFI} \mathrm{IU}\)
\(P(I \cdot 2)=A \cup X(I)\)
P1（I，1）＝0．0
\(P 1(I, 2)=0.0\)
IDENTI（I）＝0
4921 CONTINUE
PRINT 4940，AIHTX，AINIY
```



PRINT 1
RETURI
4915 IF（ILIM．EQ．26）GOTO 4907
IF（MOU（ $\mathrm{I}_{\mathrm{L}} \mathrm{IN}-1,5$ ）ERQU G GOTO 4908

4900 PRINT 4910 （ $\mathrm{J} 5(L), L=1,121$ ）
5005 FORMAT（I．0． 4 L 1．5．4．2IJ．0）
4910 FUEMAT（121A1）
4911 ILIN＝ILIN＋1
DO $4930 \quad 5=1.121$
JS（I）$=$ JGLABKK
4 4כo Cont inue
$J 5(61)=J U N E$
IF（ILIN．UE．52） 60 ro 4920
GO TO 4905
4907 DU 4912 11ニ1．121

4912 CONTINJE
DO 4931 $12=13.121,12$
IF（US（12）．EU．UMIRUS）JS（I2）＝JPLUS
4931 CUITTINUE
GO To 4900
4903 YAX $=$ YMAX－（ILIN－1）＊AINTY
PRTNT 49」3，（US（L），L＝1，53），YAXP（JS（L）ML＝61，121）
4913 FORHAT（5ذA1．E7．2．61A1）
GO TO 4911.

$1(J S(L), L=30,34), \times 36 \cdot(U S(L), L=42,46), X_{48},(J S(L), L=54,58), \times O R G$.
$2(J S(L), L=66 \cdot 70), \times 72 \cdot(J S(L), L=78.82) \cdot \times 14,(J S(L), L=90,94) \cdot \times 96$ ．
$3(J S(L), L=102,106), \times 1 \cup 3,(J S(L), L=114,118), \times M A X$
4914 FORMAT（E7．2•3A1，E゙7．2．9（5A1，E7．2））
GO TO 4911
END
END UF COMPILATION：
NO OIAUNOSTICS．

63＊ 100 CONTINJE
DO 2 I2=inNe
DO 3 TI=1, NE 1
IN=(II-1)* * $\mathrm{F} E+I 2$
69* $3 \quad Y(11)=A U_{x}$ (IN)
7U* 2 CALL FITLIN(NEL, 2 , Y)
7i* GO TO JU:TP•(20.21.22.23.24)
DO 6 u=1.pNEi

$I_{1}=I_{A}+(J-1) *_{1} C 2$
7ソ*
$7 \quad Y(I A)=A U_{n}(\operatorname{IN})$
8U* 6 CALL FITLIM(ije $2, X, Y$ )
81* GO TO JU: $\mathrm{H},(20,21,22,23,24)$
6**
Eivo

```
END UF COMPLLATION: NO DIAONOSTICS.
```

SUBROUTINE FLTLIN（N，A，Y）
C PRINT Y＝A $A * X+A 0$ WHICh FITS BETTER THE N POINTS $X, Y$ ． DIMENSION $X(10), Y(10), X Y(10), X 2(10)$
SX＝0．0
$S Y=0.0$
SXY＝0．0
$5 \times 2=0.0$
DO 1 I＝1， N
$X Y(I)=X(1) * Y(I)$
$1 \quad \mathrm{XZ}(\mathrm{I})=\mathrm{X}(\mathrm{i}) * \AA(\mathrm{I})$
DO $2 \mathrm{I}=1 \mathrm{~N}$
$5 X=S X+X(I)$
$S Y=S Y+Y(1)$
$S X Y=S X Y+X Y(1)$
25 Sx2＝5x2＋x2（1）
$\mathrm{D}=1.0 /(\mathrm{N} * S \mathrm{~S} 2-5 \mathrm{~S} * \mathrm{SX})$
$\mathrm{A} 0=\mathrm{D} *(5 \mathrm{Y} * \mathrm{SX} \mathrm{Z}-5 \mathrm{~S} * \mathrm{SXY})$
$A 1=D *(N * S X Y-S X * S Y)$
PRINT 5PAL，AO

RETURIS
EnD
END uF COMPILATION：
no diagrostics．

| 1＊ |  | SURRUUTINE SIMGRA |
| :---: | :---: | :---: |
| 2＊ | C | IT GIVES 10 GFnPHICS WITH SUBR．GRAFO |
| 3\％ |  |  |
| ＋＊ | C | 1．TTME VERSUS VAR1 |
| 5＊ | C | 2．STD．TIME VEFSUS VAR 1 |
| 6＊ | C | 3．RtIO VERSUS VAR 1 |
| 7＊ | C | 4．IWPULSE VEKSUS VAR 1 |
| d＊ | C | 5．STu．IMPULSE゙ VERSUS VAR 1 |
| 3＊ | C |  |
| 10＊ | C | O．TLVE VERSUS VAR 2 |
| 11＊ | C | 7．STU．TIME VERSUS VAR 2 |
| 12乐 | C | O－RHO VERSUS VAR 2 |
| 1＊＊ | C | 9．TMPULSE VEKSUS VAR 2 |
| 1析米 | C | 10．ST0．InPulbe versus var z |
| 15＊ |  |  |
| 10＊ |  | COMMOA／BLI／X，Y，Z，VX，VY，VZ，ALPHA，PHI，DPHI，LTHET，STI． |
| 17＊ |  | COMMON／BLE／PHIO，VO，IGRTR，THRKD，CTE，ALPH |
| 18x |  | COmMON／BL3／WRRN |
| 19＊ |  | COMMON／BL4／KNAAN，PAR1，PAR2，ART，AST，ARF，ASF゙，ARI，ASI，KWRO |
| $20 \%$ |  | COMMON／BL5／WE1，NEZ，AKR |
| 21＊ |  | DLMEISSIOM KMRAN（100）PARI（100）PAR2（100），ART（100），AST（100） |
| こと＊ |  | DIMENSIOW ARF（100），ASF（100），ARI（100）ASSI（100）KWRO（100） |
| 23＊ |  | DLinENSIOM P（100，2），ILENT（100） |
| 24＊ |  | READ 30．NM1． 201 |
| 25\％ |  | READ 30． $30 . \times 102$ |
| 26\％ |  | READ 30 YMT YOT |
| $27 *$ |  | READ 30．YMTU MOTD |
| 20\％ |  | READ 30，TVIR YOR |
| 29x |  | READ 30，YAI，YUI |
| 30\％ |  | READ 30，Yimid Yolo |
| 31＊ | 30 | FOFMat（2E10．3） |
| 32＊ |  | CALL rENUEZ |
| 33永 |  | NP＝NE1＊NL゙C |
| 34＊ |  | DO $1 \quad I=1$ NP |
| 3う＊ |  | $P(I, 2)=A R T(I)$ |
| 30\％ |  | $P(I, I)=P A R L(I)$ |
| 37\％ | 1 | IbENT（I）＝MOU（（ $\mathrm{I}-1)$ ，NLE2） |
| 30＊ |  | CALL GRAFO（P，IUENT，MP，XM1，XOI，YMT，YOT） |
| 39＊ |  | DO $3 \mathrm{I}=1 . \mathrm{NP}$ |
| 40\％ | 3 | $P(I \cdot 2)=A \leq T(1)$ |
| 4\％豳 |  | CALL GRAFO（P，IUENT， H （\％M1，XO1，YMTD，YOID） |
| 42＊ |  | DO $5 \mathrm{I}=1$ ，NP |
| 43＊ | 5 | $P(I, 2)=A R T(I) / \Lambda R F(I)$ |
| 44皮 |  | CALL GRAFG（P，IUCHT，NF，XM1，XOL，YMR，YOR） |
| 43＊ |  | DO $7 \mathrm{I}=1 \mathrm{NP}$ |
| 40x | 7 | $P(I \cdot 2)=A<I(I)$ |
| 47＊ |  | CALL GRAFO（P，IOENT，NT，XMI，XOI，YMI，YOI） |
| 43＊ |  | DO $9 \mathrm{I}=1 . \mathrm{NP}$ |
| 4\％\％ | 9 | $P(I \cdot 2)=\wedge \leq 1(1)$ |
| 50＊ |  | CALL GraFo（P，IDENT，NF，XAI，XOA，YMIO，YO［O） |
| 51 \％ |  | DO $2 \mathrm{I}=1$ ，NP |
| 52\％ |  | $P(I \cdot 2)=A k T(I)$ |
| 53＊ |  | $P(I, 1)=P a R 2(1)$ |


| b＋k | 2 | IUENT（I）$=(\mathrm{I}-1) / \mathrm{AE} 2$ |
| :---: | :---: | :---: |
| ちうネ |  | CALL GRAFO（F，IUEUT Nr－XM2，XO2，YMT，YOT） |
| 56\％ |  | DO $4 \mathrm{I}=1 \mathrm{NP}$ |
| 57 尔 | 4 | $P(1,2)=A \leq T(1)$ |
| 53\％ |  | CALL GRAFO（P，LDEAT，Nr，XM2，XO2，YMTO，YOTD） |
| $59 x$ |  | DO $6 \mathrm{I}=1 \mathrm{NP}$ |
| 60\％ | 6 | $P(I \prime 2)=A 贝 T(Y) / A R F(I)$ |
| 6上尔 |  | CALL GRAFO（F，IDENT，NK，XMZ，XOC，YMR，YOR） |
| 62＊ |  | DO $81=1, \ldots P$ |
| 63＊ | 8 |  |
| 64\％ |  | CALL GRAFO（P゙，IDENT，NIF，XV2，KO2，YMI，YOI） |
| 6\％＊ |  | Do $10 \mathrm{l}=1 \mathrm{NH}$ |
| 60\％ | 10 | P（5， 2 ）＝asI（I） |
| 67\％ |  |  |
| 63\％ |  | RE゙TURi」 |
| 69\％ |  | ENO |
| ND UF | COmP | ATION：NO DIAGMOSTICS． |


| 2＊－SUBROUTINE MATIN（APB，NDEL） |  |  |
| :---: | :---: | :---: |
| －2＊ | C | MATRIX INVERSION BY ELIMINATION WITH PARTIAL PIVOTING |
| －＊ |  |  |
| 4水 | C | ORIGIVAL MATKIX＝A INVERSE MATRIX $=B$ |
| 京 |  | DIMEMSION A（N，N），B（NN） |
| －＊ |  | EPS $=0.0000001$ |
| 7＊ |  |  |
| 䊂 | C | COASTHUCT IDENTITY MATRIX $B(1, J)=I$ |
| 9＊ |  | $006 \mathrm{I}=1 \mathrm{~N}$ |
| 10\％ |  | DO $5 \mathrm{~J}=1 \mathrm{~N}$ |
| 11＊ |  | IF（I－J）ヶ．3．4 |
| 12＊ | 3 | $B(I \cdot J)=1.0$ |
| 13＊ |  | GOTO 5 |
| 14＊ | 4 | $B(1 . J)=0.0$ |
| 15\％ | 5 | COHT INUE |
| 16\％ | 0 | continue |
| －17＊ |  | OEL＝1．0 |
| 18＊ |  |  |
| 19＊ | C | LOCATE MAXImum Magnitude a（I，k）ON OR EELOW MAIV diagovf |
| 20＊ |  | DO $45 \mathrm{~K}=1 / H$ ．${ }^{\text {L }}$ |
| 21＊ |  | IF（K－ij）12，30，30 |
| 2く＊ | 12 | ImA $X=\mathrm{K}$ |
| 23＊ |  | AMAX $=$ AbS $(A(K, K))$ |
| 24＊ |  | $K P 1=6+1$ |
| 25\％ |  | D0 20 Inrplos． |
| 20\％ |  | IF（A氏AX－AES（A）I，K）） $15.20,20$ |
| 27\％ | 14 | IMAX $=1$ |

26＊
29：
30＊
31＊
3と＊
$30 \%$
34＊
30＊
30：
37＊
3 3＊
3\％平
46＊
41＊
42＊
43\％
44＊
4．）
40\％ 47＊
43
49＊
50：
5 1 ＊
52～
53＊ 54＊ 50＊
$50 *$
57＊
53＊
59\％
6u＊
$61 \%$
6ぐ
63＊
64＊ 65＊ $60 \%$

AMAX＝ASS（A（IRB））
20 continue
C ，interchange rows max aid $K$ If imax not egual tu $K$ IF（IMAX－K）25．30，25
25 DO $29 \mathrm{~J}=1 \mathrm{~N}$
$: \quad \operatorname{ArmP}=A(I m A X, j)$
A（IMAX，J）$=A(\mathrm{~K}, \mathrm{~J})$
$A(K \cdot J)=A \mid m P$
$B T \% P=B(I n A x, J)$
B（IMAXPJ）$=\mathbf{i j}(\mathrm{K}, \mathrm{J})$

DEL $=-$ UEL
30 continue
C TEST FOR SINGULAR TAATRIX

33 DEL＝A（KM）＊DEL
C bivioe pivot row by its main otagonal element
DIVニA（KハK）
DO $33 \mathrm{~J}=1 \mathrm{~N}$
$A(K \cdot J)=A(K \cdot J) / O I V$
$30 \quad B(k \cdot J)=\beta(k, j) / 0 T V$
c
REPLACE EACH ROW BY LINEAR COMEINATION WITH PIVOT ROF
0043 I二1•N
AMULT＝A（IOK）
－TF（I－K）39，43．39
39 DO $42 \mathrm{~J}=1$ if
$A(I, J)=A(I, J)-A M U L T *_{A}(K, J)$

$4 j$ continue
45 Continue
99 RETURIN
93 PRINT 11JoK
GOTO 99
113 Format 2 an singular matrix for $K=, ~ I 2$ ）
END

| 1＊ |  | SUBRUUTI，GRAFO（P，IUENT，ID，XVAX XORG，YMAX，YORG） |
| :---: | :---: | :---: |
| 2＊ | C | THIS SUBGOUTINE GIVES A PLOT OF The ID POINTS UHOSE COOFDIF |
| 3＊ | C | PROVIUED IN THE ARRAY P． |
| $4 *$ | C | THE AXES ARE CENTEREU IN（XORG，YORG）AND XMAX，YMAX ARE THE |
| 5\％ | C | OF THE GIAAPIIC． |
| 6\％ | C | EACH FUINT wILL BE PRINTED AS＊，Q＊X．．AAESC，D．E，OR F G． |
| $7 \%$ | C | IUENTIFIER U，1，2，3，4．5．6．7．8．OR 9 IN THE ARRAY IUENT． |
| 0＊ |  |  |
| 9＊ |  | DIMENSIO．4 P1（500， 2 ），US（130），IDENT1（500），AUX（500） |
| 10＊ |  | A1NTY $=\left(Y_{\text {NA }}\right.$ AX－YORG）／50．0 |
| 11＊ |  | A INTX $=\left(X_{1} A X-X O R G\right) / 120.0$ |
| 1ど |  | لPOIGT＝1，${ }^{\text {＊}}$ |
| 13＊ |  | JBLANK＝1id |
| 14＊ |  | JOME＝1HI |
| 15\％ |  | JPLUS $=1 \mathrm{H}+$ |
| 16\％ |  | Jivinus $=11^{-}$ |
| 17＊ |  | J00＝1H0 |
| 1 1\％${ }^{\text {\％}}$ |  | $J A x=1 H X$ |
| 19\％ |  | Ј $\mathrm{B}=1 \mathrm{i}$ ． |
| 20\％ |  | $\checkmark A=1 H A$ |
| 21＊ | ． | $J_{B}=1 \mathrm{HB}$ |
| 22＊ |  | $J C=1 H C$ |
| 23\％ |  | $J \mathrm{~J}=1+0$ |
| 24\％ |  | $J E=1.12$ |
| 25＊ | － | $J F=1 H F$ |
| 26\％ |  | XMIN＝XORG |
| 27＊ |  | YVIIN＝YORG |
| 28＊ |  | X12＝XMIN＋12．0＊AINTX |
| 29＊ |  |  |
| 30＊ |  | X $36=x$ 同 $1+36.0$＊A INTX |
| 31＊ |  | X48＝xMIM＋48．0\％AINTX |
| 32＊ |  | $X 61=X 14 \mathrm{~N}+60.0 * A I N T X$ |
| 3＊＊ |  | X72＝xMIN＋72．0＊A INTX |
| 34\％ |  | X84 $=$ XMIN＋84．0＊A INTX |
| 35＊ |  | $\times 96=X M T N+9600 A I N T X$ |
| 36＊ | ． | X108＝XMIN＋108．0＊AINTA |
| 37＊ |  | DO $49 \mathrm{I}=1.10$ |
| 38＊ |  | $A \cup X(I)=P(1,2)$ |
| 39a |  | P1（I，2）$=$ YMIN |
| 40＊ | 49 | Continue |
| 41＊ |  | DO 4900 IL＝1，ID |
| 42＊ |  | $A Y=Y M L N$ |
| 43＊ |  | $N Y=1$ |
| 44＊ |  | DO $4901 \mathrm{I}=1.10$ |
| 45＊ |  | IF（P（I，2）－AY）4901，4902，4902 |
| 40＊ | 4902 | $A Y=P(I, 2)$ |
| 47尔 |  | $N Y=1$ |
| 40＊ | 4901 | CONTINUE |
| 4可 |  | P1（IL， 2 ）$=$ AY ： |
| 5 ¢＊ |  | P1（IL，1）mp（ivy，1） |
| 51＊ |  | IDENT1（IL）＝IDENT（NY） |
| 5．2＊ |  | $P(N Y, 2)=Y M I N$ |

```
5コ*
55*
5%*
57%
S@*
59*
6u*
61*
62%
6う*
6&ま
65*
60*
67木
60%
09*
7U*
71*
7<*
7%*
74*
7ゝ*
70:%
7%*
75*
79永
80%
81*
8<*
83*
84*
30*
BG*
87*
88*
89%
90*
91*
```

4YOU CONT LNUE

```
4YOU CONT LNUE
        \=1
        \=1
        004903 I=1.ID
        004903 I=1.ID
        IF((P1(I, 1).GT.XMAX).OR.(P1(I,1).LT,XMIN).OR.(P1(I,2).GT,YMAX)
        IF((P1(I, 1).GT.XMAX).OR.(P1(I,1).LT,XMIN).OR.(P1(I,2).GT,YMAX)
        CGOTO 4503
        CGOTO 4503
            P1(U,1)=-1(1,1)
            P1(U,1)=-1(1,1)
            P1(v,2)=1 1(1,2)
            P1(v,2)=1 1(1,2)
            IDENT1(J)=IDERT1(I)
            IDENT1(J)=IDERT1(I)
            J=\+1
            J=\+1
4903 CONT LINUE
4903 CONT LINUE
            J=\-1
            J=\-1
            PRINT 1
            PRINT 1
1 FURMAT (1,1. )
1 FURMAT (1,1. )
    00 4.904 i=1, 1<1
    00 4.904 i=1, 1<1
    JS(I)=JBLANK
    JS(I)=JBLANK
4904 CONTLNUE
4904 CONTLNUE
    JS(9)=\O1VE
    JS(9)=\O1VE
    IQ=1
    IQ=1
    ILIN=1
    ILIN=1
4905 IF(P1(IQ,2).LT.(YMAX-(ILIN-1)*AINTY)) GOTO 4915
4905 IF(P1(IQ,2).LT.(YMAX-(ILIN-1)*AINTY)) GOTO 4915
    IF(IQ.GT.U) GOTO 4910
    IF(IQ.GT.U) GOTO 4910
    Kx=IFIX(((P1(IQ,1)-XMIN)/AINTX)+0.5)+5
    Kx=IFIX(((P1(IQ,1)-XMIN)/AINTX)+0.5)+5
    IKX=IDENT1(10)+1
    IKX=IDENT1(10)+1
    GOTO (4951,4950,455<,4953.4954,4955,4956,4957,4950,4959),IKX
    GOTO (4951,4950,455<,4953.4954,4955,4956,4957,4950,4959),IKX
4950 J5(KX)=JuW
4950 J5(KX)=JuW
    GOTO 4970
    GOTO 4970
4951 JS(Kx)=JNOTNT
4951 JS(Kx)=JNOTNT
    GOTO 4.970
    GOTO 4.970
4952 JS(Kx)=JAX
4952 JS(Kx)=JAX
    G0TO 4970
    G0TO 4970
4953 ЈS(KX)=\ox
4953 ЈS(KX)=\ox
    GOTO 4970
    GOTO 4970
4954 JS(KX)=JA
4954 JS(KX)=JA
    GOTO 4970
    GOTO 4970
4955 JS(KX)=\=3
4955 JS(KX)=\=3
    GOTO 4970
    GOTO 4970
4956 JS(Kx)=\C
4956 JS(Kx)=\C
    GOTO 4970
    GOTO 4970
4957 JS(KX)=Јu
4957 JS(KX)=Јu
    GOTO 4970
    GOTO 4970
4950 JS(KX)=JE
4950 JS(KX)=JE
    GOTO 497U
    GOTO 497U
4959 JS(KX)=JF
4959 JS(KX)=JF
4 9 7 0 ~ I Q = I Q + 1
4 9 7 0 ~ I Q = I Q + 1
    IF(ILIN.GE.52) 60 TO 4920
    IF(ILIN.GE.52) 60 TO 4920
    GO TO 490S
    GO TO 490S
4920 CONTINUE
```

4920 CONTINUE

```


```

914 FOKMAT(11E12.3)

```
914 FOKMAT(11E12.3)
    DO 4921 i=1,IU
    DO 4921 i=1,IU
    P(I,2)=AUX(I)
    P(I,2)=AUX(I)
    P1(I,1)=0.0
    P1(I,1)=0.0
    P1(I,2)=0.0
```

    P1(I,2)=0.0
    ```
```

1UO* IUENTL(I)=0
107:% 4, <, CUINTIHUE
1U** PKINT 4940, ML,TXOAINAY

```

```

llu* PRIMT 1
1LI:% KEIUURN
11%% 4%15 IF(ILIN.EQ.bi) GOTO 4907

```

```

114** 4906 PriNNT 4910,(JS(L),L=1,130)
110% 5005 FURMAT(I\&O.4E15.4,2ILU)
110x 49iU FUnimit(IuOA1)
1お7* 4%11 ILIf!=ILI!+1
110* Uu 493U I=1.150
119* J5(I)=\音A゙!K
120% 4950 CUNTTINUE
121* JS(9)=\DNE
12c*
123%
124;
12も*
120氺
12/れ
120-K
1<り水
13u%
13山*
132*
130* 913 FORMAT (EO.2.122A1)
13\&* GO TO 4911
13釉 END
ENE GF COMPLLATIUN：
no diAunostics．

```
```

