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## Abstract

This thesis describes a calculus iatended for the refinement of expressions, in particular the calculus provides a framework for the formal derivation of executable expressions from initial specifications. The approach taken follows and extencls the work of Back, Morris and Morgan on the refinement calculus for imperative style programs. We contribute to the area by providing a refinement calculus of expressions with a simple semantics and support for the formulation and development of specifications in parts.

We take the view that a refinement calculus consists of a specification language, which usually includes constructs which are non-executable, but is a "super-language" of a programming language; a refinement relation between specifications, which possesses particular properties necessary for the refinement of specifications it a stepwise and piccewise mamer; and a set of laws determining how such refinements may procced.

We describe a simple functional language of expressions which includes features for undefinedness, non-determinism and partiality. The added constructs allow the easy formulation of expressive and abstract specifications, giving maximum freedom to the implementor.

The issue of methods to structure large specifications is addressed throngh the concept of partiality. We provide support for the construction of specifications in parts, together with operations to compose partial specifications to form the whole. We also consider how the state and exception monads, used to hide imperative features in pure functional programs, might be used similarly to structure specifications.

A refinement relation between specifications is defined. A sel of laws suitable for the manipulation and refimenent of expressions is proposed.

The expression language is given a simple denotational semantics, using powerdomain structures to capiure non-determinism. This semantics allows the easy and intuitive formal definition of refinement, using the Smyth ordering for powordomains, and facilitates the construction of the prools of the proposed laws for the calculus.
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## Chapter 1

## Introduction and Background

Formal methods for the development of reliable software is an ambitious goal, but we take the view that it is ultimately worthwhile. Rescarch into the area has resulted in many useful methods, for example: tools for the writing of unambiguous specifications of software systems; methods of verifying thati a program mects its specification; semantics of programming languages which help us to understand the meaning of a program; laws which encapsulate the process of program development. That a program should be derived from its formal specification, so developing prograin and proof of correctness together, seems intuilively obvious. This is exactly the airn of researel into formal progran development, particularly refinement calculi. Ai the very least, it provides us with an understanding of the concepts and issues involved, and defines a connmon framework within which both specifications and programs can be discussed.

Our aim is to describe a refinement calculus of expressions, so extending the imperative refimement calculus and providing a theoretical basis for the formal development of furctional programs. In this chapter we give a brief account of the background areas of specification, formal program development and refinement, and attempt to indicate how the refinement calculus of expressions fits into this context.

### 1.1 Specification

A specification of a software system is a description of the desired behaviour of that system. It can be thought of as a contract between a customer aud a programmer. It must be written in such a way that it can be understood by the customer, but is rigorous enough to exclude ambiguities. Natural language is not suitable as a specification language because
it allows too many ambiguitics. However, a programming language is too restrictive as a specification language since it gives too much detail about how a task is to be accomplished.

We expect a specification to be more abstract and less machine-oriented than a program which implements it. Formal specifications are writiten using languages which are based on mathematical principles, and are therefore rigorous, but have a notation rich enongh to express properties of a system in a way which is easily understood by the customer.

The existence of a formal specification also allows us to establish that a program implements that specification. A statement concerning the correctness of a program presupposes the existence of an external frame of reference. The formal specification may be used either to prove the correctness of a program, or in the development process to derive a program which satisfies the specification.

### 1.1.1 Approaches to Specification

## Model-Oriented Spccification

The specification languages $2[27,75,44]$ and VDM $[10,11]$ are both examples of a modeloriented approach to specification. This involves the construction of a model of the concept to be described, taking advantage of available mathematical tools. The associated operations of the concept are then specified with respect to the particular model which has been used.

The Z specification language follows an approach to specification which is state-based. It has as its mathematical basis familiar mathematical concepts and notations such as set theory and first order predicate logic. It uses the set operations such as union, intersection, set difference, set mombership etc., and operations on mappings betweem sets to build a concoptual model of the system to be specilied. Operations from predicate logic are used to build sets and to make assertions concerning the components of the specifications.

The known properties of the underlying mathematical concepts used for specification in the model-oriented approach can be used to reason about specifications in a formal setting. The Logic of Partial Funclions (LPF) provides a logical framework for proofs about VDM specifications [43].

## Algebraic Specification Techniques

The algebraic style of specification, as found for example in [70], is theoretically bnsed on the notion of algebraic types. In contrast to the model-oriented approach of Z or VDM,
concepts are specified implicitly by describing their construction, modification and access operations using sets of axioms. Thus the internal structure of the concept is not explicitly revealed.

The advantage of an algebraic spocification is that a more abstract description of the system is obtained. Although no explicit model of the concept is formulated, there may be many models which satisfy the specification. A programmer is not restricted to any particular model and may choose between possible models during the program development process.

However, the axiomatic equations to describe the system are difficult to construct. In addition, it is often the case that a particular implementation for a data type suggests itself and it is then easier to specify the data type in terms of that model.

### 1.1.2 Undefined terms

In the specification and development of software systerns undefined expressions arise quite naturally, usually in the application of functions to arguments where the function is not defined, or termination is not guaranteed. Simple examples of this are integer division by zero, or the integer square root of a negative number. This necessitates a method for dealing with formulas which involve undefined terms. Many examples illustrating the need for such methods may be found in the literature, for cxample \{9, 22, 40, 41]. It is clear that classical logic is unable to deal with such terras.

There are various ways of forming proofs about undefined expressions. Some of these attempt to kcep to classical logic by making functions everywhere defined over a restricted domain, or by using relations to avoid function application, as in the Z specification language. Other methods use conditional forms of the familiar conjunction and disjunction operators, as in many programming languages, resulting in non-symmetric operators. Another method is to use a logic which has the ability to deal with terms which are not well-defined, a 3-valued logic such as LPF of VDM. An overviow of vaxious methods of dealing with the problem of undefixed terms may be found in [22] and more recently in [42].

Our approach, as developed in chapter 2, is to admit to the existence of undefined terms and to use a logic, distinct from LPF, which accomodates them.

### 1.1.3 Non-Determinism

An expression is deterministic if separate evalnations of that expression, in the same etvironment, always give the same result. An expression is non-deterministic if separate
evaluations may give different results. Constructs for non-determinism are used in specifications to increase abstractness, when there may be a number of design options which are equally suitable. During program development, this allows Ireedom for design decisions to be made. We take the view that, ultimately, programs must be deterministic.

Non-determinism may be used as a specification tool for under-specificalion of a problem. An often used example is that of searching. Find the indcx of some occurrence of $x$ in the list $L$. This gives the implementor freedom to search for the first, last or any occurrence of the given $x$.

Non-determinism in specifications is usually obtained through the introduction of a choice operator: <br>, such that for expressions $E$ and $F$, the expression $E \square F$ may evaluate to cither the value of $E$ or the value of $F$. We take the vicw that, from a specification $E \| F$, the customer will be happy with a program implementing $E$ or a program implementing $F$ or some combination of the two.

In [84] three sorts of non-deterministic choice operator for expressions are distinguished by the way choices are made in the presence of undefineduess. With angelic non-determinism: all choices are made in favour of termination, i.e. $E \| F$ is undefined only wheu both $E$ and $F$ are undefined. With demonic non-determinism, all choices are made in favour of non-termination, i.e. $E \| F$ is undefined if either of $E$ or $F$ is undefined. With errofic choice, nothing is done to favour or avoid non-termination. The terms angelic and demonic are attributed to C.A.R. Hoare, while the terne erratic is due to M. Broy.

Allhough erratic non-determinism can be described operationally as being sinilar to the tossing of a coin, notice that it cannot be used to specify such a process. This is because, for cxample, the specification heads] luils may be implemented by the program heads, which always gives the same result.

In chapter 2, we introduce a specification language of expressions which includes a choice operator. In order not to limit the properties of the language un-necessarily, this choice operator is cratic. Our logic, which handles undefined terms, also accomodates non-cleterministic values.

### 1.2 Program Development and Refinement

Given the formad specification of a program, the programmer's objective is to develop a program which satisfies the specification. The task of verifying a program after its construction is a laborions one, and it is woll recognised that a program and the proof of its correctness
should be developed together. This may be done in an informal manner, however in order to build programs which are correct with respect to their specifications, it is necessary to validate rigorously each step of the process.

In [24] Dijkstra describes a simple imperative programming language, the language of grarded commands. A methodology is presenterl in $[24,31,38,45]$ which allows the program and proof of its correctness to be developed together, from a specification consisting of a pre- and post-condition. A program development methodology for Z specifications is described in [75]. This uses a notion of refinement of both data and operations. The weakness of these, and other programming methodologies, is that while both the specification and the program are formal objects, in refining from specification to program, the intermodiate objects are not necessarily formal, since they may be considered as hybrids, a mixture between specification and program.

The problem of having informal aspects in the development process is addressed by using a specification language which is a "superlanguage" of a programming language. The advantage of this is that both program and specification may be reasoned about using the same semantic framowork. This is the case with the Extended ML specification language, which has, as its execulable sublangunge, the Standard ML programming language [78, 79]. [ri [79] a formal program development methodology is presented which describes how a specification may be developed in stages by replacing non-algorithmic elements by execulable code. Each step of the development is associated with certain proof obligations. The development process effectively describes the refinement of a specification such that the final specification is executable, i.e a program.

Expressions are much casier to manipulate than statements: because we are no longer concerned with possible sidc-cffects or changes to the state. This can be seen very clearly in reasoning about pure functional programs [12] and in the work of Bird and Meertens $[13,5]$ on manipulating lists. More recently, Bird has used notations from category theory [8] to specify concisely and very elegantly certain classes of problexus [14, 15, 16]. Using mathomatics of category theory these specifications can be transformed to equivalent but more efficient expressions of a functional programming language. Some work is involved in formulating the initial specifications and the notation conld not. be considered suitable for a naive user to read. The approach is also limited to a certain class of optimisalion problems.

### 1.2.1 Refinement Calculi

The main aim of a refinement calculus is to allow the stepwise development of programs from specifications in a formal manner, ensuring a correct transformation. One approach to such
a calculus is achieved by describing a specification language which contains as sublanguage a programming language. The specification language will, in general, contain some constructs which are very expressive but are non-executable or expensive to implement. This is usually obtained by extending a programming language with additional expressive, but possibly non-algorithmic, constructs. An example of this is the Extended ML specification Ianguage, mentioned above.

The calculus will etso include a refinement relation between specifications, usually written $X \sqsubseteq Y$ for specifications $X$ and $Y$. This expresses the fact that whenever specification $X$ is acceptable (to a customor) so also is specification $Y$, but $Y$ is generally more algorithmic than $X$. We usc the term algorithmic looscly here, to mean that $Y$ is closer to being a program than $X$.

The purpose of a refinement calculus is to allow the stepwise calculation of a program from an initial specification, $S_{0}$. Hhis means the development of a scquence of specifications, $S_{0} L_{1} \equiv \ldots \sqsubseteq S_{n}$, where each $S_{i}$, for $0 \leqslant i<n$, is refined by $S_{i 卜 i}$, and $S_{n}$ is a program. In order to conclude that $S_{n}$ is a correct implementation of initial specification $S_{0}$, it is necessary that refinement is transilive. In lact, the refinement relation should be a preorder, so that if any of the $\sqsubset$ is replaced by $\equiv$ (equivalence) in the above sequence, we can still concludc that $S_{0} \sqsubseteq S_{n}$.

It is also important that refinement can progress in a piecewise manner, so that refinement of part of a specification results in refinement of the whole specification. To facilitate piecewise refinement, it should be the case that the constructs of the specification language are monotonic with respect to refinement of subterms. So, if $S[X]$ is a specification containing $X$ as subspecification, and it can be shown that $X \subseteq Y$, then it should be the case that $S[X] \sqsubseteq S[Y\rceil$.

The final part of the calculus is a set of refincment laws. In deriving a program from its specification, it is not necessary to use the definition of refinement directly. Instead, the definition is used to form a set of refinement laws, which can be used to justify each step of the derivation.

## The Refinement Calculus for Imperative Programs

A refinement calculus for imperative programs was first inspired by Back [3, 4], and further developed, independently, by Morris [59, 62] and Morgan [50, 56]. Dijkstra's guarded command language [24], whose semantics is given in terms of predicate transformers, is extended by adding expressive but non-executable constructs, including a specification statement cousisting of a pre- and a postcondition. The added constructs are also given a formal semantics
in terms of predicate transformers. The refinement relation between specifications is formalised, and intuitive notions of program dovelopment are described formally, resulting in a set of refinement laws.

Non-determinism, which is an important aspect of specification, is permitted in the imperative refinement calculus at the level of statements only. Non-deterministic expressions are not permitted. Morris [63] argues that expressions which are undefined or non-deterministic can fit into the refinement calculus for imperative programs by defining a suitable semantics. His approach results in an elegant form of assignment, but does not accommodate expressions which arc of function type.

## Data Refinement

In extending the guarded command lauguage of Dijkstra to form a specification language, a richer set of data types is added along with richer operations on data. This facilitates specification using the model-oriented approach. During the refinement process, these richer types must be replaced with simpler and more easily implemontable types. This process is known as data refinement.

Replacement of abstract data types by more concrete types using coordinate transformations was suggested by Dijkstra in [24]. A formal notion of data, refinement with laws goverwing its application has been developed by Morris [60,61] and Morgan [58] to compliment the imperative refinement calculus.

### 1.2.2 Refinement of Expressions

It is recognised that expressions are easier to manipulate than statements, and we have already mentioned the use of functional programming languages: and the work of Bird and Meertens. Refinement of expressions was excluded from the work on the imperalive refinement calculus, although Morris $[64,65]$ has since done some research in the area. The ability to write non-deterministic, more abstract expressions at the specification stage, aud to allow these be refined along with the refinement of statements would gratily extcud the power of the imperative calculus.

It is also possible to consider writing au initial specification as an expression and, by refinement, calculate an imperative program to implement it. This would involve a special form of expression refinement since it would meas transforming from one type, the type of the specification expression, to the type of statements.

In pure functional programming [12] a progran is essentially an cxpression which is evaluated by the computer. The task of a programmer is to build a function to solve a particular problem. A notion of refinement of expressions therefore could be used not only to increase the power of the imperative refinement calculus, but also as the basis of a refinement, calculus for functional programs.

## Logical Specifications for Functional Programs

In [68] Norvell and Hehner present an approach to expression refinement, with the aim of deriving functional programs. As with the approach used for the imperalive refinement calculus, they take a simple programming language of expressions, and extend it by adding non-cxecutable constructs. Non-determinism is achieved through the use of bunches [38, 39], resulting in an erratic form of choice. Bunches are similar to sets, but without the bracket notation, without nesting, and with distribution of operations over the elements.

Function abstraction, in the specification language of [68], distributes over bunch union, resulting in functions which are under-determined rather than ron-deterministic. Essentially, what this means is that a function with a non-deterministic body is exactly equivalent to a choice between functions with deterministic bodies. Therefore it can be assumed that cvery function has a deterministic body.

The identity of bunch union is the null specification which refines all specifications, but cannot be implemented. The zero of bunch umion is the all specification which is refined by all specifications. There is no explicit treatment of undefinedness, although all may be used to represent exrors. The uotion of refinerucnt is based on the superbunch operator.

The semantics for the language is axiomatic, but there is no satisfactory treatment of recursion. In particular, examples of refinements are given which introduce recursive functions without any theoretical basis for doing so.

The approach of Norvell and Hehner results in a simple treatment of exprossion refinement at a syntactic level, but it does not address the problems which exist at a deeper level. The specification language is concise, but the notation is somewhat difficult to read, and the examples given are all small examples, of the searching and sorting variety. It is not cleax how the language would be used to describe bigger problems, or how refinement in parts would be achieved.

## A Refinement Calculus for Nondeterministic Expressions

In his PhD thesis [90], Ward gives a fuller account of a refinement calculus of expressions with a view to deriving functional programs. As in the work of Norvell and IIehner, he takes a simple functional programming language and extends it with non-executable constructs. Interesting addlitions include constructs for both demonic and angelic non-determinism.

I'he inclusion of angelic non-determinism means that backtracking problems can be expressed quite elcgantly. This is because the cvaluation of an expression involving angelic non-determinism in some sense looks ahead and chooses the correct value to give the desired result.

Ward gives a semantics to the specification langunge based on a notion of weakest preconditions for expressions. While in the imperative refinement calculus statements are regarded as functions from output states to input states, Ward treats expressions as functions from sets of values (evaluations) to sets of environments. We consider that the resulting semantics is unnecessarily complicated. The weakest precondition semantics is very suitable for a state-based language, but is not required to give a meaning to expressions.

Based on the semantics of the specification language, Ward gives a definition of the refinement relation between expressions and proposes a set of refinement laws, most of which are intuitively reasonable. However, because of the overcomplicated semantics, the proofs of these laws seem more involved than expected.

Although this work results in an expressive specification language, and a formal notion of refinement with associated laws, it is not clear how it would be used to tackle large problems. Ward does not address the issues of structuring large specifications, which is essential for: any specification language.

## Refincment of Imperative Expressions

In his Ph.D. thesis [1.8], Bunkenburg describes a calculus of expressions which has as target language an expression language with imperative threads. Although the aim of the calculus, to derive imperative style prograns from functional specifications, is different from that of Ward or Norvell and Hehner, some of the approaches and techniques are similar.

Bunkenburg begins by leying out a language of expressions which includes a choice operator $\lceil 7$ for demonic non-determinism. Non-torminating, or undefined, expressions are also considered, with lazy function application. Bunkenburg claims that a lazy language is more expressive.

Tmperative programming techniques are permitted in the language through the inclusion of the state monad (sec chapter 4). The algebraic laws asociated with the monad are inchuded with the laws governing the expression language.

Informally, Bunkeulburg treats non-deterministic expressions as sets of outcomes which are upward closed (with respect to definedness). An upward closed set is such that, if the set contains an outcome $v$, then it also contains all outcomes better (more defined) than $v$. The refinement relation is then treated as superset between upward closed sets of outcomes. Bunkenburg provides many axioms describing the behavious of the refinement relation.

A denotational semantics is given to the language, again usiug upward closed sels, but this time in a formal manner. Bunkenburg states that a programmer needs the semantics to write the initial specificaiton but not for the derivation of a program. The semantics are needed to decide what to prove, but not in order to complete the proof.

The resulting semantics (for the non-imperative features of the language) is reasonably straightforward, using notations and theory from powerdomain theory. It is also possible, by extending the notation and imposing some restrictions, to give a denotational semantics to the state monad within the same framework.

Bunkenburg demonstrates the use of his calculus in a number of interesting examples from various problem domains. These are all concerned with the use of state threads in imperative-style expressions, rather than with basic expressions themselves. Consequently, it is difficult to compare the use of the calculus with that of the pure expression refinement approach of Ward.

### 1.3 Structuring I,arge Specifications

For large, or even medium sized, specifications and programs it becomes essential to have some method of structuring the specification into individual units. One of the most importint features of $Z$ is that it supports the decomposition of large specifications into manageable units, called schemas. Each schema should model a conceptual unit of the specification so that it is rolatively self-contained, and can be reasoned about individually. This process may be described as "separation of concerns". A number of operators, such as conjunction and disjunction, are defined for combining schemas, in a sensible manner, to form the complete specification.

In the algebraic approach, type definitions may be structured so that each type declaration represents a conceptual unit of the specification. Specifications are built in an hierarchical fashion, allowing object classes to be defined in a structured way.

In [30], Frappier, Mili and Deshanais presenl a method to promote program construction by parts. Given a number of user requirements in the form of parial specifications, a partial progrant is derived for each one. These are combined to form a program which satisties all the requirements simultaneously. Specifications are represented by binary relations, and the derivalion process is a stepwise transformation of relations.

Back and Butler, in [2], examine various summation and product operators in a higher order logic approach to the imperative refinement calculus, using category theory. At a more abstract level than [30], the summation and product operators can be applied to the composition of partial specifications.

### 1.4 Thesis Proposal and Plan

The aim of this thesis is to provide a refinement calculus suitable for the refinement of expressions. The calculus could be used in a number of ways: to extend the imperative refinement calculus by allowing specification and refinement using more abstract expressions; to provide the basis for a calculus to allow the development of imperative programs from specification expressions; or to provide the basis of a framework for the formal development of functional programs from specifications. 'The approach will parallel the work of Back, Morris and Morgan on the refinement calculns for imperative programs.

The first stage is to describe formally a simple specification language of expressions. This is based upom familiar expressions of well-understood types, such as booleans, integers, functions etc. Additional, less familiar constructs will allow the easy formulation of expres" sive and abstract specifications, giving maximum freedom to the implementor. In order to achieve more abstract specifications we allow non-determinism in cxpressions by providing a choice operator. We also aim to enable formal reasoning about and with expressions which may contain undefined terms.

So that the extended language can bo used to specify real problems it is vital that we provide support for the construction of specifications in parts, together with operations to compose partial specifications to form the whole. We will show that it is possible to reasou nbout and refine these partial expressions individually.

A refinement relation between expressions will be defined. As described in section 1.2 , this is a preorder, allowing the refinement process to progress in a stepwise manner. We will show that constructs of the expression language are, with a few exceptions, monotonic with respect to refinement, allowing piecewise refinement to occur.

The last part of defining a refmement calculus involves the compilation of a set of laws which may be used in the derivation of an executable expression, without requixing the use of the definition of the refinement relation at each step. We aim to provide both equivalence laws, used in the manipulation of specifications, and refinement laws, which describe how expressions may be refined.

The expression language will be given a denotational scmantics, with powerdomain structures to capture non-determinism. The aim of the semantics is to provide a model of the language which can be used to justify the axioms and rules of inference, and so demonstrating that the theory is consistent.

In general, we expect our specification language to look similar to that of Norvell and Hehner and that of Ward, although there will be some different constructs which we have found uscful and more expressive in formulating specifications. In parlicular, the support of partial specifications extends both of these approaches. We feel that the denotational approach to the semantics of the language is more suitable than the wealsest precondition approach of Ward. Alhough our seruantics is similar to that of Bunkenburg, we discuss powerdomains only at the semantic level, and so the usce is not required to have any knowledge of a model of upward closed sots. The simple semantics and ease with which refinement laws are proved will support the claim that the denotational approach using powerdomains is most suitable for a language of this form.

We hope to contribute to the area of formal progrand development by providing a refinement calculus of expressions with a simple somantics and support for the formulation and development of specifications in parts.

### 1.4.1 Plan of Thesis

In this chapter we have given some background to the area of formal methods for specification and development of software. We assume that the reader is familiar with the various approaches to formal specification, formal programming in the style of Dijkstra [ $24,31,38,45]$, and the relinement calculus for imperative programs, as developed by Back, Morris aud Morgan [3, 4, 59, 62, 55, 56:.

In chapter 2 we will introduce the specification language of expressions, based on familiar mathematical expressions, but including constructs to handle undefinedncss, and a choice operator to provide for nondeterministic expressions. We will also describe the logic which forms part of the language, and give an argument that it is sufficiently axiomatised. In addition we describe what it means for an expression to be partial and introducc operators for forming and totalising such expressions, so excluding miraculous specifications.

Chapter 3 deseribes how expressions axe used to form specifications. The syntax of a specification, as a collection of expressions, is described informally; and a number of small examples is given to illustrate this.

In chapter 4 we address the issue of how to structure large specifications. In particular, the formation, use and combination of partial functions as the units of partial specifications is examined. This is accompanied by a larger example to illustrate these new ideas. We also look at how certain monads, already used generally to structure functional programs, might, be used to stiructure specifications.

Chapter 5 examincs how to reason about expressions, including how to prove properties of, how to transform, and how to refine specifications. A proof system, based on the logic system of the language, is described. In order to support more high level manipulations than those suggested by the axioms of chapter 2, a collection of transformation laws is provided. The refinement operator $L$ is introdnced into the language, with a set of axioms and a collection of refinement laws to support the process of stepwise refinement. Examples are used to illustrate the various concepts introduced, including an example showing the derivation of an imperative-style expression from a simple specification.

The formal semantics of the language is described in chapter 6. This is a denotational semantics using powerdomains to capture nor-determinism. In particular, we tackle the problem of giving a meaning to recursive function definitions which might contain nondeterministic terms. The refinement relation is given a meaning based upon the Smyth ordering for powerdomains. We show how the semantic delinitions support the axions axıl laws provided in chapters 2 and 5 . We also consider how a semantics might be give to the informal concept of specification modules introduced in chapter 3 .

Chapter 7 concludes the thesis. A summary of the main points is given, along with some discussion of the contributions made. We compare the approach taken to other work in the area of refinement calculi for expressions. Finally, some suggestions for future directions of research are given.

## Chapter 2

## The Expression Language

In this chapter we aim to define a specification language of expressions. This language is to form one of the components of the refinement calculus.

A programming language is not, in general, useful for specification, since specifications are usually more abstract than programs. This is because a specification should be concerned with expressing what is to be achieved, while the program implementing it will dictate how the goal will be achieved.

As in the approach takcen by Morris and Morgan in the imperative refinement calculus $[62,59,57,56]$, we extend a simple language of expressions with operations and facilities for constructing expressions which are more expressive and less algorithmic in nature. In particular, we add operations for the manipulation of undefined terms, and introduce nondetcrministic constructs. Both of these add abstractness to specifications while allowing an implementor to make cortain decisions regarding the implementation of a specification.

Various concepts such as undefinedncss, non-determinism, equivalence and refinement are explored informally in section 2.1 , as well as an overview of the methodology to be employed in the description of the expression language. Section 2.2 gives a formal treatment of undefinedness and non-determinism. The logie of the expression language is set out formally in section 2.3, including an argument for sufficient axiomatisation. The types of expressions are set out in section 2.4 using type rules and axioms. Additional language constructs for specification are described in section 2.5 .

Finally, section 2.6 treats the topic of partiality which, in this context, has a different meaning to the usual mathematical interpretation. In fact, as we shall sce in chapter 4, partial expressions, and partial functions in particular, are necessary for the construction
of specifications in parts. The introduction of partial expressions, however, also means the introduction of possibly miraculous specifications. We show how this may be clealt with syntactically.

### 2.1 General Overview

In this section we give an informal overview of the various important aspects of the specification language.

### 2.1.1 Scope of the Language

The language of expressions we use in this thesis las a very broad soope. It is a specification language, with a programming sub-language as well as other non-algorithmic construtts; it contains a logic, both for specification and also forming a reasoning mechanism for the language; it has a module system which is suitable for the construction of large specifications; it has relations for equivalence and refinement, used for comparing expressions; and it is also a calculus, a framework for the rigorous construction of programs from specifications. All of this will become clear in this and the next three chapters.

The basic specification langnage, which is treated in this chapter, is made up of expressions. Each expression has a unique type, according to the type system described in section 2.4. We do not say exactly which expressions form the programming suljulanguage. In fact, this will depend on a given problem. For some applications of the calculus, the aim may be to find a deterministic, well-defined specilication. For other applications a more lowlevel expression might be the goal. Indeed, it might be the aim simply wo refine an initial specification to a particular form which can be easily tranformed into e.g. an imperative expression. Elements which are certainly not present in the programming langrage are the non-monotonic elements; such as the equivalence and refinement rolations.

### 2.1.2 Undefinedness

Undefincd values necessarily occur in any mathematical lexaguage of expressions. Simple examples, with explanations, includs.

$$
\begin{array}{ll}
4 / 0 & \text { division by zero } \\
0 / 0=1 & \text { division by zero } \\
\sqrt{-5} & \text { when complex numbers are not considered } \\
h d\rangle & \text { trying to return the first element of the empty sequence }
\end{array}
$$

Although it is clear that such simple expressions do not result in a well-defined value, it is not so clear what should be the outcome of such expressions as

$$
(\forall n: \not Z / \mid \cdot n=0 \vee n / n=1)
$$

$$
(\forall S: S e q T \mid \cdot S=\emptyset \vee S=h d S \cdots t l S)
$$

where, if the first disjunct is true, the second must be undefined. The first expression states the property that for any integer $n$, either $n$ is zero, or $n / n=1$. The second states a property of sequences, that either a sequence is empty, or it is composed of its head and its tail. Undefined expressions are unavoidable, the problem lies in how to handle them.

We make the decision to handle undefinedness explicitly. In order to allow reasoning about such expressions, we augment each type $T$ with a special value ' $1 T$ ', namally pronounced "botton", which represents the undefined value of type $T$. For exauple, we say that the result of the evaluation of the expression $4 / 0$ is $l_{z}$. We shadl drop the subscript in ' $\perp_{T}$ ' if the type $T$ is clear from the context, or is irrelevaut. The undefined expression $-L_{T}$ will also be used to represent a "don't care" value, where the specifier doesn't care aboul the result. This is in kecping with the treatments of [68, 90].

We now need to consider how expressions behave when their constitucnts are possibly undefined. In most cases it is appropriate to enforce strictness, i.e. an operator will yield $\perp$ when applied to $\perp$. So, for example, the expression $(4 / 0+3)$ is undefined, as is the expression $(0 / 0-1)$. As we introduce each operator of the language in turn, we will state whether or not that operator is strict.

However, we do want to have the nbility to reason about undefincd expressions. For example, it is desirable that the two quantified expressions above shonld hold. Enforcing strictness of the boolean operators would result in these being undefined. This leads us to new versions
of the disjunction and conjunction operators which are symmetric and which satisfy the equivalences:

$$
X \wedge \text { Folse } \equiv \text { False }
$$

$$
X \vee \text { True } \equiv \text { True }
$$

for arbitrary (possibly undefined) logical expression $X$. Formal rules defining these operators will appear in section 2.3. As well as these boolean opcrators, we will also introchere other non-strict operators, including equivalence $\equiv$ and refinement $\subseteq$. As cach such operator is introduced we will describe its behaviour in the presence of undefined terms.

One issue which arises when considering possibly undefined expressions is that of monotonicity. An operation op is monotonie will respect to an ordering $\sqsubset$ if, for any expressions $E$ and $F$ with $E \sqsubseteq F$, we have $E^{\prime} \sqsubseteq F^{\prime}$, where $E^{\prime}$ and $F^{\prime}$ are the results of applying op to $E$ and $F$ respectively. The new versions of conjuaction and disjunction retain monotonicity (with respect to the definedness ordering) and are equivalent to their 2 -valued counterparts whon terms are well-defined. Other non-strict operators mey be nonmonotonic, ineluding equivalence, essential for reasoning within the language. This operator allows us to assert such equivalences as $\left(4 / 0 \equiv 1_{\mathbb{Z}}\right)$.

In order to distinguish undefined terms in specifications, a non-strict, non-monotonic operator $\delta$ will be introduced. For any cxpression $E$ of any type, $\delta E$ is True if $E$ is well-clefined, and False otherwise. Clearly $\neg \delta \perp_{T}$ holds for any type $T$. Formal rulcs for $\delta$ will be provided in section 2.2 and as each type of the languge is introduced.

### 2.1.3 Non-Determinism and Partiality

To allow greater fexibility and to increase abstractness in specifications, we introduce the possibility of non-determinism in expressions. In a non-deterministic expression, any one of a number of possible outcomes is acceptable. For example, a familiar non-deterministic specification is to search a sequence lor the index of a particular value. If the value occurs more than once in the sequence, it donsn't matter whether the first, the last, or any other occurrence of that value is found.

We admait non-determinism by introducing the choice operator ' $\|$. For $E$ and $F$ expressions of the same type $T$, the expression $E \| F$, also of type $T$, denotes the non-deterministic choice between the two expressions. Evaluation of $E \| F$ could result in the evaluation of
$F$ or the evaluation of $F$, but we don't know or care which. Choice enjoys the properties of commulalivity, associativity and idempotency.

Non-determinism is often modelled in terms of sets of possible outcomes. For example, the expression 3 has one possible outcome, namely the value 3. The expression $\sqrt{4}$, on the other hand, has two possible outconnes, the elements of the set $\{-2,2\}$. The set of possible outcomes of an expression $E \| F$, then, contains the possible outcomes of expression $E$ and the possible outcomes of expression $F$.

Facilitating non-determinism in the expression language is not a simple matter of just introducing the choice operator []. We also necd to consider how other operators of the language behave in the presence of non-deterministic operands. Most operators, such as integer addition, distribute over choice. So, for cxample, (3]4) $+\overline{\mathrm{i}} \equiv 10[11$. A few operators, such as equivalence, refinement and some of the booleau operators, do not distribute. As each operator is formally introduced in sections 2.3 and 2.4 , we will state if that operator distributes over choice. if it does not, we must show how that operaror is used with choice.

We must also consider the definedness properties of a possibly non-deterministic expression $E \| F$. In terms of sets of possible outcomes, the undefined integer $\perp_{\mathbb{Z}}$ has $\left\{\perp_{\mathbb{Z}}\right\}$ as its set of possible outcomes, while the expression $3 \| \perp_{\mathbb{Z}}$ is modelled by $\left\{3, \perp_{\mathbb{Z}}\right\}$. However, we say that both expressions are undefined. We make the decision that $\delta(E \rrbracket F)$ should hold only when both $E$ and $F$ are well-defined, $\delta E \wedge \delta F$. This means that $-\delta(E \cap F)$ holds if either $E$ or $H^{2}$ has $\perp$ as a possible ontcome. So, $\delta \perp$ is Fulse, as is $\delta(3[1)$. In contrast, $\delta(3 \| 4)$ is True, as is $\delta 3$.

If an exprossion $F$ yields a single, well-defined outcome, then we say that $E$ is proper and we write $\Delta E$. For example, $\Delta 3$ is True, while $\Delta \perp, \Delta(3 \rrbracket \mathrm{~d})$ and $\Delta(3 \llbracket 4)$ are all False. When all expressions are proper, the specification language reduces to the nomal, everyday expressions involving faniliar types such as integers, boolenns, tuples, functions otc. Formal rules for the $\Delta$ operator will be given in section 2.2 and also as each type of the language is introduced. Intuitively, it should be clear that if an expression is proper $\Delta E$, then it is well-defined $\delta E$.

An expression which has a non-empty set of possible outcomes is called total. Otherwise, if it has no possible outcomes, nol even the undefined outcome, we say that it is partial. The partial value, which will be introduced in section 2.6, is written T (top) and is miraculous. This means that there is no program which implements it. We would like all our specifications to be total, so that we can find (or calculate) programs to implement them. Therefore, we make the decision that our language is to contain only tolal expressions, although we allow partial sub-expressions. We will show how to accomplish this by restricting
the language, in section 2.6 .2 .

### 2.1.4 Equivalence and Refinement

We have already mentioned the existence of a non-strict equivalence operator $\equiv$ which does not distribute over choice. It is distinet from the usual cquality operator $=$, which is styict and does distribute. Equality will usually be part of the programming language and behaves as cxpected when its operands are proper. Equivalence, on the other hand, is not part of the algorthmic portion of the language. Its main role in the specification language is for reasoning about expressions. In terms of our model, it compares sets of possible outcomes -- if two expressions have the same set of possible outcomes, then they are equivalent.

In sections $2.2,2.3$ and 2.4, the equivalence operator is used to give axioms defining the expression language. These axioms are generally of the form $E=F$, for $E^{\prime}$ and $F^{\prime}$ arbitrary expressions of the same type, which says that the set of possible outcomes of $B$ is exactly the set of passible outcomes of $F$.

While equivalence $=$ is an equivalence relation over expressions of the language, refinement is an ordering relation. In fact, it is a pre-order. Intutively, if $E \equiv F$, then a customer asking for $E$ will be happy with $F$, and vice versa. If $F \sqsubseteq F$, then a customer asking for $E$ will be happy with $F$, but not the other way round. Again, the relinement operator is not part of the programming language, and is nsed for reasoning about (refiming) specifications.

We have that an undefined expression can be refmed by anytihing, so $\perp_{T} \leftarrow F$ for arbitrary expression $E$ of type $T$. "his supports the decision to allow .J. to be a "don"t care" specification, since it can be replaced (rofined) by anything. Thus refinement incredses definedness.

In terms of possible outcomes, certainly if the set of possible outcomes of $E$ is a superset of the possible outcomes of $F$, then we must have $F \subseteq F$. Sa, refinement decreases nondeterminism.

Since the set of possible outcomes of the miraculons expression $T$ is empty, and so a subset of every set, it follows that $T$ refines every expression, i.e. $E \subseteq T$ for arbitrary expression $E$. Of course, T cannot be implemented; if it could, the programmer would have a very simple job.

Formal axioms deseribing the refinement relation will be given in chapter 5 .

### 2.1.5 The 'Iype System

Every expression of the specification language has a unique type. This is achicved using notation from type theory $[6,7,20,76,87]$ to introduce various cxpression formers for each type. The basic types of the language are booleans, integers, characters, products, functions, sets, bags and sequences.

The type theoretic approach to defining the syntax of the language serves two purposes. First, it shows how legal expressions of each type are formed, and so we say that valid expressions of the language are those which are well-typed. For example, $(3 \llbracket 4)+7$ is well-typed and so a valid expression; while $3 \Rightarrow(4-2)$ is not well-typed and so not part of our language.

Secondly, the type theoretic appronch also assigns to each expression a unique type. Thus the language has the property of type unicity.

We use the symbols $T$ and $I_{i}^{\prime}$, for $i$ any subscript, to represent an arbitrary type. A type judgement, written $a: T$, asserts that value $a$ has type 2 , and $E: T$ asserts that expression $E$ has type $T$. A type rule, consisting of zero or more judgements or conditions over a single judgement and separated by a horizontal line, should be interpreted as meaning that, if the condilions above the line are satisfied, then the judgement below the linc may be asserted. A condition may be of the form $x: T \vdash E: T^{7}$, where $x$ may occur free in $E$, meaning that, under the assumption that $x$ has type $T$, then we can infer that $E$ has type $T^{\prime}$.

As well as providing type rules for each expression former, we also give axioms describing the behaviour of such expressions. The expressions introduced here arc, cssentially, familiar, and their behaviour is well understood and documented, for example in [32, 39]. Our main concern is to describe how the expression may be manipulated in the presence of undefinedness and non-determinacy. Many of the familiar axioms may hold only when constituent terms are propec, or may require some subtle changes to allow for improper terms.

In general, there are not many changes to the standard axioms since most expression constructors are strict and distribute over choice, thereby ouly making it necessary to describe their behaviour for proper sub-terms. When all terms are proper, the expressions behave exactly as described in any standard treatment.

We will use the identifiers $a, b$ for constant valnes; $x, y$ for variables; $E, F ; G$ for arbitrary expressions; $P$ for Boolcan expressions; $f, g, h$ for function expressions; $A$ for sets; $B$ for bags; $S$ for sequences. For any expression $F$ which may contain subexpression $x, E\left[r^{\prime} / x\right]$ is the same expression, but; with $F$ substituted for each free occurrence of $x$.

### 2.1.6 Treatment of the Language

In the next section we begin the formal treatment of the expression language. The language is described using type rules, to give the formal syntax, and axioms to give the behaviour of the various expressions. Since the axioms must necessarily be presented in a linear fashion, some operators are used before their axioms appear. For example, within the axioms for $\delta$ and $\Delta$, the implication operator $\Rightarrow$ is used before implication has been introduced. Therefore, we assume that all axioms are asserted at once.

We start, in section 2.2 with an initial description of the operators [, $\delta$ and $\Delta$, since these are probably now to the reader. The description is initial because more axioms concerning these operators will appear in sections 2.3 and 2.4.

Section 2.3 describes the logical system of the langnage. This treatment is unusual in that scyen logical valucs are accomodated. Since most of the logical operators are nou-strict and do not distribute over choice, some attention must be given to the collection of axioms describing them. We also show that seven distinct values do exist and outline an argument that every logical operator is fully defined with respect to these seven values.

Section 2.4 then describes the remaining typos of the language - integers, characters, products, funclions, sets, bags and sequences. These types are well-known and understood and so it may be surprising that they are treated here in such detail. The answer is that, while the types may be farmiliar whon all terms are proper (well-defined and deterministic), we need to explicity treat the expressions in the event of improper terms. In many cases ili is not so straightforward what is meant by, c.g. applying a function to a non-deterministic argument or adding an undefined value to a set. What we intend to achieve is to provide a set of axioms which describes exactly this form of behaviour, allowing us to reason about and manipulate formally such improper expressions.

For each of the basic types (boolcans, integers and characters) we will introduce the proper values. These correspond to the usual values of each type, e.g. True and False for the booleans. The terms $E, F^{\prime}, G, P, Q, R: f, g, h, A, B$ and $S$ all denote total expressions unless otherwise stated.

Finally, section 2.6 will treat partial expressions.

### 2.2 Undefinedness and Non-Determinism Formally

We first give the type rules for statements about equivalence and equality of expressions. For any type $T$, non-strict equivalence and strict equality exist

$$
\frac{E: T \quad F: T}{(E \equiv F): \text { Bool }} \frac{E: T \quad F: T}{(E-F): \text { Bool }}
$$

The type Bool will be described in the next section.
Now, we introduce undefinedness into the expression language using the type rule:

$$
\perp_{T}: T
$$

This rule states that for any type $T, \perp_{T}$ has type $T$. This is the $\perp$-introduction rule.
Non-determinism is introduced into the language using the choice operator:

$$
\frac{E: T \quad F: T}{E \cap F: T}
$$

So, if $E$ and $F$ are both expressions of type $T$, then the expression $E \| F$ also has type $T$. This is the П-introduction rule.

We introduce the operators $\delta$, which determines the definedness of an expression, and $\Delta$, whicl determines proper expressions.

$$
\frac{E: T}{\delta E: \text { Bool }} \quad \frac{E: T}{\Delta E: \text { Bool }}
$$

Now the following axioms describe some of the properties of the above operators. Other axioms will follow in sections 2.3 and 2.4. We assume that $E, F$ and $G$ are arbitrary expressions of an appropriate type and $v$ is any proper value of appropriate type.

Axiorns for $\delta$ and $\Delta$

$$
\begin{aligned}
& \Delta v \\
& \Delta x \\
& \neg \delta \perp_{T}
\end{aligned}
$$

$$
\begin{aligned}
& \Delta E \Rightarrow \delta E \\
& \Delta(\delta E) \\
& \Delta(\Delta E)
\end{aligned}
$$

These axioms state that: all proper values and all variable expressions are proper (and hence well-defined); for every type $T, \perp_{T}$ is not delined; evory expression that is proper is necessarily well-dcfined; and it is always determined whether an expression is proper or well-delimed.

## Axioms for !

$$
\begin{aligned}
& E \rrbracket E \equiv E \\
& E \square F \equiv F \llbracket E \\
& E \square(F \square G) \equiv(E[F)] G \\
& \Delta(E \square F) \equiv \Delta E \wedge \Delta F \wedge(E \equiv F) \\
& \delta(E \square F)=\delta E \wedge \delta F
\end{aligned}
$$

These axioms state that: choice is idempotent, symmetric and associative; the expression $E \| F$ is proper whencyer $E$ and $F$ are proper and equivalent expressions; the expression $E[F$ is well-defined exactly when both $E$ and $F$ are well-defined.

## Equivalence

$$
\begin{aligned}
& E \equiv F \\
& (E \equiv F) \equiv(F \equiv E) \\
& ((E \equiv F) \equiv \text { True }) \equiv(E \equiv F) \\
& (E \equiv F) \wedge(F=G) \Rightarrow(E \equiv C) \\
& (E \equiv F) \Rightarrow(G[E / x] \equiv G[F / x]) \\
& (E \not \equiv F) \equiv \neg\left(E=F^{\prime}\right)
\end{aligned}
$$

The first four axioms give the usual properties of equivalence. The fifth axiom is the axiom of Liebniz, which enables substitution of equivalent subterms in an expression $G$. Clearly, $x$ must have the same type as $E$ and $F$. The last axion defines non-cquivalence.

Equality We let $u, v$ and $w$ range over proper values of type ' 1 '.

$$
\begin{aligned}
& \delta(E-F) \equiv \delta E \wedge \delta F \\
& \Delta(E=F) \equiv \Delta E \wedge \Delta F \\
& \Delta(E=F) \equiv((E=F) \equiv(E \equiv F)) \\
& (E=F) \equiv(F=E) \\
& (u=u) \\
& (u=v) \wedge(v=w) \Rightarrow(u=w) \\
& (u=v) \equiv(u \equiv v) \\
& ((E[F)=G) \equiv(E=G) \square(F=G) \\
& (E \neq \neq F) \equiv-(E=F)
\end{aligned}
$$

The first three axioms state defincdness and detcrminedness properties of equality. The next five axioms state the usual properties of equality for proper values. The eighth axiom shows how equality distributes over choice. The last axiom defines non-equality.

### 2.3 The Logic

The type of Booleans is represented by Bool and has two proper values, True and False.
True: Bool False: Bool

From thesc type rules, and the --introduction and $\|$-introduction rules, it follows that we can form seven values of type Bool: True, False, - - Hool , Irue $\|$ False: Thue $\cap \perp_{\text {Booi }}$, Fulse [ - Bual, True [ False ] Bool. We will show, after the presentation of the axioms for logical expressions, that these values are distinct.

The usual disjunction and negation operators exist

$$
\frac{P: \text { Bool } Q: \text { Bool }}{P \vee Q: \text { Bool }} \frac{P: \text { Bool }}{\neg P: \text { Bool }}
$$

The negation operator is strict and distributes over choice. Disjunction is non-strict, but does distribute over choice. The axioms for the propositional logic follow. We assume that the symbols $P, Q$ and $R$ represent arbitrary expressions of type Bool.

## Disjunction

$$
\begin{aligned}
& P \vee Q \equiv Q \vee P \\
& P \vee(Q \vee R) \equiv(P \vee Q) \vee R \\
& P \vee P \equiv P \\
& P \vee \text { True } \equiv \text { True } \\
& (P[Q) \vee R \equiv(P \vee R) \cap(Q \vee R) \\
& ((P \vee Q)=\text { True }) \equiv(P \equiv \text { True }) \vee(Q \equiv \text { True })
\end{aligned}
$$

The first four axioms give the usual properties of symmetry, associativity, idempotency and True as a zero of disjunction. The next axiom treats the bebaviour of disjunction with non-deterministic operands. The last axiom shows distributive properties of $\equiv$ over $V$.

## Negation

$$
\begin{aligned}
& \text { False }=\neg \text { True } \\
& (\neg P=Q) \equiv(P \equiv \neg Q) \\
& \neg \perp_{\text {Bool }} \equiv । \text { Bool } \\
& \neg(P \| Q)=: P \llbracket \neg Q
\end{aligned}
$$

The first two axioms define negation for proper values. The third axions describos the strictness property of nogation. The last axiom treats the behaviour of negation with a non-determinislic operand.

We now define conjunction and implication in terms of disjunction and negation. The definition of comjunction is standard, but the definition of implication is a little umusual.

## Conjunction

$$
\begin{aligned}
& P \wedge Q \equiv \neg(\neg P \vee \neg Q) \\
& (P \wedge Q \equiv P) \equiv(P \vee Q \equiv Q) \\
& P \wedge(Q \vee R) \equiv(P \wedge Q) \vee(P \wedge R) \\
& ((P \wedge Q) \equiv \text { True })=(P \equiv \text { True }) \wedge(Q \equiv \text { True })
\end{aligned}
$$

The first axiom defines conjunction. The second axiom is the consistency axiom. The last two axioms show how conjunction distributes over disjunction, and a distribution property
of equivalence over conjunction.

## Implication

$$
\begin{aligned}
& P \Rightarrow Q \equiv \neg P \vee-\Delta P \vee Q \\
& P \Rightarrow(Q \equiv R) \equiv(P \Rightarrow Q \equiv P \Rightarrow R) \\
& (P \equiv Q) \Rightarrow(P \Rightarrow Q)
\end{aligned}
$$

The first axiom defines implication. This is different from the usual definition, and is based on a definition by Avron given in [1]. When $P$ is proper, this definition reduces to the usual definition of implication. The next two axioms show distribution of implication over equivalence to the right, and the weakening of $\cong$ to $\Rightarrow$.

Finally, we give an axiom concerning $\Delta$ for logical expressions.

## $\Delta$-Definition

$$
\Delta P \equiv((P \equiv T r u e) \equiv P)
$$

This defines $\Delta$ for logical values.

### 2.3.1 Predicate Logic

We now treat quantification in our logical system. Prediate calculus introduces universal and existontial quantification over variables in a logical expression. In the current context we need to consider what values the variables can range over; and what happens when the logical expression may be improper.

We make the decision that the quantified variables range only over proper values of the appropriate type. This means that, for example, the expression

$$
(\forall x: \text { Bool } \mid \cdot x=x)
$$

is True, since $x$ can take only the values True and Folse. This decision is further supported by the axiom already given in section 2.2 which stated that any variabie identifier $x$ is proper, $\Delta x$.

The second consideration concerns the interpretation of quantification with expressions which may be improper. We make the decision that universal quantification is to be treated
as generalised conjunction and existential quantification as generalised disjunction. This has the advantage that de Morgan's laws for the quantifiers are retained and that the classical logic holds when all terms are proper.

Other possible treatments might make the quantifiers strict and clistribute over non-deterministic expressions. We find that our version is better in that the relationship with the disjunction and coujunction operators is retained, which means that most of the familiar axioms for predicatc logic can be asserted in our system.

We now introduce quantified cxpressions and list the axioms which describe them. The rcader will be familiar with most of these axioms. Further thearems are listed in appendix A . The most noticeable difference from classical theory is the 'Trading law for existential quantification. The difference arises because of the now definition of implication. This will be discussed further in the section.

For (D) one of $\forall, \exists$, we have the type rule for introduction of quantified expressions

$$
\frac{x: T \vdash P: \text { Bool } x: T \vdash Q: \text { Bool }}{(\oplus x: T \mid P \bullet Q): \text { Bool }}
$$

We also allow quantified expressions of the lomm $\left(\mathscr{Q} \cdot x: T^{\prime} \mid \bullet Q\right)$ which is simply a shorthand:

$$
(\oplus x: T \mid \cdot Q) \equiv(\leftrightarrow x: T \mid \text { True } \bullet Q)
$$

The meaning of quantified expressions is given by the following set of axioms. The symbol $\oplus$ represents cither $\forall$ or $\exists$ throughout the axiom in which it occurs. In the following $P$, $Q, Q^{\prime}$ and $R$ represent arbitrary expressions of type Bool which may contain free variable identifiers $x$ or $y$; aud $E$ is an arbitrary expression of appropriate type.

One-Point Provided $x$ is not free in $E$ and $\Delta E$,

$$
(\Theta x: T: x=E \bullet Q) \equiv Q[E / x]
$$

Distribution Provided $x$ is not free in $R$

$$
\begin{aligned}
& (\forall x: T \mid P \bullet Q) \wedge\left(\forall x: T \mid P \bullet Q^{\prime}\right) \equiv\left(\forall x: T \mid P \bullet Q \wedge Q^{\prime}\right) \\
& R \vee(\forall x: T \mid P \bullet Q) \equiv(\forall x: T \mid P \bullet R \vee Q)
\end{aligned}
$$

Interchange of Dummies Provided $y$ is not free in $P$ and $x$ is not free in $Q$

$$
\left(由 x: T \mid P \bullet\left(\oplus y: T^{\prime} \mid Q \bullet R\right)\right) \equiv\left(\Phi y: T^{\prime} \mid Q \bullet(\circlearrowleft x: T \mid P \bullet R)\right)
$$

Nesting Provided $y$ is not free in $P$

$$
\left(\Phi x, y: T, T^{\prime} \mid P \wedge Q \bullet R\right) \cong\left(\oplus x: T \mid P \bullet\left(G y: T^{\prime} \mid Q \bullet R\right)\right)
$$

Dummy Renaming Provided $y$ is not frec in $P$ or $Q$

$$
\left(\oplus x: T^{\prime} \mid P \cdot Q\right)=(\oplus y: T \mid P[y / x] \bullet Q[y / x])
$$

## Trading

$$
(\forall x: T \mid P \bullet Q) \equiv(\forall x: T \mid \bullet P \Rightarrow Q)
$$

## Generalised DeMorgan

$$
\begin{aligned}
& (\exists x: T \mid P \bullet Q) \equiv \neg(\forall x: T \mid P \bullet \neg Q) \\
& (\exists x: T \mid \bullet Q) \equiv \neg(\vee x: T \mid \bullet \neg Q)
\end{aligned}
$$

## Distribution of $=$

$$
\begin{aligned}
& (\forall x: T \mid P \bullet Q) \equiv \text { True }) \equiv(\forall x: T \mid P \bullet Q \equiv \text { True }) \\
& \left(\forall x: T \mid P \bullet Q \equiv Q^{\prime}\right) \Rightarrow\left((\forall: T \mid P \bullet Q) \equiv\left(\forall x: T \mid P \bullet Q^{\prime}\right)\right) \\
& ((\exists x: T \mid P \bullet Q) \equiv \text { Truc })=(\exists x: T \mid P \bullet Q \equiv \text { True })
\end{aligned}
$$

Purther theorems derived from the axioms appear in appendix $A$. One noticeable theorem is that of Trading for existential quantification. From the Generalised DeMorgan, Trading for universal quantification and the $\Rightarrow$-Definition, we get

$$
(\exists x: T \mid P \bullet Q) \equiv(\exists x: T \mid \bullet \neg(P \Rightarrow \neg Q))
$$

This is equivalent to the usual 2 -valued version when all terms are proper.

### 2.3.2 Theorems

The set of theorems of the specification language is the smallest set of expressions of type Bool such that: every axiom is a theorem; a theorem follows from other theorems by an application of one of the inference rules

$$
\begin{gathered}
\frac{P P \Rightarrow Q}{Q} \quad \text { Modus Ponens } \\
\frac{P}{(\forall x: T \mid \bullet P)}
\end{gathered}
$$

A proof of theorem $P$ proceeds as expected, by supplying a sequence of theorems ending with $P$, where each member is an axiom, a known theorem, or follows from previaus elements by an application of an inference rule. Chapter 5 shows how we may reason about expressions of the language using equational reasoning, similar to the style employed by Gries and Schneider in [32].

### 2.3.3 Sufficient Axiomatisation

The purpose of this section is two-fold. First, we attempt to show that the seven values of type Bool are distinct and that this is fixed by the axioms presented. Secondly we will outline an argument that every operator introduced is fully defined with respect to these seven values.

## Distinct Values

We have seen that the type Bool contains the two proper values, True and False, the bottom value, $\perp_{\text {Bool }}$, and the various combinations of these with the choice operator, giving True $\rrbracket$ Folse, True $\llbracket \perp_{\text {Bool }}$, Folse $\rrbracket \perp$ Bool and True $\rrbracket$ False $\llbracket \perp_{\text {Bool }}$. In many cases, the distinctness of any two values is shown using the operators $\Delta$ and $\delta$.

We first show that True and False are distinet values, with the following short proof. Notice that we are employing equational reasoning, to be justified in chapter 5 .

$$
\begin{aligned}
& \text { False } \equiv \text { True } \\
\equiv & \text { "True au identity for } \wedge(\text { See appendix } A) "
\end{aligned}
$$

$$
\begin{aligned}
&(\text { False } \equiv \text { True }) \wedge \text { True } \\
& \equiv \text { "Substitution rule for } \wedge(\text { See appendix A)" } \\
&(\text { False } \equiv \text { True }) \wedge \text { False } \\
& \equiv \quad \text { "False a zero for } \wedge(\text { See appendix A)" } \\
& \text { False }
\end{aligned}
$$

and so we conclude that False $\not \equiv$ Truse.
The distinctness of any two values $X$ and $Y$ can be shown by finding a function $f$ such that $f X \not \equiv f Y$. It follows that $X \not \equiv Y$.

Consider the function $\Delta$. From the axioms we note that $\Delta$ True and $\Delta$ False, but $\rightarrow \Delta \perp_{\text {Bool }}$. And so we now have three distinct values.

Now consider the value True 1 False. From the axiom

$$
\begin{equation*}
\Delta(E \rrbracket F) \equiv \Delta E \wedge \Delta F \wedge\left(E \equiv F^{\prime}\right) \tag{2.1}
\end{equation*}
$$

it follows that

$$
\Delta(\text { True } \square \text { False })=\text { Frabse }
$$

since (True $\equiv$ False) $\equiv$ False. So True $\$ False is distinct from both True and False. It is also distinct from $\perp_{\text {Bou }}$ since, from the axiom

$$
\begin{equation*}
\delta\left(E \square F^{\prime}\right)=\delta E \wedge \delta F \tag{2.2}
\end{equation*}
$$

it follows that

$$
\delta(\text { True \| False }) \equiv \text { True }
$$

since both $\delta$ True and $\delta$ False hold, but $\neg \delta \perp_{\text {Bool }}$. We now have four distinct values.
Now we consider the three values $X \backslash \perp_{\text {Bnol }}$ for $X$ one of True, False or True $\llbracket$ False. Using the axiom for $\Delta$, (2.1) above, wo conclude that

$$
\Delta\left(X \| \perp_{\text {Bood }}\right) \equiv \text { False }
$$

and so $X \square \perp_{\text {Pool }}$ is distinct from True and Falsc. Now, using the axiom for $d,(2.2)$ above, we conclude that

$$
\delta\left(X\left[\perp_{\text {Bool }}\right) \equiv\right. \text { Folse }
$$

and so $X] \perp_{\text {iboo }}$ is distinct from Thue $[$ False.
We now need to distinguish between the undefined valucs $\perp_{\text {Bool }}$, True $\rrbracket \perp_{\text {Bool }}$, False $] \perp_{\text {Bool }}$ and True $\rrbracket$ False $] \perp_{\text {/Bool }}$. Unfortunately this is not possible from the axioms as they stancl. It would be necessary to introduce a new operator which would distinguish the value $\perp_{\text {Bool }}$ from the other undefined values. Although this is possible, it would mean providing a large number of axioms for the new operator to describe its behaviour with each form of expression.
 True ! I'alse $\rrbracket \perp_{\text {Bool }}$ from each other. Equally, we canmol prove that they are the same value. This means a certain incompleteness in our axioms. It also demonstrates how nasily the choice operator conld be made demonic by simply asserting that all undefined values are equivalent.

Note that, if we could distinguish $\perp_{\text {Bool }}$ from $\left.X\right] \perp_{\text {Bool }}$, for arbitrary defined $X$, then it would be a simple matter to show seven distinct values. Using the disjunction operator we would have

$$
\begin{aligned}
& \perp_{\text {Bool }} \vee\left(\text { True } \rrbracket \perp_{\text {Bool }}\right)=\text { True } \rrbracket \perp_{\text {Bool }} \\
& \perp_{\text {Bool }} \vee\left(\text { False } \rrbracket \perp_{\text {Bool }}\right) \equiv 1_{\text {Bool }}
\end{aligned}
$$

Since we could show that $\perp_{\text {Bool }}$ is distinct from True $\left[\perp_{\text {Bood }}\right.$, we would conclude that True $] \perp_{\text {Bool }}$ is distinct from False [ ${ }^{1}$ Bool . Now, using the expression template $(X \equiv \neg X)$, we would have that the exprossion is Truce when $X$ is True []False ] $\perp_{\text {Boot }}$, and False when $X$ is either of True $] \perp_{\text {Boot }}$ or False $\| \perp_{\text {Bool }}$.

We conclude from all of the above that seven possible logical values exist and that at least four are distinct. Figure 2.1 shows how the operators $\Delta$ and $\delta$ distinguish logical values.

## Sufficient Axioms

The second abjective of this section is to outline an argument that every logical operator is fully defined with respect to the axioms. In the above argument we illustrated sufficient axiomatisation for the operators $\Delta$ and $\delta$. We have also seen that $\equiv$ is not sufficiently axiomatised since we cannot find a value for c.g.

$$
\left(\text { True }\left[\perp_{\text {Boul }}\right)=\perp_{\text {Bool }}\right.
$$



True 【 $\perp_{\text {Rool }} \quad$ False 【 $\perp_{- \text {Bool }} \quad$ True 』 Folse［】 $\perp_{\text {Boot }}$

$$
\perp_{B o o l}
$$

Figure 2．1 Using $\Delta$ and $\delta$ to distinguish logical values

Other logical operators are $\neg, \vee, \wedge$ and $\Rightarrow$ ．Conjunction and Implication are defined in terms of negation，disjunction and $\Delta$ ，so our task now is to show sufficient axiomatisation $\rightarrow$ and $V$ ．

In the case of negation，the following facts are immediate from the axioms：

$$
\begin{aligned}
\cdot \text { True } & =\text { False } \\
\neg \text { False } & \equiv \text { True } \\
\neg \perp_{\text {Bool }} & \equiv \perp_{\text {Bool }}
\end{aligned}
$$

For the other four logical values，each of which is of the form $(P \square Q)$ ，the axiom concening Distribution of $\neg$ over［］is sufficient to yield a value．

In the case of disjunction，there is an axiom describing True as a zero of $V$ ，a theorm describing False as an identity of $\vee$（see appendix A），and an axiom describing the idempotency of $V$ ．These laws，together with the axiom for distribution of $\vee$ over $\|$ ， are sulficient to yield a value for $P \vee Q$ ，for logical values $P$ and $Q$ ．＇to illustrate：

```
    (True \(\left.\rrbracket \perp_{\text {Bool }}\right) \vee\left(\right.\) False \(\left.\rrbracket \perp_{\text {Bool }}\right)\)
\(\equiv\) "Distribute \(\vee\) over \(\cap\), Associativity of \(\square "\)
    \((\) True \(\vee\) False \()]\left(\right.\) True \(\left.\left.\vee \perp_{\text {Bool }}\right)\right]\left(\perp_{\text {Bool }} \vee\right.\) False \(\left.)\right]\left(\perp_{\text {Bool }} \vee \perp_{\text {Bool }}\right)\)
\(\equiv \quad\) "True a zero for \(V\) Idempotency of !!"
```

$$
\begin{aligned}
& \text { True } \left.]\left(\perp_{\text {Boal }} \vee \text { False }\right)\right]\left(\perp_{\text {Bool }} \vee \perp_{\text {Bool }}\right) \\
& \equiv \quad \text { "False an identity for } V \text { " } \\
& \text { True }] \text { False }]\left(\perp_{\text {Bool }} \vee \perp_{\text {Bool }}\right) \\
& \equiv \quad \text { "Idempotency of } \mathrm{V} \text { " } \\
& \text { True [TFalse \ } \perp_{\text {Boat }}
\end{aligned}
$$

Now, conjunction and implication are defined in terms of disjunction, negation and $\Delta$. It follows that, for logical values $P$ and $Q$, it is possible to find the values of $P \wedge Q$ and $P \Rightarrow Q$ from the definitions of $\wedge$ and $\Rightarrow$, and from the sufficient axiomatisation of $\neg, \vee$ and $\Delta$.

### 2.4 The Type System

In this section we describe the types of the language and how to form expressions of each type.

The basic types are Boolcans (as already described), Integers, Characters, as well as other user-defined types to be described in chapter 3. Type constructors include products, functions, sets, bags and sequences. We treat each of these in turn. We also give the axioms governing the behaviour of expressions of each type. It is not clamed that this set of axioms is minimal.

### 2.4.1 Integers

The type of integers is represented by $\mathbb{Z}$, and we assume the usual proper valucs.

$$
\ldots,-2,-1,0,1,2, \ldots: \mathbb{Z}
$$

From the axioms for $\Delta$ in section 2.3, each of these is proper, and thus well-defined.
The usual operators over integers are included. For $\oplus$ one of $+,-, *_{i} /, \bmod , 7$ (min), , (max), we have the type rule

$$
\begin{gathered}
E, F: \mathbb{Z} \\
E \odot F: \mathbb{Z}
\end{gathered}
$$

We assume the usual conventions for precedence of operators and the use of bracketing.

The integers are ordered by the ' $<$ ' operator

$$
\frac{E, F: \mathbb{Z}}{E<F: B o o l}
$$

which has the usual interpretation, and similarly for other comparison operators $>, \leqslant, \geqslant$.
We assume the usual axioms of arithmetic for proper terms, e.g. [32], or a different approach is given in [39]. In particular, we have induction over the natural numbers $\mathbb{N}$, the subset of the integers containing the non-ncgative clements of $\mathbb{Z}$.

$$
(\forall n: \mathbb{Z}|n \geqslant 0 \bullet(\forall i: \mathbb{Z} \mid 0 \leqslant i<n \bullet P) \Rightarrow P| n / i]) \Rightarrow(\forall n: \mathbb{Z} \mid n \geqslant 0 \bullet P[n / i])
$$

For improper terms, all of the operators over integers are strict and distribute over choice. For $\oplus$ one of $+,-, *, h$, mod $, \Pi, \sqcup,<$

$$
\begin{aligned}
& E \oplus(F \| G) \equiv(E \oplus F) \cap(E \ominus G) \\
& (E \cap F) \oplus G \equiv(E \oplus G) \square(F \oplus G) \\
& \delta(E \oplus F) \Rightarrow(\delta E \wedge \delta F)
\end{aligned}
$$

The last axiom is an equivalence when $\oplus$ is one of $+,-, *, \sqcap, \amalg,<$.
Attempts to divide by zero result in undefined terms. For $\varnothing$ one of $/$, mod, and with $\Delta r$,

$$
\delta(E \oslash F) \equiv \delta E \wedge \delta F \wedge(F \neq 0)
$$

These axions, together with the ustal axiomatisation for proper integers, describe the integers of our expression language.

### 2.4.2 Characters

The type of characters is represented by Char. We assume the proper values of the type Char to include letters, ' $a$ ', ..,' $z$ ' and ' $A$ ', .., ' $Z$ ', digits, ' 0 ', .., ' 9 ', punctuation characters and other symbols, e.g. ' $\$$, ' $\%$ ','\#', as well as the space character, ' and the end of line character : $\leftarrow$ ', As with the integers, these also are proper, and hence well-defined.

Apart from comparison of characters, using equality, there are no other operations over characters. The main use for characters is to form strings, which are sequences of characters.

### 2.4.3 Products

For $T_{1}$ and $T_{2}$ types, so also is $T_{1} \times T_{2}$ a type.
A member of type $T_{1} \times T_{2}$ consists of the pairing of an element of $T_{1}$ and an element of $T_{2}$. We have the type rule

$$
\frac{E: T_{1} \quad F: T_{2}}{(F, F): T_{1} \times T_{2}}
$$

Components of a pair can be retrieved using the (family of) functions fst and snd. The type rules are

$$
\frac{E: T_{1} \times T_{2}}{\text { fst } E: T_{1}} \frac{E: T_{1} \times T_{2}}{\text { snd } E: T_{2}}
$$

The axioms concerning $\Delta$ are that a pair is proper iff its components are proper; and if a pair is proper then retrieving its first or second component will result in a proper expression.

$$
\begin{aligned}
& \Delta(E, F) \equiv \Delta E \wedge \Delta F \\
& \Delta(\mathrm{fst} E) \wedge \Delta(\mathrm{snd} \bar{B}) \equiv \Delta E
\end{aligned}
$$

Product formation and the finctions fst and sud are strict,

$$
\begin{aligned}
& \delta(E, F) \equiv \delta E \wedge \delta l^{\prime} \\
& \delta(\text { fst } E) \equiv \delta E \\
& \delta(\mathbf{s n d} E) \equiv \delta E
\end{aligned}
$$

and distribute over choice

$$
\begin{aligned}
& (E] F, G)=(E, G) \|(F, G) \\
& (E, F \| G) \equiv(E, F)](E, G) \\
& \operatorname{fst}(E \| F) \equiv \mathrm{fst} E \square \mathrm{fst} F \\
& \operatorname{snd}(E \| F) \equiv \operatorname{snd} E] \operatorname{sud} F
\end{aligned}
$$

This deals with non-deterministic product expressions and expressions with subterms which are not well-defined. For proper expressions we have the usual axioms, where $\Delta E$ and $\Delta F$

$$
\operatorname{fst}(E, F) \equiv b
$$

```
\(\operatorname{snd}(E, F) \equiv F\)
\((E \equiv F) \equiv(\) fst \(E \equiv \mathrm{fst} F) \wedge(\operatorname{snd} F \equiv \operatorname{snd} F)\)
```

An example of where these axioms would fail with ixnproper terms is the following:

$$
(3,4)](5,6) \not \equiv(3[5,4] 6)
$$

Both pairs have $3 \square 5$ as the first component, and 4$] 6$ as the second, but the pairs are not cquivalent.

In general we allow product types of the form $T_{1} \times T_{2} \times \ldots \times T_{n}$, for $n \geqslant 2$. Values of this type look like ( $E_{1}, E_{2}, \ldots, E_{n}$ ) for $H_{i}: T$. Associatcd projection functions are written $\pi_{i}^{n}$ of type $T_{1} \times T_{2} \times \ldots \times T_{n} \rightarrow T_{i}$, for cach $1 \leqslant i \leqslant n$.

### 2.4.4 Functions

For $T_{1}$ and $T_{2}$ types, so also is $T_{1} \rightarrow T_{2}$ a lype.
Elements of a function type are formed using the type rule

$$
\frac{x: T_{1} \mid \mathcal{E}: T_{2}}{\left(\operatorname{fun} x \in T_{1}: E\right): T_{1} \rightarrow T_{2}}
$$

Function application, written using juxtapositiou, has the following type rule.

$$
\frac{f: T_{1} \rightarrow T_{2} \quad E: T_{1}}{f E: T_{2}}
$$

We take function composition as a basic operation over functions, with the type rule

$$
\frac{f: T_{2} \rightarrow T_{3} g: T_{1} \rightarrow T_{2}}{f \circ g: T_{1} \rightarrow T_{3}}
$$

The following axioms hold for $\Delta$

$$
\begin{aligned}
& \Delta\left(\text { fun } x \in T_{1}: E\right) \\
& \Delta(f \circ g) \equiv \Delta f \wedge \Delta g
\end{aligned}
$$

So, a function abstraction is always proper, i.e. well-defined and deterministic, even though
its body $F$ might not be. It follows that function abstraction is not strict and does not distribute over choice.

Function application and composition are strict, giving the axioms

$$
\begin{aligned}
& \delta(f E) \Rightarrow \delta f \wedge \delta E \\
& \delta(f \circ g) \equiv \delta f \wedge \delta g
\end{aligned}
$$

and distribute over choice

$$
\begin{aligned}
& f(E \square F) \equiv f E \square f F \\
& (f \square g) E \equiv f E \square g F \\
& f \circ(g \square h)=(f \circ g) \|(f \circ h) \\
& (f \square g) \circ h \equiv(f \circ h) \square(g \circ h)
\end{aligned}
$$

This denls with function expressions which are improper. For proper expressious, with $\Delta F$, $\Delta f$ and $\Delta g$, we have the usual axioms for functions

$$
\begin{aligned}
& \left.\left(\text { fun } x \subset T_{1}: E\right) F \equiv E \mid F / x\right\} \\
& (f \circ g) E \equiv f(g E) \\
& (f \equiv g) \equiv\left(\forall x: T_{1} \mid \circ f x \equiv g x\right)
\end{aligned}
$$

The last axiom doos not hold when either $f$ or $g$ is improper. Examples are

$$
\perp_{T_{1} \mapsto T_{2}} \not \equiv\left(\text { fun } x \in T_{1}: \perp_{T_{2}}\right)
$$

$$
(\text { fun } x \in T: 3)[(\operatorname{fun} x \in T: 4) \neq(\text { fun } x \in T: 3 \| 4)
$$

In both cases the lelt function expression is improper while the right function expression is proper. The functions may also be distinguished when higher-order functions are applied to them.

### 2.4.5 Sets

Fur $T$ a type, so also is $\mathbb{P} T$ a type.
A set of type $\mathbb{P} T$ is an unordered, possibly infinite collection of elements of type $T$. Each
type $T$ is itself a set of type $P^{v} T$.

$$
T: P^{\prime} T
$$

Sets can also be formed using a predicate.

$$
\begin{gathered}
x: T \vdash P: \text { Bool } \\
\{x \in T: P\}: \mathbb{P} T
\end{gathered}
$$

A set of bype $\mathbb{P} T$ can be obtained by taking the generalised union of a set of sets, of type $\mathbb{P} \mathbb{P}$.

$$
\frac{A: \mathbb{I}^{\mathbb{P}} T}{\cup / A: \mathbb{P}^{P} T}
$$

Set membership is denoted by the ' $E$ ' operator.

$$
\frac{E: T A: \mathbb{P} T}{E \in A: \text { Bool }}
$$

$\Delta$ for set expressions has the axioms, with $T$ dny type

$$
\begin{aligned}
& \Delta T \\
& \Delta\{x \in T: P\} \\
& \Delta(\cup / A) \Leftarrow \Delta A \\
& \Delta(E \in A) \Leftarrow \Delta E \wedge \Delta A
\end{aligned}
$$

Generalised union $U /$ is strict and distributes over choice

$$
\begin{aligned}
& \delta(\cup / A) \equiv \delta A \\
& \cup /\left(A_{1}\left[A_{2}\right)=\left(\cup / A_{1}\right)\left[\left(\cup / A_{2}\right)\right.\right.
\end{aligned}
$$

Membership $\in$ is strict and distributes over choice to its right.

$$
\begin{aligned}
& \delta(E \in A) \equiv \delta A \wedge \delta E \\
& \left.E \in\left(A_{1} \| A_{2}\right) \equiv\left(E \in A_{1}\right)\right]\left(E \in A_{2}\right)
\end{aligned}
$$

This deals with improper sets. For the case where $A, A_{1}: \mathbb{L}^{2} T, A^{\prime}: \mathbb{P}^{\mathbb{P}} T, x: T \vdash P:$ Bool and $E: T$, we have the axioms for proper set expressions $\Delta A, \Delta A_{1}, \Delta A^{\prime}$

$$
\begin{aligned}
& E \in\{x \in T: P\} \equiv(\text { fun } x \in T: P) E \\
& A \in \mathbb{H}_{1}=\left(\forall x: T: x \in A \Rightarrow x \in A_{1}\right) \\
& E \in \cup / A^{\prime} \equiv\left(\equiv A: \mathbb{I}^{P} T \bullet E \in A \wedge A \in A^{\prime}\right) \\
& \left(A \equiv A^{\prime}\right) \equiv\left(\forall x: T: x \in A \equiv x \in A^{\prime}\right)
\end{aligned}
$$

A result of the axioms is that an expression $E \| F$ is in a set $A$ only if both $E$ and $F$ are in A. For example, we have

$$
(2 \rrbracket 3) \in\{x \in \mathbb{Z}: x=x\} \equiv \text { True }
$$

We definc the empty set, and the usual operations for scts, where $A, A^{\prime}: \mathbb{P} T, a: T$, $x: T \vdash P:$ Bool, $x: T \vdash E: T^{\prime}, i, j: \mathbb{Z}, f: T \rightarrow T^{\prime}, p: T \rightarrow$ Bool,

$$
\begin{aligned}
& \emptyset_{\mathrm{T}} \quad \wedge \quad\{x \in T: \text { False }\} \\
& A \cup A^{\prime} \quad \hat{=} \quad\left\{x \in T: x \in A \vee x \in A^{\prime}\right\} \\
& A \cap A^{\prime} \quad \hat{=} \quad\left\{x \in T: x \in A \wedge x \in A^{\prime}\right\} \\
& A \backslash A^{\prime} \quad \doteq\left\{x \in T: x \in A \wedge x \notin A^{\prime}\right\} \\
& A \subseteq A^{\prime} \quad \hat{=} \quad A \in P A^{\prime} \\
& A \subset A^{\prime} \quad \hat{=} A \subseteq A^{\prime} \wedge A \neq A^{\prime} \\
& \{a\} \quad \hat{=}\{x \in T: x \equiv a\} \\
& \{x \in A: P\} \quad \hat{=} \quad\{x \in T: x \in \Lambda \wedge P\} \\
& \{x \in T: P: E\} \hat{=}\left\{y \in T^{\prime}:(\exists x: T \bullet P \wedge E \equiv y)\right\} \\
& \{x \in T:: E\} \quad \hat{=}\{x \in T: \text { True }: E\} \\
& f * A \quad \hat{=} \quad\{x \in A:: f x\} \\
& p \triangleleft A \quad \quad \underset{ }{\sim} \quad\{x \in T: p x\} \\
& \{i . .\} \quad \doteq \quad\{x \in Z: i \leqslant x\} \\
& \{. j\} \quad \div\{x \in Z: x \leqslant j\} \\
& \{i . . j\} \quad \doteq\{i . .\} \cap\{. j\} \\
& \mathrm{N} \quad \sim\{0 .\}
\end{aligned}
$$

A set $A$ is finite if therc cxists a one-to-one, onto mapping $f$ from $\{0 . . n-1\}$ to $A$ for some natural number $n$; in that case its cardinality $\# A$ is defined to bo equal to $n$. Otherwise $A$ is infinite. Finite sets may be described by listing the clements of the set, which is just a
notational shorthand. For example

$$
\{2,4,8\} \equiv\{x \in \mathbb{Z}: x=2 \vee x=4 \vee x-8\}
$$

We also introduce reduce over sots, where 9 which is associative, commutative and idernpotent, i.e. one of $\cup, \sqcap, \sqcup$ or $\sqcap$.

$$
\frac{\oplus: T \times T \rightarrow T}{\oplus / A: \mathbb{P} T \rightarrow T}
$$

For any such $\Phi, \Phi /$ is a function which is strict and distributes over choise in its arguments. So it is suffeient to give axioms for the behaviour of $\oplus /$ when applied to proper arguments. When $A_{1}$ and $A_{2}$ are proper set expressions, with $\Delta E$,

$$
\begin{aligned}
& \oplus /\{E\} \equiv E \\
& \mathscr{1} /\left(A_{1} \cup A_{2}\right) \equiv \oplus / A_{1} \cup \oplus / A_{2}
\end{aligned}
$$

And when thas an identity $1_{\oplus}$,

$$
\oplus / \omega \equiv 1_{\oplus}
$$

These axioms lix $\oplus /$ for finite sets only.
We say that reduce distributes to the lefi over non-deterministic operators.

$$
(\omega] \nabla) / \equiv \oplus / \| \varnothing /
$$

It is sometimes useful to consider only finite sets in a specification. For any type $T$, we use $\mathbb{F}$ ' $I$ ' to donote the set of finite sets of elements from $T$, with the expected operators inherited from the type $\mathbb{R}^{\prime} '$ ' In addition, we use $F_{1} T$ to denote the set of finite, non-emply sets of elements from $T^{\prime}$. Both $\mathbb{F} T$ and $\mathbb{P}_{1}^{2} T$ can be defined within the expression language:

$$
\begin{aligned}
& \mathbb{F}^{T} \equiv\{A \in \mathbb{P} T:(\exists n: \mathbb{N} \mid \bullet \# S \equiv n)\} \\
& \mathbb{F}_{:} T \equiv \mathbb{F} T \backslash \boldsymbol{\varphi}_{T}
\end{aligned}
$$

### 2.4.6 Bags

If $T$ is a type, then so also is $B B$ a type.
Elements of the type $\mathbb{B} T$ are unordered, possibly infinite collections of clements of type $A$.

A bag is described using a function giving the number of occurrences of each element in the bag. We have the type rule

$$
\frac{x: T \vdash E: \mathbb{Z}}{\| x: T \times E \rrbracket: \mathbb{B} T}
$$

For a bag $B$ of elements from $T$ and $E: T$, the expression $B$. $E$ denotes the number of occurrences of $E$ in $B$.

$$
\frac{B: \mathbb{B} T E: T}{B \cdot E: \mathbb{Z}}
$$

A bag expression using bag formation is always proper.

$$
\triangle \llbracket x: T \times \sqrt{\alpha} E \rrbracket
$$

Bag application is strict and distributes over choice to its lefi.

$$
\begin{aligned}
& \delta(B \cdot E) \Rightarrow \delta B \wedge \delta E \\
& \left(B_{1} \| B_{2}\right) \cdot E \equiv B_{1} \cdot E \| B_{2} \cdot E
\end{aligned}
$$

This accounts for bage which are improper. For proper bags we have the axioms

$$
\begin{aligned}
& \mathrm{J} x: T \times E \rrbracket \cdot F=E[F / x] \sqcup 0 \\
& \left(B \equiv B^{\prime}\right) \equiv\left(V x: T \mid \bullet B \cdot x \equiv B^{\prime} \cdot x\right)
\end{aligned}
$$

If $E$ is undefined or non-deterministic at $F^{\prime}$, then this is reflected in the result: of applying the bag to $F$. So, although the bag $\llbracket x: T \times E \rrbracket$ and $F$ may be proper, the result of the bag application might not be.

The ernpty bag, bag membership, bag union, bag subtraction, the subbag relation and filter
lor bags are defined，for $B, B^{\prime}: \mathbb{B} T, a: T, p: T \rightarrow B o o l, x: T \vdash P: B o o l$ ，

$$
\begin{aligned}
& \left.\llbracket \rrbracket_{T} \quad \hat{=} \llbracket x: T \times \cup\right) \\
& a \in B \quad \therefore \quad(B . a>0 \equiv \text { True }) \\
& B \uplus B^{\prime} \quad \therefore \quad \llbracket x: T \text { 水 } B \cdot x+B^{\prime} \cdot x \rrbracket \\
& B-B^{\prime} \quad \hat{} \quad \llbracket x: T \times B . x-B^{\prime} . x \rrbracket \\
& B \subseteq B^{\prime} \quad \hat{=}\left(\forall x: T \mid \bullet B . x \leqslant B^{\prime} \cdot x \equiv \text { True }\right) \\
& p \triangleleft B \quad \hat{=} \quad \llbracket x: T \text { 次 if } p x \text { then } B . x \text { else } 0 \| \\
& \|x \in B: P\| \hat{=} \text { (fun } x \in T: P) \triangleleft B
\end{aligned}
$$

Finite bags may be described by listing the elements of the bag，but this is just a shorthand notation．So，for example

$$
\begin{aligned}
& {[1,-2,-2,0] \equiv \llbracket x: \mathbb{Z} \quad \nless \times \text { if } x=1 \text { then } 1 \text { else }} \\
& \text { if } x--2 \text { then } 2 \text { else } \\
& \text { if } x=0 \text { then } 1 \text { else 0] } \\
& \llbracket ⿷^{\prime} a^{\prime} \rrbracket \quad=\llbracket x: \text { Char } \quad \text { if } x=a^{\prime} \text { then } 1 \text { else 0] }
\end{aligned}
$$

We have map and reduce for bags．With $⿴ \zh11 ⿰ 一 一 千 口$ an associative and commutative operator，we have the type rules

$$
\frac{f: T_{1} \rightarrow T_{2}}{f *: \mathbb{B} T_{1} \rightarrow \mathbb{B} T_{2}} \quad \frac{\leftrightarrow \in: T \times T \rightarrow T}{\oplus /: \mathbb{B} T \rightarrow T}
$$

With the axiorns

$$
\begin{aligned}
& \Delta(f *) \equiv \Delta f \\
& \Delta(\omega /) \equiv \Delta \omega \\
& \delta(f *) \equiv \delta f \\
& \delta(\circlearrowleft /) \equiv \delta \omega \\
& \left.\left(f_{1} \| f_{2}\right) * \equiv f_{1} *\right] f_{2} * \\
& (\omega \mid] \varnothing) / \equiv 由 / \square \varrho /
\end{aligned}
$$

It is now sufficient to desrribe the properties of $f *$ and $\mathcal{/} /$ over proper bags．

$$
\begin{aligned}
& f * \llbracket \Pi \equiv \llbracket \rrbracket \\
& f: \llbracket E^{\prime} \rrbracket=\llbracket f E \rrbracket \\
& f *\left(B_{1} \uplus B_{2}\right)=\left(f * B_{1}\right) \uplus\left(f * B_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \oplus / \llbracket E \rrbracket \equiv E \\
& \oplus /\left(B_{1} \uplus B_{2}\right) \equiv\left(\oplus / B_{1}\right) \oplus\left(\Theta / B_{2}\right)
\end{aligned}
$$

When $(1)$ has an identity, $1_{5}$

$$
\Theta / \llbracket \rrbracket=1_{\oplus}
$$

These axioms fix $f *$ and $\oplus /$ for finite bags only.
The set of non-empty bags of elements from type $T$ is denoted by $\mathbb{B}_{1} T$.

### 2.4.7 Sequences

For $T$ a type, then so also is $S c q T$ a type.
Elements of Ser $T$ are ordered, possibly infinite collections of elements of type $T$. A sequence is described using a function xapping the natural numbers $\mathbb{N}$ or an initial subset of the natural numbers $\{0 . n\}$ to elements of $T$.

$$
\frac{n: \mathbb{Z} \quad i: \mathbb{Z} \vdash E: T}{\langle i:\{0 . . n\} \times E\rangle: S c q T} \quad \frac{i: \mathbb{Z} \vdash E: T}{\langle i: \mathbb{N} \times \mathbb{E} E\rangle: S e q T}
$$

The domain of the sequence is the sel over which the sequence is defined.

$$
\frac{S: S e q T}{\operatorname{dom} S: \mathbb{P} \mathbb{Z}}
$$

The expression \# $S$, where $S: S e q$ ' 7 , denotes the size (or length) of the sequence $S$.

$$
\frac{S: S e q T}{\# S: \mathbb{Z}}
$$

For $j: \mathbb{Z}$, the element of type $T$ at position $j$ in $S$ is denoted by $S[j]$.

$$
\frac{S: \operatorname{Seq} T j: \mathbb{Z}}{S[j: T}
$$

Axioms for $\Delta$ are

$$
\Delta\langle i:\{0 . . n\} \times E\rangle \equiv \Delta n \wedge \Delta E
$$

$$
\begin{aligned}
& \Delta(i: \mathbb{N} \times E\rangle \equiv \Delta E \\
& \Delta(\text { dom } S) \Leftarrow \Delta S \\
& \Delta(\# S) \leftarrow \Delta S \wedge(d o m S \neq \mathbb{N}) \\
& \Delta(S[j]) \Leftarrow \Delta S \wedge \Delta j \wedge j \in \operatorname{dom} S
\end{aligned}
$$

The functions dom, \# and sequence application distribute over choice

$$
\begin{aligned}
& \left.\operatorname{dom}\left(S_{1}\right] S_{2}\right)=\operatorname{dom} S_{1} \rrbracket \operatorname{dom} S_{2} \\
& \left.\#\left(S_{1}\right] S_{2}\right) \equiv \# S_{1} \rrbracket \# S_{2} \\
& \left(S_{1} \llbracket S_{2}\right)[j] \equiv S_{1}[j]\left[S_{2}[j]\right. \\
& S\left[j_{1}\left[j_{2}\right] \equiv S j_{1}\right] \rrbracket S\left[j_{2}\right]
\end{aligned}
$$

For proper $S$ and j, i.c. $\Delta S$ and $\Delta j$

$$
\begin{aligned}
& \delta(\# S) \equiv \delta S \wedge(\operatorname{dom} S \not \equiv \mathbb{N}) \\
& \delta(S[j]) \rightarrow j \in \operatorname{dom} S
\end{aligned}
$$

Now, the axioms for proper sequence expressions, with $\Delta j$ and $I: \mathbb{P} \mathbb{Z}$ such that $I=\mathbb{N}$ or there is some $n: \mathbb{Z}$ such that $I=\{0 . m\}$

$$
\begin{aligned}
& \#\langle i: I \times F\rangle=\# I \\
& \operatorname{dom}\langle i: I \ngtr E\rangle \equiv I \\
& \langle i: I \nsim E\rangle[j] \equiv E[j / i] \text { if } j \in I \\
& \left(S=S^{\prime}\right) \equiv\left(\left(\operatorname{dom} S=\operatorname{dom} S^{\prime}\right) \wedge\left(\forall j: \mathbb{Z} \mid j \in \operatorname{dom} S \bullet S[j] \equiv S\left[j^{\prime}\right]\right)\right)
\end{aligned}
$$

We define the empty sequence, sequence membership and map for sequences, with $i: \mathbb{Z}:-E: T$, $x: T, S: \operatorname{Seq} T, f: T \rightarrow T^{\prime}$,

$$
\begin{aligned}
0 T & \doteq\langle i:\{0 \ldots-1\} \times E\rangle \\
x \in S & \doteq(\exists i: \mathbb{Z} \mid i \in d o m S \cdot S[i]=x) \\
f * S & \doteq\left\langle i: d o m S \times \int(S[i]\rangle\right\rangle
\end{aligned}
$$

Concatenation of sequences, $S \subset S^{\prime}$, for $S, S^{\prime}: S e q T$ is defined as follows

$$
\begin{aligned}
& S-S^{\prime} \xlongequal[=]{=}\left(i:\left\{0, \ldots,\left(\# S+\# S^{\prime}+1\right)\right\} \text { if } i<\# S \text { then } S[i] \text { else } S^{\prime}[i-\# S]\right\rangle \\
& \text { if } S \text { finite } \\
& \text { otherwise }
\end{aligned}
$$

Finite sequences, as for bags, may be described by listing the clements of the sequence. Again, this is a notational shorthand. For example

$$
\begin{aligned}
& \langle 1,-2,-2,0\rangle \equiv\langle i:\{0, \ldots, 3\} \quad \text { x } \text { if } i=0 \text { then } 1 \text { else } \\
& \text { if } i=1 \text { then }-2 \text { else } \\
& \text { if } i=2 \text { then }-2 \text { else } \\
& \text { if } i=3 \text { then } 0 \text { else } n \text { ) } \\
& \langle a\rangle \quad \equiv\langle i:\{0, \ldots, 0\} \text { 汹 if } i=0 \text { then ' } a \text { ' else } c\rangle
\end{aligned}
$$

where $n$ may be any integer, and $c$ is any characier.
We introduce reduce for sequences. With $\oplus$ an associative operator, we have the type rule

$$
\begin{aligned}
& \mathbb{F}_{3}: T \times T \rightarrow T \\
& \Theta: S e q T \rightarrow T
\end{aligned}
$$

Witl the axionns

$$
\begin{aligned}
& \Delta(\oplus /)=\Delta \oplus \\
& \delta(\oplus /) \equiv \delta \oplus \\
& (\oplus\lceil\diamond) / \equiv \oplus / \square \oslash /
\end{aligned}
$$

It is now sufficient to describe the properties of $\in 1 /$ over proper sequences.

$$
\begin{aligned}
& \oplus /\langle E\rangle \equiv E \\
& \oplus /\left(S_{1} \cdots S_{2}\right) \equiv\left(\oplus / S_{1}\right) \oplus\left(\oplus / S_{2}\right)
\end{aligned}
$$

When $\mathfrak{f}$ has an identity, $1_{\theta}$

$$
\oplus /\langle \rangle=1_{\oplus \oplus}
$$

Now, filter for sequences and scquence comprehensions are defined, with $S:$ Seq $T, p: T \rightarrow$

Bool, $x: T \vdash E: T^{\prime}, x: T \vdash P:$ Bool,

$$
\begin{aligned}
p \triangleleft S & \doteq-\gamma\langle i: \operatorname{dom} S \times \text { if } p S[i] \text { then }\langle S[i]\rangle \text { else }\langle \rangle\rangle \\
\langle x \in S: P: E\rangle & \doteq \text { (fun } x \in T: E) *((\text { fun } x \in T: P)<S)
\end{aligned}
$$

We identify the set of strings, Slimy, with sequences of characters.

$$
\text { String } \doteq \text { Seq Char }
$$

Lustead of writing strings using the sequence notation, as in
they can be writlen using double quotes, as in "This is a string.".
We deline the set ol injective sequences of olements from a type $T$ '. IScq T contains sequences of elements in which any $a$ in $T$ occurs at most once.

$$
I S e q T \hat{=}\{S \in S e q T:(\forall i, j: \mathbb{Z} \mid 0 \leqslant i, j<\# S \bullet S[i]=S[j] \Rightarrow i=j)\}
$$

The set of non-mpty sequences of elements from type $T$ is denoted by $S c q_{1} T$.

### 2.4.8 1'artial Mappings

We could also include the set of partial mappings from a domain type $T_{1}$ to a range type $T_{2}$, writiten $T_{1} \rightarrow T_{2}$. This uses the $Z$ notation and uperations for partial functions, as given in $[75,44\}$, and can be defined in terms of sets of pairs of type $T_{1} \times T_{2}$.

For example, we can define the set of partial mappings $T_{1} \rightarrow T_{2}$ as

$$
\begin{aligned}
T_{1} \rightarrow T_{2} \equiv & \left\{f \in \mathbb{P}\left(T_{1} \times T_{2}\right):\right. \\
& \left.\left(\forall x \in T_{1} \mid \bullet\left(\forall y_{1}, y_{2} \in T_{2} \mid\left(x, y_{1}\right) \in f \wedge\left(x, y_{2}\right) \in f \cdot y_{1}=y_{2}\right)\right)\right\}
\end{aligned}
$$

For $f$ a partial mapping in $T_{1} \rightarrow T_{2}$, instead of writing elements of $f$ using product notation $(x, y)$, we may use the standard maplet notation $x \mapsto y$. Override and application can be defined as in [44]. The set of total mappings $T_{1} \rightarrow t T_{2}$ can be defined as

$$
T_{1} \rightarrow_{t} T_{2} \equiv\left\{f \in T_{1} \rightarrow T_{2}:\left\{x \in T_{1}:\left(\exists y \in T_{2} \mid \bullet x \mapsto y \in f\right)\right\} \equiv T_{1}\right\}
$$

Since the notation for partial and total mappings is defined in terms of products, which
have already been treated for undefinedness and partiality, there is no need to give an axiomatisation for them. 'Ihey may be considered as usefnl syntactic definitions only.

### 2.4.9 Simple Types

We define the collection of simple types to be the smallest such which includes

- the types Bool, $\mathbb{Z}$ and Char;
- the types $T_{1} \times T_{2}, \mathbb{I P} T, \mathbb{B} T$ and Seq $T$ for $T_{1} T_{1}$ and $T_{2}$ simple.


### 2.5 Language Constructs

In this scction we describe the expression formers of the language. Again we use type theory to introduce the new concepts.

### 2.5.1 Conditional Lixpressions

We introduce the constructor for conditional expressions, if $P$ then $E$ else $F$. We have the type rule

$$
\frac{P: \text { Bool }}{\text { if } P \text { then } E \text { else } F: T}
$$

In fact, we take the view that there is an if constructor for each type $T$, and that these form a family of such constructors. The conditional expression is strict in its first argurnent. Axioms for conditional expressions are

$$
\begin{aligned}
& \text { if True then } E \text { else } F=E \\
& \text { if False then } E \text { clsc } F \equiv F \\
& \neg \Delta P \rightarrow(\text { if } P \text { then } E \text { else } F \equiv 1)
\end{aligned}
$$

The last axiom may seem a little odd, particularly for the case where $P$ is True 【 False. This derives from the fact that a conditional expression is considered to be part of the programming language, rather than a specification constructor. As such, its first argument: is expected to be deterministic. If it is not deterministic, then the expression is treated as undefined. We note that the if constructor described by these axioms is monotonic in each argument.

### 2.5.2 Local Definitions

We introduce the let expression for local clefinitions. If $E: T_{1}$ and $x: T_{1} \vdash F^{\prime}: T_{2}$, then the expressiou

$$
\text { let } x=E \text { in } F
$$

has type $T_{2}$ and is defined by

$$
\text { let } x=E \text { in } F \hat{\star} \quad\left(\text { fun } x \in T_{1}: F\right) E
$$

There is a let constructor for each pair of types ( $T_{1}, T_{2}$ ).
More generally, several local definitions can be introduced in parallel using a single let construct, successive definitions separated by 'll'. If $F_{i}: 7_{i}$ and we have the judgement $x_{1}: T_{1}, \ldots, x_{n}: T_{n} \vdash F: T^{\prime}$, then the expression

$$
\text { let } x_{1}=E_{1}\|\ldots\| x_{n}-E_{n} \text { in } F
$$

has type $T^{\prime}$ aud may be defined as

$$
\text { let } x_{1}=E_{1}\|\ldots\| x_{n}=E_{n} \text { in } F \hat{=}\left(\text { fun } x_{1} \in T_{1}, \ldots, x_{n} \in T_{n}: F\right)\left(E_{1}, \ldots: E_{n}\right)
$$

Clearly the order of writing the definitions of the $x_{i}{ }^{\prime}$ sia the let expression makes no difference to the expression.

To avoid having expressions with lots of nested let definitions we introduce a syntactically nicer form

$$
\text { let } x_{1}=E_{1} \& \ldots \& x_{n}=E_{n} \text { in } F
$$

where $x_{i}$ may occur in $E_{j}$ provided $i<j$. This form is equivalent to

$$
\text { let } x_{1}=E_{1} \text { in }\left(\text { let } x_{2}=E_{2} \text { in }\left(\ldots\left(\text { let } x_{n}=E_{n} \text { in } F^{\prime}\right) \ldots\right)\right)
$$

which, in turn, denotes

$$
\left.\left(\text { fun } x_{1} \in T_{1}:\left(\text { fun } x_{2} \in '_{2}^{\prime}: \ldots\left(\text { fun } x_{n} \in T_{n}: F^{\prime}\right) E_{n} \ldots\right) E_{2}\right)\right) E_{1}
$$

### 2.5.3 Recursive Functions

Recursive function definitions are included in the specification language using a let expression where the free variable $f$ may occur free in its defining expression $E \cdot f$ ?

$$
\text { let } f=(\text { fun } x \in T: E[f]) \text { in } F \mid f]
$$

The notation $E[V]$ means that $f$ is a free variable of expression $F$. We limit recursive definitions to function types only. For example, we could have the expression

$$
\text { Iet } f a c=(\text { fun } x \in \mathbb{Z}: \text { if } x \leqslant 1 \text { then } 1 \text { else } x * f a c(x-1)) \text { in } f a c 3
$$

which we expect should result in the value 6 .
The behaviour of such a recursive definition may be described by unfolding its definition, so we assert the axiom

$$
\text { let } f-E[f] \text { in } F f f] \Longrightarrow F[E[(\text { let } f=E[f] \text { in } f)]]
$$

Applying this a number of times to the above example gives the desired result. This axiom states that $f$ is a fixpoint of some functional. In fact, as will be seen in the semantics presented in chaptier 6, $f$ is a least fixpoint of the functional, with respect to a definedness ordering.

### 2.5.4 Specification Expressions

We introduce a new operation on sets called generalised choice and write this $[/$. Clearly, it is based on using the choice operator: $\|$ with reduce for sets. If $S$ is a non-cmpty, possibly infinite set of type $\mathbb{P} T$, then the expression $\mathbb{V} / S$ has type $T$ and can be interpreted as 'choose any element of $S$ '. For example

$$
\sharp /\{3,4, \ddot{3}, 6\} \equiv 3 \llbracket 4 \rrbracket 5] 6
$$

The type rule is

$$
\frac{S: \mathbb{F} T}{\mathbb{\|} / S: T}
$$

Expressions of the form $] / S$ are termed specification expressions [90].

We have the following axioms for [//

$$
\begin{aligned}
& \Delta(\square / S) \equiv(\# S \equiv 1) \\
& \delta(\mathbb{\square} / S) \equiv \delta S \\
& \Pi /\left(S_{1} \llbracket S_{2}\right)=\left(\square / S_{1}\right) \rrbracket\left(\square / S_{2}\right)
\end{aligned}
$$

and for $\Delta S, \Delta S_{1}$ and $\Delta S_{2}$

$$
\begin{aligned}
& \llbracket /\{u\} \equiv v \\
& \mathbb{\square} /\left(S_{1} \cup S_{2}\right) \equiv\left(\mathbb{Q} / S_{1}\right) \square\left(\mathbb{1} / S_{2}\right) \\
& \left(\mathbb{Q} / S_{1} \equiv \mathbb{Q} / S_{2}\right) \equiv\left(S_{1} \equiv S_{2}\right)
\end{aligned}
$$

The expressive power of the generalised choice operator is realised when it is used with set comprehensions. We have the axiom

$$
(\exists x \in T \bullet P) \Rightarrow P([/\{x \in T: P x\})
$$

An initial specification can be given by defining the propertics required of a solution using a predicate $P$ say, forming the set of all elements which satisfy that property $\{x \in T: P x\}$, and then using [/ to choose any one of those elements. Provided it can be proven that there is a solution, i.c. $(\exists x \in T \bullet P)$, then the set $\{x \in T: P x\}$ is non-emply, and the specification is given as

$$
] /\{x \in T: P x\}
$$

which may, of course, be a non-deterministic expression. For example

$$
\begin{array}{ll}
{[/\{x \in \mathbb{Z}: 0 \leqslant x: 2 * x\}} & \text { Any even natural } \\
\mathbb{U} /\{s \in \mathbb{Z} \mathbb{Z}: \# s=10\} & \text { Any intcger set with exactly } 10 \text { elements }
\end{array}
$$

More interesting examples using this form of specification can be found in the following chapter.

### 2.5.5 Assumptions and Partially Defined Functions

We introduce a new expression constructor, ' $\gg$ ', with the type rule

$$
\frac{P: \text { Bool } E: T}{P>E: T}
$$

'The boolean expression $P$ ' is called the assumption. The intuitive meaning of $P>-E$ is such that, if $P \equiv$ True then $P>-E \equiv E$, and otherwise $P>-E \equiv \perp_{T}$.

The assumption constructor >- is strict in its left argument aud distributes over choice to the right. Axioms for assumptions are, with $E: T$ :

$$
\begin{aligned}
& P>-E \| F \equiv(P>-E)](P>-F) \\
& \text { True }>-E \equiv E \\
& \text { Palse> }>E \equiv \perp_{T} \\
& \Delta P \Rightarrow\left(P>E=\perp_{T}\right)
\end{aligned}
$$

This last axiom may appear unusual for the case when $P$ is True \ False, although we notice that $>-$ is monotonic in both arguments. The above axiomatisation is useful for case based reasoning about expressions of the form $P>E$. There are three cases to consider, $P \equiv$ True, $P \equiv$ False and $\Delta P$.

We sometimes want to specify a function which will only ever be applied to elements of a restricted set, and we don't care what happens if it is applicd to something outside that set. For example, the integer square root function should only ever be applied to the natural numbers, $\mathbb{N}$. Having assumptions gives us an easy way to write such functions which are only partially defined. For $A$ a set of type $\mathbb{P} T$, we define

$$
(\text { fun } x \in A: E) \hat{=} \quad(\text { fun } x \in T:(x \in A)>-E)
$$

Now the function (fun $x \in A: E$ ) acts like the function (fun $x \in T: E$ ) whenever it is applied to something in $A$. For any $a \notin A$, the result of the application will be equivalent to $\perp$.

For example, the square root function can be specified as

$$
\mathrm{Sqrt} \doteq\left(\text { fun } n \in \mathbb{N}:\left[/\left\{x \in \mathbb{Z}: x^{2} \leqslant n<(x+1)^{2}\right\}\right)\right.
$$

It can be proven that the set: comprehension will not be emply, and so [/ will pick one of the elements which satisfy the predicate used to describe the set.

### 2.5.6 Inverse Functions

For any function $f: T_{1} \rightarrow T_{2}$, we define the inverse of $f$, called $f^{-1}$ as follows. For externally nondeterministic functions, we assert thati inverse distributes over choice,

$$
(f \square g)^{-1} \equiv f^{-1} \square g^{-1}
$$

For $f$ proper we define

$$
f^{-1}=\left(\text { fun } y \in T_{2}:\left(y \in f * T_{1}\right)>-\mathbb{l} /\left\{x \in T_{1}: f x \equiv y\right\}\right)
$$

So, for any $y \in \lambda_{2}, f^{-1} y$ is defined if there is some $x \in T_{i}$, not necessarily unique, with $f x \equiv y$, i.c. $y$ is in the range of $f$. If there is more than one such $x$, in the case where $f$ is internally nondeterministic, the result of $f^{-1} y$ is a choice between them.

### 2.5.7 Generic Functions

A generic function definition actually defines a family of functions. The notation we use is function_name $[T]$, which represents a family of functions, one for each type $T$. In actual use, the index $' T$ ' can usually be inferred from the context, and so the index will be dropped.

A generic function is defined using a type parameter, as in

$$
\text { function_name }[T] \doteq f_{T}
$$

where $f$ is a function expression containing the type index $T$. For cxample, we could define a generic search funclion as follows

$$
\operatorname{search} T] \triangleq(\text { fun } x \in T, A \in \operatorname{Seq} T:(\exists i: \mathbb{N} \mid \cdot A[i]-x)>-\square /\{i \in \mathbb{N}: A[i]-x\})
$$

This actually specilies a family of search functions, onc for each possible type $T$.
More generic fuctions will be described in chapter 3 .
A polymorphic function is one whose actual parameters can have more than one type. Literature in the arca of type theory, c.g. [20, 21, 29, 76], identifies at least two forms of polymorphism: paranctric polymorphism, where a function works uniformly on a range of types; and ad-hoc polymorphism, where a fuaction works on several different types and may behave differently for each type.

Our generic functions, defined using a type parameter, are similar to parameterised templates. They must be instantiated with actual types before use. But each instantiated
function behaves in the same way, independent of the type instantiation. Thus we claim that our generic functions provide a woak form of parametric polymorphism.

In most cases, this weak form of polymorphism is suflicient. What is missing is the possibility of having higher-order functions that accept polymorphic functions as arguments. For cxample, although we can define

$$
i d[T] \triangleq(\text { fun } x \in T: x)
$$

which, for a given type $T$, has type $T \rightarrow T$; we are not allowed to deline the function

$$
\text { illegal }[T] \hat{=}(\text { fun } f \in T \rightarrow T:(f 3, f \text { True }))
$$

because it cannot be typed for a given $T$.
The reason we are using the weaker form of polymorphism for our expression language is because of the simplicity of the type system. In order to allow higher-order functions accepting polymorphic functions as arguments, we would reguire a second-order type system. Allhough we have not fully investigated such an approach, Reynolds [76] suggests that type deduction in such a system might be problematic, and that the language could present semantic difficulties. On the other hand, he also presents some examples illustrating the possible benelits arising from the more expressive langauge.

### 2.6 Partiality

Experience with the Z specification language has shown that it is a useful feature to allow a specificalion to be constructed in parts. Such partiality is distinct from undefinedness as described in section 2.1. Fartial specifications mean that a single aspect of the problem can be focussed upon in isolation, and the complete specification obtained by assernbling the parts.

We obtain partiality by introducing an identity for choice, which we give the fictitious value T, pronounced "top". So, we have that T $\| E \equiv E$ for any expression $E$. We assert that T is distinct from $\perp$, and so it must be well-defined $\delta T$. But $T$ is not a proper value, so we assert $\neg \Delta T$.

Now that [ has an identity: if follows that the generalised choice operator $\|$ / is also defined for empty scts. From the properties of reduce we must have that $\| / \emptyset \equiv T$.

As defined in section 2.1.3, we say that an expression $E$ is total if $E$ cannot evaluate to $T$. Otherwise $E$ is partial. All the expressions we have seen so lar have been total.

### 2.6.1 Potentially Partial Expressions

We now introduce the concept of a guarded expression. We have the type rule

$$
\frac{P: \text { Bool } E: T^{\prime}}{P \rightarrow E: T}
$$

where the boolean expression $P$ is called the guard. The intuitive meaning of a guarded expression $P \rightarrow E$ is such that: if $P$ is True then $P \rightarrow E \equiv E$; if $P$ is False then $P \rightarrow E \equiv \mathrm{~T}$; and otherwise $P \rightarrow E=\perp$.

The expression constructor $\rightarrow$ is strict in its left argument and distributes over choice to the right. The axioms are, with $E: T$,

$$
\begin{aligned}
& \text { True } \rightarrow E=E \\
& \text { False } \rightarrow E \equiv \mathrm{~T} \\
& \neg \Delta P \Rightarrow(P \rightarrow E \equiv 1 r)
\end{aligned}
$$

As for assumptions, these axioms have been formed to facilitate case-based reasoning. To prove something about an expression $P \rightarrow E$ it is convenient to consider three cases, $P \equiv$ True, $P \equiv$ Fialse and $\neg \Delta P$.

Since an expression of the form $P \rightarrow E$ may 'evaluate" to 1, we say that guarded expressions are potentially partial. This means that cxpressions of the form $[/ S$ are also potentially partial, in the case where $S$ might be cmpty. We note the following law, for any set $S$ with $\Delta S$,

$$
\square / S \equiv(S \not \equiv \emptyset) \quad[/ S
$$

An alternation expression is of the form $\left.P_{1} \rightarrow E_{1}\right] \ldots \square P_{n} \rightarrow E_{n}$. Any guard $P_{i}$ which evaluates to Folse has the result that the guarded expression $P_{i} \rightarrow E_{i}$ effectively disappears from the alternation. If all the guards are proper, then the alternation is such that some expression $D_{j}$ for which the corresponding guard $P_{j}$ evaluates to True will be chosen and evaluated. For example, the alternation

$$
x \geqslant 0,{ }^{\prime}+{ }^{\prime}\left[x \leqslant 0 \rightarrow{ }^{\prime}-\right.
$$

will evaluate to ' + ' if the integer $x$ is positive, to ' - ' if $x$ is ncgative, and to either ' + ' or ' - ' if $x$ is 0 . An alternation expression is potentially partial, since all guards may be False.

The conclitional exprension, introduced in section 2.3, is a special form of the alternation expression. We have

$$
\text { if } P \text { then } E \text { else } F \equiv P \rightarrow B \square \neg P \rightarrow F
$$

It should be clear that a conditional expression is total, provided $E$ and $F$ are total.
Partial expressions, on their own, are not useful as specifications, since no program can satisfy such a spocification. The intention in introducing potentially partial expressions is that they may be combined, using choice, to form total specifications. In order to control occurrences of potentially partial expressions in specifications, we restrict the syntax of the language, as described in the next section.

### 2.6.2 Managing Miracles

Although the introduction of $1 /$ brings great expressive power to the language and, as we will sec in chapter 5, greatly facilitates the piecewise relinement of expressions, it is nonctheless a very dangerous expression.

No program can satisfy the specification $T$. It is the miraculous specification which solves all our problens, but canmot be implemented. We will see, in chaptex 5 , that it is the most refined specification, since it refines every expression. Therefore, we have a problem. Given an initial specification expression $E$, there is nothing to stop the developer from overrefining $E$, perhaps in a sequence of steps, to the miraculous specification, thereby resulting in something which is unimplementable. Although this is not desirable on the part of the doveloper, it is possible that he may inadvertantly introduce partiad, and therefore problematic, subexpressions during the refinement.

We intend to control occurrencos of potentially partial expressions so that every specificaLion of the language, whether an initial specification or one calculated by refinement from a previous specification, is total. We find that it is possible to impose simple syntactic restrictions which will ensure that every specification is a total expression.

## Recognising Potentially Partial Expressions

From the language description in this chapter, and from earlier comments in this section, we see that potentially partial expressions can occur in cxactly 2 possible ways:

- from a generalised choice, $[1 / S$
- from a guarded expression, $P \rightarrow E$

In the first case, the expression $\rrbracket / S$ is partial when $S$ is the empty set; in the second case, the expression $P \rightarrow E$ is partial when $P$ is False. There are no other constructs where partiality might be created. All other language constructs are total. So , it is only in the cases of generalised choice and guarding where we need to be concerned about the possible introduction of the miraculous expression $T$. Both of these cases are recognisable syntactically.

Potentially partial expressions are delined as the smallest subset of exptessions satisfying

- Expressions of the form $] / S$ are potentially partial.
- Expressions of the form $P \rightarrow E$ are potentially partial.
- If $E$ is potentially partial then so is $E$ i $F_{\text {; }}$ for arbitrary $l{ }^{\prime}$.


## Restricting the Syntax

We don't want to eliminate potentially partial expressions completely. We've seen that guarded expressions are very useful when used with choice to form alternation expressions. Generalised choice expressions are also extremely useful specification tools. We do, however, intend to ensure that potentially partial expressions are never used directly with operators (other than choice), constructors or function application. None of these can create partiality; but they would proqogate it.

What is required is a way of 'totalising' potentially partial expressions, i.e. fransform them into total expressions, so that they can be used freely in specifications. We introduce a new operator, biased choice $\stackrel{\boxed{ } 7}{ }$, which mways chooses its left operand if possible. The type rule is

$$
\frac{E, F: T}{E \overleftarrow{\leftrightarrows} F: T}
$$

Intuitively, $E \overleftarrow{\square} F$ is equivalent to $E$ if $E$ is total, otherwise $E \overleftarrow{\square} F$ is equivalent to $F$. Biased choice is associative and idempotent, but clearly not symmetric. It is strict in its
left argument and distributes over choice to the right．We have the axioms

$$
\begin{aligned}
& \left(H^{\prime} \equiv 丁\right) \Rightarrow\left(E^{+} \mathbb{\square} F \equiv F^{\prime}\right) \\
& (E \neq \mathrm{T}) \Rightarrow(E \div \stackrel{\leftarrow}{0} F \equiv E)
\end{aligned}
$$

Most importantly，the expression $E \stackrel{\sim-w}{]} F$ is guaranteed to be total if $F$ is．This means that given a potentially partial expression，such as $P \rightarrow E$ ，it can be＇totalised＇by combining it with a total＇alternative＇$F$ ，giving an expresson of the form $P \rightarrow E \bar{\prod} F$ ．

We now give the extra restrictions placed on expressions of the specification language．The use of potentially partial expressions is such that they may only be：
－operands of ］－thus forming a new potentially partial expression；
－the left operand of $\overleftarrow{[ }$－－thus forming a total expression；
－operands of $\equiv$ ，$\subseteq, \Delta$ and $\delta$－thus forming tatal expressions．

## Biased Choice and Conditionals

The specification form $E \stackrel{〔}{\Pi} \perp$ is used frequently in specifications．Lutuitively it means that if $E$ is total then choose an outcome of $E$ and otherwise we don＇t care about the value of the expression．We define the shorthand

$$
\text { if } E^{\prime} \mathrm{fi} \equiv E \stackrel{\leftarrow}{\square} \perp
$$

which allows us to write nicer alternation expressions，for example

$$
\left.\left(\text { fun } x \in \mathbb{Z}: \text { if } x \geqslant 0 \rightarrow '^{\prime}\right] x \leqslant 0 \rightarrow{ }^{\prime}\right] \text { fi) }
$$

instead of

$$
\left(\text { fun } x \in \mathbb{Z}:\left(x \geqslant 0 \rightarrow+^{\prime}[] x \leqslant 0 \rightarrow-^{\prime}\right) \stackrel{\leftarrow}{\square} \perp\right)
$$

There is a comection between expressions based on biased choice and the conditional ex－ pression which we met at the end of section 2．5．1．We have that

$$
\text { if } P \text { then } E \text { else } \perp \equiv(P \rightarrow E) \stackrel{\leftarrow}{\square} \perp
$$

Further, if $\Delta P$

$$
\text { if } P \text { then } E \text { else } F \equiv(P \rightarrow E) \overleftarrow{\mid} F
$$

## A Relaxation of the Rules

There is one case where we would like to relax the special syntax rules given above. In general, we are not permitted to write $P>-\sqrt{ } / S$, since $] / S$ is potentially partial and so cannot be an operand of the assumption operator $>-$. However, il $P$ guarantees that $S$ is not empty, and $\Delta S$, then we allow such expressions. In particular, we allow

$$
\begin{aligned}
S \neq \emptyset & >\Pi / S \\
(\exists x \subseteq T \bullet P x) & >-\mathbb{L}\{x \subset T: P x\}
\end{aligned}
$$

We claim that such a form is very useful for specifications, and we have in fact already used this style of specification in the definition of function inverse in section 25.6.
'The justification for this relaxation is based on the theorem, which will be given in chapter 5 ,

$$
(S \neq \emptyset>-1 / S)=\square / S \overleftarrow{\square} \perp
$$

when $\Delta S$. Since $\perp$ is total, the expression on the right is total, and so the expression on the left musi also be total.

### 2.7 Conclusions

In this chapter we have delined a specification language of expressions, based on ordinary mathematical expressions, but including facilities for the formation and manipulation of expressions which are undefined or nondeterministic.

The language has been described using type rules and axioms. The type rules ensure that every expression has a unique type. The axioms describe how the various constructs behave with non-proper terms, which is usually based on strictness and distribution over choice. Axioms are also provided for proper terms.

The syntax of specification modules will be described in the next chapter, where we give a number of small example specifications, illustrating the ase of the various concepts of the expression language.

A proof system governing the manipulation and refinement of expressions using these axioms will be discussed in chapter 5 .

Section 2.6 introduced the concept of a partial expression. Such potentially partial expressions cannot be implemented and so can be dangerous in a specification. However, they are uscful in the process of constructing specifications by parts. This method of constructing specifications will be further developed in chapter 4 when we describe how the language can be used for large specifications. Ou a bigger scale, considering specifications in parts is vital.

Luckily, potentially partial expressions may be recognised syntactically. They may arise in only a limited number of ways. This means that it is possible to control their use and, by always totalising such expressions, to ensure that complete specifications are always total.

## Chapter 3

## Making Specifications

In this chapter we show how to use the specification langunge of chapter 2 to make specifications.
lirst we define some genoric functions which, though not part of the language definition itself, are used frequently in specifications. Rather than replicating their definitions at each point of use, they are defined in section 3.1, with the understanding that the function names are replaced by their definitions wherever the names occur. The act of replacing a name by its definition is sometimes referred to as unfolding the definition.

The concept of a specification module is described in section 3.2. Although each expression of the language is a specification, it is generally the case that a specification will require a number of expressions, together with user defined types, collected together to form a module. We describe methods by which user defined types, eg. Book, Person, Colour etc., can be introduced into a specification, and give an informal syutax for specification modules.

Finally, to illnstrate the expression language and how it is used in specification, we give four substantial examples. A larger example illustrating the problen of structuring specifications will be developed in chapter 4.

### 3.1 Useful Functions

In this section we define some gencric functions which are useful in specifications.

## Ran

The range of a fuaction is the set of its possible outcomes. The function ran $\left[T_{1}, T_{2}\right]$ is applied to a function $f$ of type $T_{1} \rightarrow T_{2}$ and returns its range, formally

$$
\operatorname{ran}\left[T_{1}, T_{2}\right] \triangleq\left(\operatorname{fun} f \in T_{1} \rightarrow T_{2}: f * T_{1}\right)
$$

The range of a sequence is simply the set of values that appear in it. In this case, the function $\operatorname{ran}[T]$ is applied to a sequence $S$ of type $S e q T$ and returns its range, formally

$$
\operatorname{ran}[T] \doteq(\text { fun } S \in S e q T:\{i \in\{0 \ldots \not \equiv S-1\}:: S[i]\})
$$

## Conversions to Sets

It is sometimes necossary to convert a bag or a sequence to a set. For a bag, this means losing frequency information, and for a sequence, both duplication and order are lost. The function BagToSel $[T]$ converts a bag $B$ of type $\mathbb{B} T$ to a set of type $\mathbb{P} T$, and is defined by

$$
\text { BagToSet }\left[T_{j} \neq(\text { fun } B \in \mathbb{B} T:\{x \in T: B . x>0\})\right.
$$

Similarly, the function SeqToSet[T] converts a sequence $S$ of type $S e q T$ to a set of type $\mathbb{P}^{P} T$, defined by

$$
S e q T o S e t[T] \doteq \operatorname{run}[T]
$$

This is the sante as just using ran[ $T$ ] but, in a specification, it may be desirable to make explicit the intention of converting a sequence to a set.

## Maximising/Minimising Functions

A very useful generic function is min $W R T[T]$ which, when applied to a function $f$ of type $T \rightarrow \mathbb{Z}$ and a sct $S$ of type $\mathbb{P}^{p} T$, resulis in the set of elements of $S$ which minimise $f$. For example

$$
\begin{aligned}
& \min ^{W} \boldsymbol{W R} \mathrm{f}_{\#}\{\langle 1,2\rangle,\langle 1\rangle,\langle 2\rangle\} \quad \equiv\{\langle 1\rangle,\langle 2\rangle\} \\
& \min W R T f\{(2,4),(8,8),(4,7),(8,1)\} \equiv\{(2,4)\}
\end{aligned}
$$

where

$$
\begin{aligned}
& f_{\#} \hat{=} \quad(\text { fun } S \in S e q: \# S) \\
& f_{L} \hat{=} \quad(\text { fun } p \in \mathbb{Z} \times \mathbb{Z}: \text { fst } p \sqcup \text { snd } p)
\end{aligned}
$$

and $U$ is the max operator introduced for the base type of integers. The definition for $\min W R T[T]$ is given as

$$
\min W R T[T] \doteq(\text { fun } f \in T \rightarrow \mathbb{Z}:(\text { fun } S \in \mathbb{P} T:\{x \in S:(\forall y \in S \bullet f x \leqslant f y\}))
$$

Similarly, the max WRT[T] function is defined as

$$
\max W R T[T:(\operatorname{fun} f \in T \rightarrow \mathbb{Z}:(f u n S \in \mathbb{P} T:\{x \in S:(\forall y \in S \bullet f x \geqslant f y\}))
$$

and results in the set of clements of $S$ which maximise $f$. From the above examples,

$$
\begin{array}{ll}
\max W R T f_{\#}\{(1,2),(1),(2)\} & \equiv\{(1,2)\} \\
\max W R T f_{\cup}\{(2,4),(8,8),(4,7),(8,1)\} & \equiv\{(8,8),(8,1\}\} \\
\max W R T f_{\cap}\{(2,4),(8,8),(4,7),(8,1)\} & \equiv\{(8,8)\}
\end{array}
$$

with $L$ (max) and $\sqcap$ (min) as before.
We also allow min WRRT $T T$ to be applied to bags and sequences, with implicit use of the BagToSet $[T]$ or SeqToSet $[T]$ functions. Thus, for $B$ a bag

$$
\min W R T f B \equiv \min W R T f(\text { BagToSct } B)
$$

and similarly for sequences. Notice that the result is still a set and not a bag or sequence. This implicit conversion is merely a shorthand in the case of maximising/minimising functions, and is not a general rule.

### 3.2 The Form of a Specification

In this section we consider what is a specification. In its simplest form, a specification is just an expression with no free variables, with the special property that it is total. So, many of the expressions we've already seen are specifications.

In general, an expression which is a useful specification will probably be large in size, containing a number of local definitions. In such cases a clearer presentation would be to list the local definitions as named specifications, intervened with explanatory text. So, we
may write a long specification, of the form

$$
\text { let } S_{1}=E_{1} \& S_{2}=F_{2} \& \ldots \text { in } E_{n}
$$

where the $P_{i}$ are typically long expressions, as

$$
\begin{aligned}
S_{1} & \doteq E_{1} \\
S_{2} & \doteq E_{2} \\
& \vdots \\
S_{n} & \doteq E_{n}
\end{aligned}
$$

The convention is that $S_{i}$ can appear in the specification named $S_{j}$ provided $\dot{i}<j$. In the above example the final specification has been given the name $S_{n}$, but the name of the final specification can be omitted.

Writing a specification in this way, as a list of sub-specifications, is simply a convenience for clear presentation. We still have a specification as a siugle expression. However, we frequently need to specify more than one operation in a specification document. For oxample, a library system will require specifications for adding a book, borrowing a book, adding a new member etc. Each one of these is a separate spocification or expression.

In this case, we say that a specification is a collection of named specifications, and we may reler to the collection as a specifcation module. The collection is not ordered since, for example, it is not possible to say whether the operation to add a book to the library shoukd come belore the operation to add a new membor. Howevor, a named exprossion may be used by name within the definition of another. In this case, the defining occurence of the named expression should be presented before the expression in which it occurs, and it should be treated as a local definition for the later expression.

Within a specification expression we may need to introduce new types. For example, it would be impossible to give a library specification without referring to books, members, people etc. We now describe how such types may be introduced and used.

### 3.2.1 Types in Specification Modules

As well as the known types, and those which can be constructed using the type constructors described previously, it is also possible to introduce now types in specifications. Since wo give type rules for these types, they can, in turn, be used with type constructors to form more complex types.

## Given Types

These are the types which can be assumed in a specification. For example, in the library specification, we would like to use the given types Book and Person without having to explicitly say what those types are. A given type is introduced into a specification by the expression

```
[typename]
```

We do not know what the members of such a type are.
Although the cleclaration of a given type, such as

```
[Persom]
```

means that we can now use that type in a specification, we cannot conclude any information about the elements of that type. We cau cnsure that the type is not enupty, fy using global constants (sce below), but we cannot make any assumptions as to the size of the given type (as a sci), or whether it contains an infinite number of values. Since, from section 2.4, each expression of the language must have a unicque type, it follows that clements of the type Person are distinct from clements of any other type.

## Global Constants

These are values of a type which are constant within a specification module. A global constant. could also be bandled as a parameter to each expression in the modulc. A global constant $g$ is introduced into a specification module by the expression:

$$
1 g: 7
$$

where $T$ is a type. For each expression of this form there is a corresponding introduction rule

$$
g: T
$$

Thus we can introduce values of given types: described above. 'the introduction of two global constants, of the same type, does not guarantee that they are distinct values.

## Datatype Definitions

These are new types with enumerated elements. For example, the type of rainbow colours Rainbow: :- red $\mid$ orange $\mid$ yellow $\mid$ green $\mid$ blue $\mid$ indigo $\mid$ violet

A data type definition of the form

$$
\text { typename }::=v_{1}\left|v_{2}\right| \ldots \mid v_{n}
$$

makes typename a type, and gives the introduction rules

$$
v_{1}: \text { typename } \cdots \overline{v_{n}: \text { typename }}
$$

Such a type is finite and contains exactly $n$ clements, $v_{1}, v_{2}, \ldots v_{n}$. It follows that each $v_{i}$ is distinct.

### 3.2.2 Syntax of Specifications

We give an informal syntax for specifications.
A specification may be a single expression as described previously. This may involve writing the specification as a list of subspecifications, which is purely for clarity in presentation.

A specification module begins with any number of user clefined type declarations and global constants, as discussed above. This is followed by a list of expressions, separated by blauk lines. The list must contain at least one expression, and the elements of the list are named, as in

$$
\text { name } \hat{=} \text { expression }
$$

We use the convention that, within a specification module, a named expression may be subsequently nised by name in a later expression. In this case the defining occurrence of the expression should be treated as a local definition for the later expression.

The notion of specification modules and named expressions is very informal. Our interest lies mainly in the use of expressious for specification, and in how such expressions may be refined. An informal treatment of specification modules allows us to group together such expressions and we shall see, in chapter 4, further notation allowing us to structure
large specifications. However, if we were to provide a theory of modules and refinement of modules, it would be necessary to treat such specification structures in a more formal manner (see chapter 7).

In chapter 6 we will indicate how it might be possible to provide a semantics for specification modules. Since the syntax of specification modules is informal, it follows that the semantics will also be informal.

### 3.3 Examples

In this section we use the specification language to make some more interesting specifications than have already been given. A larger specification will be described in chapter 4 .

We define the set $F S e q T$ for any type $T$, to be the set of finite sequences of elements from $T$. Then $F$ Seq, $T$ is the set of non-empty, finite sequences of elements from $T$.

The multiplication problem is suggested by an example from [12].

Example : The Multiplication Problem Given two positive integers $x$ and $y$ cach represented as a list of digits, multiply them together to form another list of digits.

We first define Digit, the set of all valid digits

Digit $\xlongequal[=]{=} x \in \mathbb{Z}: 0 \leqslant x \wedge x \leqslant 9\}$

Then a valid number is a finite, non-emply secfuence of digits not starting with ' 0 '

Number $\doteq\left\{s \in R S q_{1}\right.$ Digit: $\left.s[0] \neq 0\right\}$

The conversion from a Number to a positive integer is made in a standard fashion

Convert $-\left(\right.$ fun $s \in$ Number : $(t) /\left\langle i:\right.$ dom $\left.s \times 10^{H s-(i+1)} * s[i]\right)$

Then to find a Number $z$ which is the result of multiplying Numbers $x$ and $y$ is casily specified

Multiply $\rightleftharpoons$ (fun $x, y \in$ Number : $\| /\{z \in$ Number :

$$
\text { Convert } z=\text { Convert } x * \text { Convert } y\} \text { ) }
$$

It should be clear that the set comprehension above will result in a singleton set. We will show how to prove such a property in chapler 5.4 .

Using the same style, it is possible to define other functions over positive integers represented as lists of digits, such as division and remaiuder

Divide $\hat{=}$ (fun $x, y \in$ Number : $\mathbb{J} /\{(z, r) \in$ Number $\times$ Number :
Convert $z=$ Convert $x$ div Convert: $y$ A Convert $r=$ Convert $x$ mod Convert $y\}$ )

A familiar example is that of the $N$-Queens. The specification expression is also used in this specification.

Example: The N -Queens Problem To place $N$ quens on an $N \times N$ chess board such that no queen can take any of the others.

We assume that $N \geqslant 4$. The chess board can be represented by an $N \times N$ matrix, so any position on the board can be given by its co-ordinate.

Posilion $=\{1 . . N\} \times\{1 . . N\}$

A proposed placing of the $N$ queens will be given by a set of $N$ positions.

Placing $\hat{=}\{P l \in \mathbb{D}$ Position : $\# F l-N\}$

For queens in any two positions, $p_{1}, p_{2} \in$ Position, one queen can take the other if

- $p_{1}$ and $p_{2}$ are in the same row, $\operatorname{fst} p_{1}=\mathrm{fst} p_{2}$;
- $p_{1}$ and $p_{2}$ are in the same column, snd $p_{1}=\operatorname{snd} p_{2}$;
- $p_{1}$ and $p_{2}$ arc on the same diagonal, $\mid$ fst $p_{1}-\mathrm{fst} p_{2}|=|$ snd $p_{1}-$ snd $p_{2} \mid$.

From this we describe the property that two queens cannot take each other,

```
CantTake \(\hat{\neq}\) (fun \(p_{1}, p_{2} \in\) Position:
    \(\left(\mathbf{f s t} p_{1}=\mathbf{f s t} p_{2} \vee \operatorname{snd} p_{1}=\operatorname{snd} p_{2} \vee\left|\mathbf{f s t} p_{1}-\mathbf{f s t} p_{2}\right|=\left|\operatorname{snd} p_{1}-\operatorname{snd} p_{2}\right|\right)\)
    \(\Rightarrow p_{1}=p_{2}\) )
```

For any placing of $N$ queens on the $N \times N$ board, the property that no queen can take any other is given by

SafePlacing $=\left(\right.$ fun $P l \in$ Placing : $\left(\forall p_{1}, p_{2}: P l \mid \cdot\right.$ CantTake $\left.\left.p_{1} p_{2}\right)\right)$

Now a solution to the problem is given as any safe placing.

Solution $\doteq \widetilde{=} \mathbb{\|}\{P l \in$ Placing : Saferlacing $P l\}$

This specification will be refined in chapter 5.4.
Another example uses the specification expression, assumptions, the minWRT function and exploitation of the higher-order function $\operatorname{map}\left[\eta_{1}, I_{2}\right]$. This example is based on one suggested by J. Morris.

Example : The Tiling Problem A tile is a shape that can be assembled from unit squares. A rectangular tiling is a placoment of tiles, without any gaps or overlappings, on a flat surface so that they form a rectangle. Given a particular shape of tile and using as many tiles as necessary; can we form a rectangular tiling?

We have an infinite grid of cells upon which all tilings are constructed. A tile placed on the grid is represented by the (finite) set of cells it occupies. A paving is a set of tiles.
$\begin{array}{ll}\text { Cell } & \doteq \not \mathbb{Z} \times \mathbb{Z} \\ \text { Tile } & \doteq \mathbb{F}_{1} \text { Cell } \\ \text { Paving } & =\mathbb{P} \text { Tile }\end{array}$

We define a function to test if a given area of the grid is a rectangle:

$$
\begin{aligned}
\text { isrectangle } \hat{=}\left(\text { fun area } \in \mathbb{F}_{1} \text { Cell }:\right. & (\exists x, y: \mathbb{Z}, m, n \in \mathbb{N}: \\
& \text { area }=\{x \ldots x+m\} \times\{y . y+n\}))
\end{aligned}
$$

Then a paving is rectangular if the area it covers is a rectangle.
rectangular $\star$ isrectangle $\circ \mathrm{U} /$

Two tiles overlap if their intersection is non-ernpty.
overlap $\xlongequal{=}\left(\right.$ fun $t_{1}, t_{2} \in$ Tile $\left.: t_{1} \cap t_{2} \neq \emptyset\right)$

The condition that a paving contains no overlapping tiles may now be expressed.
noOverlap $\hat{=}\left(\right.$ (fun $p \in$ Paving : $\left(\vee t_{1}, t_{2}: p \mid\right.$ •overlap $\left.\left.t_{1} t_{2} \Rightarrow t_{1}=t_{2}\right)\right)$

Now, a given tile may be oriented in any way in order to form a paving. Any position of that tile on the grid is abtained from a combination of rellection, rotation and translation. A translation is a combination of any number of movements up, down, lelt or right:

```
reflect }\quad=(\mathrm{ fun (x,y) G Cell: (x,-y))*
rotate }\hat{=}(fun(x,y)\in\mathrm{ Ccll: (y,-x))*
up \quad= (fun (x,y)\in Cell:(x,y+1))*
dawn 弚(fun (x,y)\inCell:(x,y-1))*
left \quad= (fun (x,y) © Cell:(x-1,y))*
right }\hat{=}(\mathrm{ fun (x,y) C Cell:(x+1,y))*
```

Finally, given a particular shape of tile, we first form the set of all possible positions for that tile. The set of all pavings contains all the finite pavings for that shapc. We then filter out all the pavings which are non-overlapping and rectangular, and test that the set is not empty:
(fun shape $\in$ Tile:
let alltiles $\quad=\cap /\{S \in \mathbb{P}$ Tile:

$$
S=\{\text { shape }\} \cup(\text { reflect } * S) \cup(\text { rotate } * S) \cup(\text { up } * S)
$$

$\cup($ down $* S) \cup($ left $* S) \cup($ right $* S)\}$
\& allpavings $-\mathbb{F}_{1}$ alltites
\& rectpavings $=$ rectangular $\triangleleft($ noOverlap $\triangleleft$ ollpavings $)$ in
rectpavings $\neq$ (9)

To find a smallest rectangular paving we noed to minimise with respect to the area of the paving. We first define a function to find the size of a rectangular paving:

```
size \(=\) (fun \(p \in\) Paving : rectangular \(p>\)
    \([/(m, n \in \mathbb{N}:(3 x, y \in \mathbb{Z}: \cup / p=\{x \ldots+m\} \times\{y . . y+n\}): m * n\})\)
```

Then, assuming that a rectangular paving exists, we can find a smallest one:
(fun shape $\in$ Tile:
let alltiles $\quad=\mathbb{J} /\left\{S \in \mathbb{P}^{\prime}\right.$ lile:
$S=\{$ shape $\} \cup($ reflect $* S) \cup($ rotale $* S) \cup($ up $* S)$
$\cup($ down * $S) \cup($ left * $S) \cup($ right $* S)\}$
$\&$ allpavings $=\mathbb{F}_{1}$ alltiles
\& rectpavings $=$ rectangular $\triangleleft($ noOverlap $\triangleleft$ allpavings $)$ in
rectpavings $\neq \emptyset>\square /(\min W R T$ size rectpavings $))$

Finally, we have an example which uses the biased choice operator. This is hased on an cxample from Dijkstra [25].

Example : Collinear Points Given a finite non-collinear set of integer-valued points in the Euclidean plane, find a line that passes through exactly two of them.

We say that a point is a pair of integers:
Point $=\mathbb{Z} \times \mathbb{Z}$

A line is given by two integer points.

Line $=$ Point $\times$ Point

Now given a line represented by the points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$, the point $(x, y)$ is on that line if $\left(y-y_{1}\right) *\left(x-x_{2}\right)=\left(y-y_{2}\right) *\left(x-x_{1}\right)$, though we must treat separately the case where any of these terms evaluates to zero.

$$
\begin{aligned}
& \text { online } \hat{=}(\text { fun } p \in \text { Point, } l \in \text { Line : } \\
& \quad \text { let }\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=? \|(x, y)=p \text { in } \\
& x=x_{1} \vee x-x_{2} \rightarrow x_{1}=x_{2} \\
& \quad\left[y=y_{1} \vee y=y_{2} \rightarrow y_{1}=y_{2}\right. \\
& \left.\square\left(y-y_{1}\right) *\left(x-x_{2}\right)=\left(y-y_{2}\right) *\left(x-x_{1}\right)\right)
\end{aligned}
$$

A given set of points is collinear if there is some line on which every point of the set occurs:
collinear $\hat{=}($ fun $S \in \mathbb{P}$ Point: $:(\exists l \in$ Line $:(\forall p \in S:$ online $(p, l))))$

For the specification we need to consider only those sets which have more than one element, and whose elements are non-collinear.
(fun $S \in \mathbb{F}$ Point:
$\# S \geqslant 2 \wedge$ acollinear $S>$
$0 /\{l \in$ Line $: \#\{p \in S:$ online $p l\}=2\}$ )

From Sylvester's theorem, stated in [25] as

Consider a finite number of distinct points in the Real Euclidean plane; these points are collinear or there exists a straight line through exactly 2 of them.
the assumption in the above specification, $\# S \geqslant 2 \wedge$ ncollincar $S$, is sufficient to ensure that the set $\{l \in$ Line $: ~ \#\{p \in S:$ online $p l\}=2\}$ is non-empty.

### 3.4 Conclusions

In this chapter we have demonstrated the use of the expression language for specifications of a functional style. Some functions which appear often in specifications were identificd and defined so that they can be used without delinition in larger specificalions. The concept of a specification module was introduced and this style of specification, as a collection of expressions with user-given types, was used in a number of cxamples. A possible semantics for specification modules will be suggested in section 6.6. A formal treatment of modules is discussed in chapter 7.

The examples illustrate the power of the specificaton language and, in particular the usc of the specification expression, where the solution to a problem is expressed using a predicate. Assumptions and partial expressions were also used to formulate the example specifications, along with some of the functions from section 3.1. Fowever, the examples given in this chapter are small examples. We need to address the problem of using the language to build larger, nore useful specifications. In particular, the issue of using partiality to build specifications piecewise, on a larger scale than in section 2.6 , should be examined. This issuc is examined in chapter 4.

## Chapter 4

## Structuring Specifications

The language introduced in chapter 2 is sufficient to describe small problems, as demonstrated in chapter 3, but when attention is turned to bigger problems, the specification quickly becomes out of hand. In this chapter we examine the important, but often overlooked, issue of methods to structure large specifications.

In section 2.6 it was described how partial expressions, describing particular aspects of a specification, could be combined using choice to form a total specification. We will build on this notion and examine bow partial functions, which are usually more substantial than partial expressions, can be used to construct bigger specifications in parts, and then combined using new union operators to form large specifications. In section 4.1 we examine the formation of partial functions, where and how they may be used and definitions of union operators. Similar to the situation for partial expressions, occurrences of partial functions are syntacically controlled. Sertion 4.1.3 suggests ways of mamipulating partial functions usixy a special class of higher-order functions.

To illustrate the use of partial functions in larger specifications, in section 4.2 we deseribe a printing control system using the specification language of chapter 2. Some notation is first introduced which is used as a shorthand to make the specification more reedable. We then show how the spccification is built up, explaining why certain decisions were made, and ending with a full specification of the system in a pure functional style.

Finally, in section 4.3. we look at how the state and exception monads, used to structure functional programs, might be used to structure specifications. We rescribe the various monads and show how the printing control example of section 4.2 can be rewritten to take advantage of these. 'The resulting specification, in which details of state and error handling are hidden, is neater and more readable. In section 4.3 .4 we give suggestions as to how the
monads could be expressed in the specification language.

### 4.1 Partial Specifications

In section 2.6 we looked at potentially partial expressions and how they can be used to specify a problem in parts which are then combined to form the complete specification. Because partial expressions are potentially miraculous, the syntax of the language has been restricted so that potentially partial expressions may be direct arguments of choice [ and biased choice $\stackrel{\leftarrow}{\square}$ only. Such a restriction is possible because potentially partial expressions can arise in exactly two ways, from a guarded expression or from a specification expression. Such expressions may be 'totalised', as discussed in section 2.6.2, using the biased choice operator $\stackrel{\leftarrow}{\square}$.

In this section we cxaminc how partial functions can be used to structure large specifications. During the construction of a specification we claim that it is useful to allow an abstraction over a non-total expression, i.e. the formation of a partial function, with the intention that it be combined with other, possibly partial, functions at a later stage. In the same way that partial expressions are used for small specifications, partial functions are a useful concept in the language because they permit large specifications to be constructed in parts, with separation of concerus a major issue.

The intention is that a specification is written describing a result in a certain, perhaps errorfree, case, generally of the form (fun $x \in T: B \rightarrow E$ ) where $E$ is typically a large cxpression. The "error" case is described separately, perhaps of the form (fun $x \in T: \neg B \rightarrow F$ ). Whese two partial functions should be combined to form a new specification given by (fun $x \in T: B \rightarrow E \| \neg B \rightarrow F$ ). For example, the searching function for sequences of type SeqT' could be written as

$$
\begin{equation*}
\text { (fun } S \in S e q T, x \in T: \mathbb{Z} /\{i \in\{0 . . \# S-1\}: S[i]=x\}) \tag{4,1}
\end{equation*}
$$

This is a partial function since it yields $T$ if the given $x$ does not occur in the sequence. It could be made into a total fimetion by combining it, for example, with a function which relurns a delault extor value if the given value $x$ does not occur in the sequence.

The Z specification language [75] permits the construction of specifications by combining schemas, which can be compared to partial functions. In a Z specification it is usual to combine schemas for partial specifications using schema disjunction. We will propose a similar method for combining partial functions.

Note the distinction between a total function and a total expression. A function expression can be total, while still being a partial function, i.e. its body is potentially partial. An example of this phenomenon is the search function (4.1).

### 4.1.1 Using Partial Functions

With the syntax rules given so far, we cannot construct partial functions, since all possible occurrences of possibly non-total expressions must be totalised before being used with the language constructors such as pairing: function application and, in particular, abstraction. We consider what happens when this rule is relaxed to allow abstraction over non-total expressions to form partial functions, as described above.

These functions are total expressions and, as such, there is no restriction on where they may occur, subject to typing comditions. This causes some problems, particularly with function application.

We consider the application of a partial function to some argument for which a result has not. been specified in the function body. According to the axioms the result of the application is the value $T$. So, for example, the result of the application
$\left(\right.$ fun $\left.x \in \mathbb{Z}: x \geqslant 0 \rightarrow{ }^{\prime}+{ }^{\prime}\right)(-7)$
is $T$ and thus the expression is not total. From the example it is clear that, although in order to form the expression ( $f e$ ) both $f$ and $e$ must be total, it is possible that the new expression $(f t)$ is not total.

The result of allowing such applications is that a new form of potentially partial expression has been admitited, that of a function application. Rather than complicating specifications by requiring that all expressions of the form ( $f$ e) are totalised, we instead insist that all finctions occurring within ax expression are total functions.

The admission of partial functions is intended only as a structuring agent for large specifications. This means that they should only be used in certain ways and otherwise must be totalised, just as partial expressions require to be totalised before being used.

Similax to the syntactic restrictions for partial expressions, we now require that potentially partial functions occur only as direct arguments of choice \| and the syntactic union operators $\dot{U}$ and $\overleftarrow{U}$ which will he defined in section 4.1.2. Since the test for total functions is a syntactic one, this restriction can be innposed as a syntax rule.

### 4.1.2 Combining Partial Functions

Allowing the formation of partial functions results in the ability to build a specification in parts. This promotes the 'separation of concerns' approach to specification. Its intended use is in the specification of a result in a certain, perbaps erron-free case, generally of the form:

$$
(\text { fun } x \in T: B \rightarrow E)
$$

which we would like to make total by combining it with the specification describing the result in the "error" case:

$$
(\text { fun } x \in T: \neg B \rightarrow F)
$$

Our aim in this section is to define an operator $\dot{U}$ which will take two partial functions and combinc them such that

$$
\text { (fun } x \in T: E) \dot{(f u n} x \in T: X) \equiv(\text { fun } x \in T: E \square F)
$$

Since the formation and combination of partial functions appears to be a purely syntactic notion, it makes sense that the definition of $\dot{U}$ should also be syntactic. Restrictions to occurrences of $\dot{\cup}$ are that it is used only with function types. From the discussion in section 4.1.1, the functions must be of the form (fun $x \in T: E$ ), or a choice between functions of this form. The two defining rules for $\cup j$ are, therefore

$$
\begin{aligned}
& (\text { fun } x \in T: E) \cup(f u x a x: F) \therefore \quad \text { (fun } x \in T: E \| F) \\
& \left.f \dot{\cup}\left(g_{1}\right] g_{2}\right) \stackrel{\left(f \dot{\cup} g_{1}\right) \|\left(f \dot{\cup} g_{2}\right)}{ }
\end{aligned}
$$

Since choice is commutative, so also is $\dot{U}$.
Taking the union of two partial functions yields another partial function. We define another version of union, a biased union, which can be used to obtain a total function. A function $(f \overleftarrow{U} g$ ) when applied to an argument $e$ will result in $(f c)$ if it is total and otherwise ( $g e$ ). The definition is purely syntactic, with the defining rules given by

$$
\begin{aligned}
(\text { fun } x \in T: E) \overleftarrow{U}(\text { fun } x G T: F) & \hat{=}(\text { fun } x \in T: E \overleftarrow{\square} F) \\
\left.f \overleftarrow{U}\left(g_{1}\right] g_{2}\right) & =\left(f \overleftarrow{\cup} g_{1}\right) \square\left(f \cup g_{2}\right)
\end{aligned}
$$

Commutativity does not hold, in general, for $\overleftarrow{U}$. Moreover, $\overleftarrow{T}$ does not lelt-distribute over choice, which is why the left argument of $\overleftarrow{U}$ may not be a choice between functions. We see
that a function $f \cup g$ is graranteed to be a total function if $g$ is. This, the biased union can be used to form total functions.

### 4.1.3 Manipulating Partial Functions

We have suggested the use of partial functions as a means to construct a specification piecewise, so that the partial functions can be combined to form a complete specification. However, we may also want to manipulate partial functions. This means allowing certain higher-order functions to be applied to potentially partial functions.

In general, partial functions are not peraitted as arguments to higher-order functions, for the reason that this might introduce partiality into a specification. For example, if $f$ is a partial function, then it is not clear exactly what should be the meaning of $f$ * applied to a set, or whether such an expression is useful.

However, we propose a class of higher-order functions which may be applied to partial functions, and for which the resulting applicalion is guaranteed to be total. Consider a higher-order function which takes two arguments, a possibly partial function $f$ of type $\mathbb{Z} \rightarrow \mathbb{Z}$ and a string (sequence of characters) $s$. The result is a total function of type $\mathbb{Z} \rightarrow(\mathbb{Z} \times$ String $)$ which behaves in the following way: when applied to an argument $x$, if ( $f x$ ) is total then it returns the pair consisting of the value ( $f x$ ) and the string 'ok', otherwise it returns the pair $(0, s)$. Without the possibility of having partial functions; we could not specify this higher-order function. The specification can be cxpressed by

$$
\begin{aligned}
\text { totalise } \hat{=} & (\text { fun } f \in \mathbb{Z} \rightarrow \mathbb{Z}, s \in \text { String }: \\
& \left.\left(\text { fun } x \in \mathbb{Z}:\left((f \overleftarrow{Z Z r o r o}) x,\left(x \in \operatorname{dom} f \rightarrow:_{k},\right) \stackrel{\leftarrow}{\square} s\right)\right)\right)
\end{aligned}
$$

where zero $\xlongequal{=}$ (fun $x \in \mathbb{Z}: 0$ ), and the function dom, when applied to a partial function $f$, returns the set of values for which $f$ has been specified. Notice that the 'totalise' function, being a total function, can now be used to totalise a partial function.

I'here is no syntactic method to recognise higher-order functions that can be applied safely to partial functions. They will be used only to add clarity to specifications and when it is clear that the evaluation of their application would give a syntactically correct specification.

### 4.2 A Printing Control Example

In this section we use the example of a printing control system to show how we can use partial functions to help structure large specifications. We also introduce some notation which
helps to make the specification more readable. The complete specification is reproduced in apperdix B. In the next section (4.3) we will nse the same example but with monads to help hide the details of state and error handling.

### 4.2.1 Notation

In the following example, of a printing control system, we use some notation which is introduced in this section.

In most specifications of any size a concept of state is required. In a functional work, the state can be passed as an argument from function to function, but this can make for unnecessarily cluttcred specifications. We use a simple, , though naive, potation to unclutter such specifications.

Record definilions are simply a syntactic shorthand for the specification of tuples with associated retrieval functions. They are used to make specifications shorter while increasing clarity and readability.

## Detached Parameters

We may sometimes wish to detach, or make less explicit the parameters to a specification, in order to make the specification more readable. In the printer control system, we make the variable representing the state less explicit so that the main elements of the specification can be more evident.

A list of variables with their type information, $x_{1}: T_{1}, \ldots, x_{n}: T_{n}$, which we write $x: T$ for convenience, is detached from an expression $E$ using the notation

$$
\begin{equation*}
x: T \vdash \text { name } \hat{=} E \tag{4.2}
\end{equation*}
$$

where $x$ may occur free in $E$. 'This specification is exactly the same as the definition

$$
\begin{equation*}
\text { name } \hat{=}(\mathbf{f u n} x \subset: T: E) \tag{4.3}
\end{equation*}
$$

It should be clear that, in specification (4.2), the argument $x$ has simply been moved to a position where it may be less intrusive in the reading of expression $E$.

Having given a definition for name we expect that it will be used elsewhere in the specification. Since, from (4.3), name represents a function, we expect it to be applied to an
argument. So, subsequent appearances of name are likely to be of the form

$$
F[\text { name e }]
$$

where $e$ is an expression of type $T$. Unfolding the definition of name, this is the same as

$$
F[(\text { fun } x \in T: E) e \bar{l}
$$

as expectet.
More generally, we can have a list of specifications of the form

$$
\begin{aligned}
x: T \vdash & \text { name }_{1} \neq E_{1}, \\
& \text { name }_{2} \neq E_{2}, \\
& \vdots \\
& \text { name }_{n 3} \hat{=} E_{n}
\end{aligned}
$$

which is just shorthand for

$$
\begin{gathered}
x: T \vdash \text { name }_{1}=E_{1} \\
x: T \vdash \text { name }_{2}=E_{2} \\
\vdots \\
x: T \vdash \text { name }_{n} \hat{=} E_{n}
\end{gathered}
$$

and so any $E_{i}$ may coutain name. provided $j<i$.

## Record Dcfinitions

In conjunction with the introduction of detached parameters, we have a shorthand notation for the specification of tuples with associated retrieval functions. For example, in the specification to follow we have the notion of a CurrentJol which is made up of the JobId and the number of pages printed so far. For every possible Current.Job we want the ability to retrieve either of its components. We write the following specification

$$
\begin{aligned}
& \text { CurrentJob } \hat{=} \mathrm{JobId} \times \mathbb{N} \\
& c: \text { CurrentJob } \vdash \text { Currentld } \hat{=} \pi_{1} c, \\
& \text { PagesPrinted } \hat{=} \pi_{2} c
\end{aligned}
$$

Instead of writing this specification out in full, we use the shorthand
$c: \operatorname{Currfin} J O B \doteq[$ CurrentId $\in J o b I d$, PagesPrinted $\in \mathbb{N}$.

In general, a specification of the form

$$
r: \mathbb{R} \dot{\sim}\left[X_{1} \in T_{1}, \ldots, X_{n} \in T_{n}\right]
$$

where the $X$, are names and the $T_{j}$ are sets (or types), is shorthand for the specification

$$
\begin{gathered}
\mathrm{R} . \hat{=} T_{1} \times \cdots \times T_{n} \\
r: \mathrm{R} \vdash \\
X_{1}=\pi_{1} r \\
\vdots \\
X_{n}=\pi_{r n} r
\end{gathered}
$$

Often it is required that not all possible tuples are iacluded in the sel $R$, but rather just those which satisfy some requirement. In this case we add a predicate to the record definition. So, a specification of the form

$$
r: \mathrm{R} \doteq\left[X_{1} \in T_{1}, \ldots, X_{n} \in T_{n}\right]: P\left(X_{1}, \ldots, X_{n}\right)
$$

where $P$ is a predicate over $X_{1}, \ldots, X_{n}$, is shorthand for the specification

$$
\begin{aligned}
& \mathrm{R} \hat{=}\left\{\left(X_{1}, \ldots, X_{n}\right) \in T_{1} \times \cdots \times T_{n}: P\left(X_{1}, \ldots, X_{n}\right)\right\} \\
& r: \mathrm{R} \vdash X_{1} \doteq \pi_{1} r \\
& \quad \vdots \\
& X_{n} \xlongequal{=} \pi_{n} r
\end{aligned}
$$

This form of record definition can be usod, for example, to specify tuples consisting of a printer cquta and the number of pages printed by a specific person.

$$
r: R \hat{R}=[\text { Quota } \in \mathbb{N}, \text { PagesPrixuted } \in \mathbb{N}]:(\text { Quota } \geqslant \text { PagesPrinted })
$$

In this case, the number of pages printed should be less than the quota.
The following specification, of a printing control system, demonstrates the use of both detached parameters and record definitions.

### 4.2.2 Problem Description

Example : Printing Control System A printing control system manages the allocation of page quotas to users; and provides such operations as:

- Allocate a page quota to a user.
- Add a print job to a print queue with a given priority.
- Give the print job that is active, the number of pages printed for this job so far, and the number of pages still to be printed.
- "Print" the nexti page of the active job, moving on to the next job (with the highest priarity) if the active job is finished.
- Remove a print jol from the print queue.
etc.


### 4.2.3 Building the Specification

We assume two sets, Person and Pagl
[PERSON], [PAGE]
We define the following sets:
Jobin $\quad \hat{=}$

Priority $\xlongequal{\wedge} \mathbb{N}$
Buffer $\xlongequal[=]{\text { Page }}$

We have a mapping for information about specific jobs, with corresponding retrieval functions

$$
\begin{aligned}
& \text { inf: Jobs } \doteq \text { [KnownJobs } \in \mathbb{P} \text { Jobld } \\
& \text { File Of } \in \text { KnownJohs } \rightarrow_{t} \text { File } \text {, } \\
& \text { OwnerOf } \in \text { KnownJobs }-\mapsto_{t} \text { Person, } \\
& \text { PriorityOf } \subset \mathrm{C} \text { KnownJobs } \rightarrow_{t} \text { Prioniry] } \\
& \text { inf: Jobs } 1 \text { SizeOf } \hat{=} \text { \# a FileOf }
\end{aligned}
$$

where $H_{t}$ denotes a total mapping from the domain set, in this case the set KnownJobs.
The current job (being printed) is identified by its JobIn, but we also need to know how many pagos have been printed so far
$c:$ Current $J o b \xlongequal{=}$ [CurrentId $\in$ JobId, PagesPrinted $\in \mathbb{N}]$

The jobs waiting to be printed go into the Printqueve. We use an injective sequence for the queue, to ensure that no two jobs in the Jobqueue cau have the same JobId.

Printqueue $=\operatorname{IScq}(\operatorname{Tobid} \backslash\{0\})$
$q:$ PrintQueve $\vdash$ JobsWaitiug $\hat{=} \operatorname{ran} q$, RemQueue $\hat{=}$ (fun $i d \in \operatorname{JobID}: \operatorname{Remove}(q, i d)$ )
where an operation to Remove some occurence of a given element from a sequence, or the occurence of an element from an injective sequence, can be added to the collection of operations over sequences. Its definition may be given as
$\operatorname{Remove}(x, S)=\square /\left\{S^{\prime} \in \operatorname{Seq} T:(\exists i \in\{0 \ldots \# S\}:\right.$

$$
\left.\left.S=S^{\prime}[0 \ldots i] \frown\langle x\rangle \frown S^{\prime}[i \ldots \nexists S]\right)\right\}
$$

$\overleftarrow{\hbar} S$
for $x: T$ and $S:$ Seq $T$ for some bype $T$. The sequence is left unchanged if it docs not contain the giver element.

The current state of the printer queun is given by the Printquele and the Cumbentjob. The state queue is cmpty whenever the Jobid ol the Current.Job is zero.

$$
\begin{array}{r}
g: \text { PrintQueve, } c: \text { Cenrent Job } \vdash \text { JubsinQueue } \hat{=} \text { JobsWaiting } \cup \text { Currentid, }, \\
\text { EmptyQucuc } \hat{=}(\text { Currentld }=0)
\end{array}
$$

We have a mapping for known nsers of the printing system to their quota and the number of pages used so far. Clearly, the quota should exceed the number of pages used.

```
u:Users =~ [KnownUsers \in\mathbb{PPEnson,}
    QuotaOf & KnownUsers Hi
    PagesUsedBy }\in\mathrm{ KnownUsers }\mp@subsup{->}{t}{}\mathbb{N}|
    (
```

Now the state of the system is made up of five components, the Printqueus, the CunRENTJOB, a BUFFER for printing, information about the JOBS, and information about the USERS. Such a state must satisfy certain constraints, such as the number of pages printed of the current job cannot exceed the size of the job, the domain of the jol information must be the same as the set of JobIvs in the queue, and the owner of overy job in the quene must be a known user.


```
        (PagesPrinted \leqslant SizeOfo CurrentId
    ^KnownJobs = JolosInQueue
    A KnownT-sers \ OwnerOf * JobsTnQueue
    ^ CurrentId & JobsWaiting
    \wedge(CurrentId =0=>q=\langle )
```

We now spocify one of the operations described above, to add a print job to a print queue with a given priority. This is done in two stages, one where the owner of the file is known to the system, and the sccond in the error case where the owner is not knowa. If the job-owner is known, then we need to get a new job number and record the new job information. If the printer queue is empty, then the new job should bccome current immediately, otherwise it is added to the jobqueue

$$
\begin{aligned}
& \sigma: \Sigma \vdash \mathrm{AddOk} \leftrightharpoons \text { (fun } p \in \operatorname{PrRsOn}, f \in \text { File, } n \in \text { Priority : } \\
& p \in \text { KnownUsers } \rightarrow \\
& \text { Let new } 1 \text { d }=[/(\mathbb{N} \backslash(\{0\} \cup \text { KnownJobs })) \\
& \text { \& newq }=(\neg \text { EmptyQueue } \rightarrow q-(\text { newid }) \leftrightarrows q) \\
& \& \quad \text { newe }=(\neg \text { EmptyQucue } \rightarrow c \stackrel{\leftarrow}{\square}(\text { newId }, 0)) \\
& \text { \& newInf }=(\text { FileOf } \mathcal{F}\{\text { newId } \mapsto \dot{f}\} \text { : } \\
& \text { OwnerOf } \oplus\{\text { newId } \mapsto p\} \text {, } \\
& \text { PriorityOf } \oplus\{n e w I d \mapsto n\} \text { ) } \\
& \text { in (newq, newc, } b \text {, newInf, } u \text { ) ) }
\end{aligned}
$$

For the error case it is probable that we would want to report some error, but this hasn't been given in the informal specification. We simply have:
$\sigma: \Sigma \vdash$ AddError $\hat{=}$ (fun $p \in$ Person $, f \in \operatorname{File}, \quad, u \in$ Priority :

We have not said what Unknown_User_-Error is, but we shall see more examples of this form of expression in the rest of the specification. It can be regarded as a special sort of expression, of the appropriate type, highlighting a part of the specification which has not yet been fully specified. But this explanation is not entirely satisfactory. Error-handling in a functional setting is a known problem and there do exist techniques to deal with it. One such approach will be considered in section 4.3.2.

The complete specification to add a job to the queue is then

$$
\sigma: \Sigma \vdash \text { Add } \hat{=} \text { AddOk } \overleftarrow{U} \text { AddError }
$$

Another operation required of the queue system is to allocate a page quota to a person. We assume two possibilities. Either the person is a ncw user, or the person is already known as a uscr and is getting a new quota, with the number of pages used being reset to zero. In the first case we have

$$
\begin{aligned}
& \sigma: \Sigma \vdash \text { NowUser }:(\text { fun } p \in \text { Person, } q \in \mathbb{N}: \\
& p \notin \text { KnownUsers } \rightarrow \text { let newu - }(\text { QuotaOf } \propto\{p \mapsto q\}, \\
&\text { PagesUsedBy } \mapsto\{p \mapsto 0\})
\end{aligned}
$$

In the sccond caso, we give a new quota and reset the number of pages printed

$$
\begin{aligned}
& \sigma: \Sigma \vdash \text { ResetQuota } \xlongequal[=]{=} \text { (fun } p \in \text { Person, } q \in \mathbb{N} \text { : } \\
& p \in \text { KnownUscrs } \rightarrow \text { let newr }=\{\text { QuotaOf } \oplus\{p \mapsto q\} ; \\
& \text { PagesUsedBy } \uparrow\{p \mapsto 0\} \text { ) } \\
& \text { in ( } q, c, b, \text { inf }, \text { newu })
\end{aligned}
$$

The complete specification to allocate a quota is then
$\sigma: \Sigma \vdash$ Alloc $\hat{=}$ NewUser $\dot{U}$ ResetQuota
Further examination reveals that the two specifications Newuscr and Resetquota are almost exactly the sauc. The Alloc specification is, in fact, equivalent to
$\sigma: \Sigma \vdash$ Alloc $\hat{=}($ fun $p \in \operatorname{Person}, q \in \mathbb{N}:$

$$
\begin{aligned}
& \text { let newu }=(\mathrm{QuotaOf} \oplus\{p \mapsto q\}, \\
& \text { PagesUsedBy } \oplus\{p \mapsto 0\}) \\
& \text { in }(q, c, b, \text { inf, newu }))
\end{aligned}
$$

A proof of this equivalence will be given in section 5.4.2.
The operation which returns the print job that is active, the mumber of papes printed so far and the number still to be printed is given as

$$
\begin{aligned}
\sigma: \Sigma \vdash \text { Active } \hat{=}(\neg \text { EmptyQueuc } \rightarrow> & \text { let } i d=\text { CurrentId } \| n=\text { PagesPrinted } \\
& \& \text { size }=\text { SizeOf } i d \\
& \text { in }(i d, n, \text { size }-n) \\
& \leftarrow \text { Queus_EmPTY_Error })
\end{aligned}
$$

We now consider the 'print' operation, which puts the next page of the current document into the buffer to be printed, and moving on to the next job, with the highest prioxity, if the active job is finished. We first specify the case where the queue is not cmpty and the owner of the current jol has enough cuota left to print the next page

```
\sigma:\Sigma\vdashPrint(O) = (\negEmptyQueue }
    let id = CurrentId |n= PagesIrinted
    & p OwnerOf }||f=\mathrm{ FileOf }i
    & quota = QuotaOf p|pages = = PagesUsedBy p in
    quoto > pages }
```

We 'print' the next page and adjust the number of pages printed for the owner of the job

$$
\begin{aligned}
& \text { let newb }=f[n] \\
& \& \quad n e w u-C h a n g e L \text { Ser }(q u o t a, \text { pages }+1) \text { in }
\end{aligned}
$$

Now there are two cascs. For the first possibility there is more of the currenl document still to print, so we justi record that one more page has printed of the job

$$
\begin{aligned}
(n< & \text { SizeOf } i d \rightarrow \\
& \quad \text { let newe }=(i d, n+1) \\
& \text { in }(q, \text { nerec, inf, newn, new })
\end{aligned}
$$

For the second possibility the next job will the lighest priority is made current

$$
\begin{aligned}
& \overleftarrow{\boxed{\square}} \quad \text { let newid }=\text { GetNextld } \\
& \& \quad \text { newe }=(\text { newid }, 0) \\
& \& \quad \text { newq }=\text { remore newid } \\
& \& \text { newInf }=\text { RemIntid } \\
& \text { in (newq, newc, neuninf, newu, newb }) \text { ) }
\end{aligned}
$$

where GetNextld gives the Jobln of the furst job in the Printqueue with the highest priority，or zero if the queue is empty

```
q: PrintQuele, inf : Jobs F(GetNextld 三=(q\not=\)->
    let pr=(fun i\in\mathbb{N : PriorityOf q[i])}
    in fl/(maxWRT pr{0..#q-1}))
    `00
```

The PrintOk function docs not handle the cases when the user doesn＇t have enough quota or the printer queue is empty．These are treated scparately
$\sigma: \Sigma \vdash$ QuotaError $\xlongequal[=]{=}(\rightarrow$ EmptyQueue $\rightarrow$ Quor＇A＿Error $)$

And if the cueue is empty，we already have the function from the Active specification
$\sigma:$ ごト QFimpty $\hat{=}$ Error＿Qufuf．．．Empty

The complete specification to print；a page is
$\sigma: \Sigma \vdash$ Printpage $=$ Printok $\stackrel{\leftarrow}{\square}$ QuotaError $\overleftarrow{\square}$ QEmpty
Our final specification is，given a JobId，remove that job from the printer queue．This can only happen if the job is in the queue，and it is not the active job

$$
\begin{aligned}
& \sigma: \Sigma \vdash \text { RemoveOk } \hat{=} \text { (fun id } \in J O B I D: \\
& i d \in J o b s \text { In Queue } \wedge i d \neq \text { Currentid } \rightarrow \\
& \text { let } n \text { nwq }=\text { RemQueue } i d \\
& \text { \& newinf }=(\text { File Of } \backslash i d \text {, } \\
& \text { OwnerO\\
id, } \\
& \text { Priority } O \text { (id) } \\
& \text { in (newq. } c, b, \text { newinf }, w \text { ) })
\end{aligned}
$$

An crror is reported if either the job to be killed is the curremi job

```
\sigma:\Sigma: RemoveCurrent = (fun id C JobID ;
    id = CurrentId }->\mathrm{ CurREN'_-JOB_Error)
```

or if it isn＇t in the queue
$\sigma: \Sigma \vdash$ RemoveFail $\doteq$ (fun id $\in$ JobId : Job_NoT_IN_-Quruf Error)

The complete specification to remove a job from the queue is given as
$\sigma:$ Lit RemoveJob $\hat{=}$ (RemoveOk $\overleftarrow{\cup}$ RemoveCurrent) $\overleftarrow{U}$ Removelail

The full specification for the printer control system can be found in Appendix B.

### 4.3 Using Monads

The concept of a monad, which is simply a form of abstraction with certain properties, comes from category thoory [8]. Monads have been used in computer science, for cxample, to structure the denotational semantics of programming languages [53, 52, 54] with the aim of providing a unified approach. Another application of monads is in the structuring of pure finctional programs that mimic impure features such as state, exceptions and continuations [ $88,89,72,48$. In this section we apply the same theory to structure the printer control specification of section (4.2). We use a monad to help hide the explicit printer state and to control error handling.

We take a very simple definition of a monad, where no knowledge of category theory is assumed. From [89], a monad is a triple ( $M, u n i t, \star$ ) where $M$ is a type constructor, and ninit and * are polymorphic functions with types

$$
\begin{aligned}
& u n i t:: \\
&(*):: M a \rightarrow M a \\
&(a \rightarrow M b) \rightarrow M b
\end{aligned}
$$

for $a$ and $b$ types. These operations must satisfy three laws

$$
\begin{array}{lll}
\text { unit } a * \lambda b . n & =n[a / b] & \text { (Left unit) } \\
m \star \lambda a . u n i t a & -m & \text { (Right unit) } \\
m *(\lambda a . n * \lambda b . o) & =(m * \lambda a . n) * \lambda b .0 & \text { (Associative })
\end{array}
$$

'The third law is valid only when a does not appear free in o. These laws are only the basic laws, and can lead to a list of other laws useful for equational reasoning, as described in [88].

### 4.3.1 The State Monad

In pure functional lauguages, state may be handled explicitly by passing around a value representing the current state, as in the printer control example of the previous section (4.2). Descriptions of the monad to help bide this explicit state can be found in [88, 89, 72, 48]. The key idea is that of a stale transformer.

A state transformer is an object of type $S T_{S} A$, for $S$ the type of states and arbitrary type $A$, where $S T_{S} A$ is defined to be the function type $S \rightarrow(A \times S)$. So, a state transformer transforms a state and produces something of type $A$. Useful functions over state transformers, with their types, which are describerd in [88], include

```
unit : A}->S\mp@subsup{T}{S}{}
unit \hat{=}}(\mathrm{ (fun }a\inA:(fun s\inS:(a,s)))
```

which, given a value a, returns that value without transforming the state. This function is called returyST in [18];

$$
\begin{aligned}
& \text { fetch }: S T_{S} S \\
& \text { fetch } \hat{=} \text { (fun } s \in S:(s, s) \text { ) }
\end{aligned}
$$

which simply retirns the state as the value without transforming the state;

$$
\begin{aligned}
\text { assign } & : S \rightarrow S T_{S}( \\
\text { assign } & \hat{=}\left(\text { fun } s^{\prime} \in S:\left(\text { fun } s \in S:\left(0, s^{\prime}\right)\right)\right)
\end{aligned}
$$

where () is the type containing only the value (). Given a state $s^{\prime}$, assign changes the state to $s^{\prime}$ and returns no walue.

The important function for glueing together state transformers is the infix function ( $*$ )

$$
\begin{aligned}
(*) & : S T_{S} A \rightarrow\left(A \rightarrow S T_{S} B\right) \rightarrow S T_{S} B \\
m \star k & =\left(\text { fun } s \subset S: \operatorname{let}\left(a, s^{\prime}\right)=m s \text { in } k a s^{\prime}\right)
\end{aligned}
$$

Together unit and ( $\kappa$ ), with the constructor $S T$, form a monad, satisfying the laws givex above, which can be used in equational reasoning, $[88,89]$.

A state transformer may have additional arguments, or other inputs, when its type will be a. function type, returning a state transformer. For example, a state transformer of type $B \rightarrow S I_{S} A$ takes something in $B$, transforms the state and produces something in $A$. We can examine the specification of the printer control system in this light.

## The Printer Control System using the State Monad

Assume the given sets, initial definitions and definitions for state are as before, but in their unfolded form. Our state type $S$ for the state transformers is $\Sigma$.

The Add function now has the type

$$
\text { PERSON } \times \text { FILE } \times \text { PRIORITY } \rightarrow S T_{\Sigma}()
$$

since, given a Plison, File and Priority, it will transform the state without producing any value. The specification becomes

```
AddOk \(\hat{=}\) (fun \(p \in\) Person, \(f \in\) Fille, \(n \in\) Priority:
    fetch \(*\) (fun \((q, c, b\), inf,\(u) \in \Sigma: p \in\) KnownUsers \(u \rightarrow\)
        let newId \(=[/(\mathbb{N} \backslash(\{0\} \cup\) Known.Jobs inf \())\)
        \& \(n c w q=\left(\neg \operatorname{EmptyQueue}(q, c) \rightarrow q^{\wedge}\langle\right.\) newId \(\left.\rangle \stackrel{\leftarrow}{\eta} q\right)\)
        \& newc \(-(\neg\) EmptyQuene \((q, c) \rightarrow c \stackrel{\leftarrow}{\square}(\) newId, 0\())\)
        \& newinf \(=\) (FilcOfinf \((\mathbb{1}\{\) ncwId \(\rightarrow f\}\),
            OwnerOf inf \(\oplus\{\) newid \(\rightarrow p\}\),
            PriorityOC \(\inf \leftrightarrow\{\) newId \(\mapsto n\}\) )
        in assign.(newn, newe, \(b\), newInf, \(u\) )))
```

The initial fetch returns the state as a valuc, and is used to make the state explicit. This 'value' is then passed to a function, of type $\Sigma \rightarrow S T_{\Sigma}()$, which uses the assign function to replace the input state by a new updated state, and produces the empty result ().

Unfortunately, the expression for AddOk given above is not correct according to our syntax rules. A potentially partial expression, here of the form $(P \rightarrow F)$ is permitted only at the top level of a function body, with the intention that the resulting partial function is to be combined immediately, using $\dot{\cup}$ or $\mathbb{U}$, with other partial functions to form a total specification. In the above, a partial function is correctly formed but immediately used as an argument to $*$, which is not allowod according to this rule.
lnstead, we must write the Add specification in one, as follows

Add $\hat{=}$ (fun $p \in$ Person, $f \in$ File, $n \in$ Priority :
fetch $*$ (fun $(q, c, b, i n f, u) \in \Sigma:$
( $p \in$ KnownUsers $u \rightarrow$
let newld $=[/(\mathbb{N} \backslash(\{0\} \cup K$ KownJobs inf $))$

$$
\begin{aligned}
& \text { \& newq }=(\rightarrow \operatorname{EmptyQueue}(q, c) \rightarrow q-\langle\text { newId }\rangle \stackrel{\wedge}{\mid} q) \\
& \text { \&. ncan: }=(\neg \operatorname{EmptyQuene}(q, c) \rightarrow c \stackrel{\square}{\square}(\text { newId }, 0)) \\
& \text { \& newInf }- \text { (FileOf } \inf \ominus\{\text { newht } \rightarrow f\} \text {, } \\
& \text { OwnerOfinf } \oplus\{\text { new } h d \mapsto p\} \text {, } \\
& \text { Priority○finf } \oplus\{\text { newId } \mapsto n\} \text { ) } \\
& \text { in assign(newq, newc, } b, \text { nowInf, u)) } \\
& \text { โassign(UNKNOWN_USER_ERROR)) }
\end{aligned}
$$

We assume, as in the origial example, that Unknown_User_Error is of type $\Sigma$. Lnfolding this Add specification will result in (almost) the unfolded specification we already had. The only difference is the cmpty result () which docsn't appear in the original specification.

### 4.3.2 The Exception Monad

In an impure functional language, exceptions provide a way to handle errors easily. In a pure language, a similar effect can be achieved by making the result type of a function into a sum type. So, a function will either return a sensible result, or a striug represeuting an error message. However, the code or specification can become complicated since tests must be included to decide whether an input to a function is a value or an cror to be propagated. The details of these 'exceptions' can be hidden using the exception monad as described in [89].

We define the type $E A$, for arbitrary type $A$, to be the sum type Raise String $\mid$ R.cturn $A$. A value of this type is either a String prefixed by the keyword Raise or a value of type A prefixed by the keyword Return. The unith of the exception monad simply returns the argument,

$$
\begin{aligned}
\text { unit }_{E} & : A \rightarrow B A \\
\text { unit }_{p} & -(\text { fun } a \in A: \text { Return } a)
\end{aligned}
$$

while ( $\epsilon_{E}$ ) tests the result of the first function, passing it on if it is a sensible result and otherwise propagating the error message.

$$
\begin{aligned}
\left(\star_{H}\right): & E A \rightarrow(A \rightarrow E B) \rightarrow E B \\
m \star_{E} k= & \text { case } m \text { of } \\
& \text { Raise } \epsilon \rightarrow \text { Raise } e \\
& \text { Return } a \rightarrow k a
\end{aligned}
$$

The case-expression is used with values of the sum type to test, in this case, whether it is an exception or something from type $A$.

### 4.3.3 Combining State and Exceptions

In order to handle both state and exceptions in our printer control cxample we need to combine the two monads described in sections 4.3.1 and 4.3.2. Unfortunatcly, there is no automatic method to combine monads. Instead, we build a new monad, exhibiting properties of both [46].

We take as our type of state transformers $S T_{S} A$, for $S$ the type of states and $A$ an arbitrary type, defined to be the function type $S \rightarrow$ (Raise String $\mid$ Return $(A \times S)$ ), So, a state transformor in $S T_{S} A$ takes a state and either transforms it, returning a value of type $A$, or else produces an error.

We find that unit, fetch and assign are almost unchanged from the defmitions given in section 4.3.1.

```
unit : \(A \rightarrow S T_{S} A\)
unit \(=(\) fun \(a \subset A:(f u n) s \in S: \operatorname{Return}(a, s)))\)
fetch : \(S T_{S} S\)
fetch \(=(\) fun \(s \in S: \operatorname{Return}(s, s))\)
assign : \(S \rightarrow\) S' \(_{s}{ }^{\prime}\) ()
ussign \(=\left(\right.\) fun \(s^{\prime} \leftarrow S:\left(\right.\) fun \(\left.\left.s \subset S: \operatorname{Return}\left(0, s^{\prime}\right)\right)\right)\)
```

Only ( $*$ ) is changed so that exceptions, if encountered, are propagated.

$$
\begin{aligned}
(*): & S T_{S} A \rightarrow\left(A \rightarrow S T_{S} B\right) \rightarrow S T_{S} B \\
m * k= & (\text { fun } s \in S: \text { case } m s \text { of } \\
& \text { Raise } e \rightarrow \text { Raise } e \\
& \text { Relurru } \left.\left(a, s^{\prime}\right) \rightarrow k a s^{\prime}\right)
\end{aligned}
$$

We can also define a function raise

$$
\begin{aligned}
& \text { raise }: \text { String } \rightarrow S T_{S}() \\
& \text { raise }=(\text { fun } e \in S t r i n g:(\text { fun } s \in S: \text { Raise e }))
\end{aligned}
$$

so that $S T_{S} A$ is like an abstract data type with only these five operations defined for it.

## The Printer Control System using the Combined Monad

Using this combined monad for state and exceptions, and with the same assumption that the state type $\Sigma$ is defined as before, we rewrite the specification for adding a file to the printer queue. The new Add specification has type Person $\times$ Filf. $\times$ Priority $\rightarrow S T_{\Sigma}()$.

```
Add \(\hat{=}\) (fun \(p \in \operatorname{Person}, f \in\) File,\(n \in\) Pritority :
    fetch \(\times(\) fun \((q, c, b, i n f, u) \in \Sigma:\)
        ( \(p \in\) KnownUsers \(u \rightarrow\)
            let newid \(=\mathbb{V} /(\mathbb{N} \backslash(\{0\} \cup\) KnownJobs inf \())\)
            \& newq \(=(\neg \operatorname{EmptyQueue}(q, c) \rightarrow q \frown(\) newId \(\rangle\) 自 \(q)\)
            \& newc \(=(\rightarrow \operatorname{EmptyQueuc}(q, c) \rightarrow c \|(n e w I d, 0))\)
            \& newInf \(=(\) FileOf inf \(\ominus\{\) newId \(\mapsto f\}\),
                        OwnerOf inf \(\in\{n e w I d \mapsto p\}\),
                        PriorityOf inf \(\propto\{\) ncwld \(\mid>n\})\)
                in \(\operatorname{assign}(n e w q\), newc, \(b\), newInf, u))
            - raise "User not known"))
```

This looks almost exactly like the last specification we had in section (4.3.1). However, with the now definitions of fetch, assign and ( $\star$ ), we now have that both state and errors are bcing handled correctly. Moreover, the details of handling state and errors are completely hidden in the specification.

### 4.3.4 Monads in the Specification Language

So far we have used the monads for state and exceptions simply as a structuring device for the printer specification. We are aware that, if the definitions are uufolded, we would get back to a purely functional specification similar to the one of section 4.2. The only difference being that functions which only change the state would also produce an empty result, as highlighted in section 4.3.1. But can we actually define the state/exception monad and associated functions within our specification language, and then include the monad laws in our list of equivalence laws?

In its current form, the specification language does not provide any mechanism to allow user defined types. Instead wo have user-defined sets which allow us to define type-like sets,
such as $\Sigma$. However, we cannot use this mothod to define the set of 'state transformers with exceptions', because they depend on two types, $S$ the type of states, and $A$ the type of results. Although $S$ is known, in this case, to be the set $\Sigma, A$ is completely arbitrary. We would have to define a set of 'state transformers with exceptions' for every possible type $A$, and we have no method for making such families of definitions.

A possible solution might be to anticipate the use of the 'state transformer monat with cxceptions' in structuring a certain class of large specifications. In the same way that bags and sequences are defined as data types, it is possible to make $S^{\prime} I_{S} A$ a data type of the language, dependent on the types $S$ and $A$. The five operations unit, fetch, assign, raise and ( $*$ ) also require type rules and axions to describe their behaviour, including the monad laws. The expression language is rich enough to allow these rules and axioms to be stated.

More generally, it would be uscfill to allow user defined types, in addition to the enumerated types we have already introduced, which were of the form

$$
\text { TypeName ::= } \quad v_{1}\left|v_{2}\right| \ldots \mid v_{n}
$$

As well as defining a type by listing its values, it should be possible to clefine a type whose values depend on other types. 'These could be introduced in the form

## TypeName ::- TypeExpression

so that every member of the set TypeFxpression is now a value of TypeName. To a certain extent; we already have this possibility, where user-defined sets are used in type-like situations.

Now we want the ability to define a type using a TypeExpression which may be parameterised by type variables. Definitions would be of the form

$$
\begin{equation*}
\text { IypeName } A::=\text { TypeExpression }[A] \tag{4.4}
\end{equation*}
$$

where $A$ is a type variable, or more generally, a list of type variables. We consider such a definition as introducing a family of types, one for each type $A$. For any lype $A$, the values of type TypeName A are identified with the elements of the set given by TypeExpression [A], and as such may have associated operations performed on them.

One probleru with allowing such user defined types is that the principle of unicity of types is dostroyed, i.e. it is no longer the case that every expression has exactly one type. It is not clear whether, for a type definition of the form (4.4) above, the elements of TypeName $A$ and TypeFnpression $[A]$ should be cxactly identified for any $A$. Operations over elements of TypeExpression $[A]$ are now applicable to clements of TypeName $A$, but can functions defined
over the new type TypeNome A be equally applied to elements of TypeExpression[A]? These are issucs which would require to be addressed.

Assuming that such user defined types are permitted, the state monad with exceptions can now be defined for the printer control example, using the specification language, as

$$
\text { STA }::=\Sigma \rightarrow(\text { Raise String } \mid \text { Return }(A \times \Sigma))
$$

and the five associated operations, unit, fetch, assign, raise and (*) defined as previously. Unfortunately, with this approach the monad laws would require proof.

## Comments

The first solution, of anticipating the use of the particular 'state transformer monad with exceptions' has the advantage that the type $S T_{S} A$, for each $S$ and $A$, is an abstract data type with only the five operations provided. The monad laws, now axioms, can be used for reasoning about specifications. But, while this monad is very useful for the printer control specification, and for other specifications which use a conccpt of state and require error handling, another class of specification might need something different again. This solution does not offer a generic way of handling the problem.

However, it is reasonable to assume that the class of problems requiring state and error handling is large. Therefore the approach of simply including the 'state transformer monad with exceptions' as a facility built into the language may be considercd as practical, without being universal.

The provision of type delinitions; which may be parameterised, does provide an extra tool for specification. The state transformer type can now be defined entirely in the language, but so also can types for other monads, or other types uselul for a given specification. However; with this approach, the monad laws need to be proved. In addition, the type $S T_{S} A$ is not an abstract type, since the type expression must be made explicit. While this is not necessarily a problem, it would be considerably more elegant to be able to package a type with the allowed operations over that type.

### 4.4 Conclusions

In this chapter we have tackled the important issue of writing large specifications. As well as the syntax introduced in chapter 2 and the informal specification modules of chapter 3 ,
we have now provided machinery to allow the construction of specifications from partial functions. This facility promotes the separation of concerns approach to making specifications. The introduction of the union operations permits these partial functions to be combined to form complete specifications.

In practice, as in the example of the printing control system of section 4.2, we have found that partial functions are a good way to construct large spccifications. This specification has been written entirely using the specification language, and partial functions have played an important role in the construction. We also found it useful to introduce some notational conveniences to make the specification more readable and to concentrate on the more important aspects of the problem.

In developing the example, we found a need for methods to control state and error handling in a less cxplicit manner. Following approaches used in structuring functional programs, we examined, in section 4.3, the use of certain monads in structuring the specification. The resulting specification is more roadable, with certain details hidden, but, still purely functional.

As the specification language is currently defined, there is no mechanism to allow user defined types, which would permit the definition of a particular monad in a specification. In section 4.3.4, we addrossed ways of incorporating the monads for state and exceptions formally into the specification language. Some suggestions were made including approaches to allow user defined types or to add the "state transformer monad with exceptions" explicitly.

We have seen a description of the syntax of the specification language in chapter 2 with some small examples. In this chapter we saw how larger specifications can be made, including a substantial example in section 4.2. The language gives a rich and expressive way to write specifications, but we also require the ability to reason about specifications, and a method of refining such specifications. We now turn our attention to the proof theory of the calculus, describing how properties of specifications can be proved, including refinement properties, which is the subject of chapter 5 .

## Chapter 5

## Proofs and Refinement

In chapter 2 , an expression language was defined which includes the usual mathematical expressions associated with integers, booleans, functions, sets: etc., but also incorporates undefined expressions, non-dcterminism and partiality, which are used for the formulation of expressive and abstract specifications. .ln chapters 3 and 4 we showed how the expression langrage may be used to form such specifications.

We have stated that our aim is to provide a refinement calculus for this expression language. This means that we must provide a refinement relation for specifications, i.e define what it means for one specification to refine another; and we must show how such refinements can be cralculated.

In this chapter we address a number of aspects of this problem. First we describe what it means to prove a theorem of the language. Already, in chapter 2, we have described the expression language using axioms. In section 5.1 we give an overview of a proof theory based on the axioms for boolean expressions and show how theorems of the language are proved.

In general, in manipulating specificalions for either the purpose of refinctnent or in order to prove a property of a specification, we need to use higher-level theorems than the axioms of chapter 2 . So, in section 5.2, a number of such theorems, or transformation laws of the language, are provided.

In section 5.3 we describe what it means for one specification to refine another, and how a program may be calculated from a specification by stepwise and piecewise refinement.

Refinement is handled in our calculus by the introduction of a refinement operator, $\Gamma$ into the language so that, for $E$ and $F$ of the same type, the expression $E \sqsubseteq F$ is a boolean
expression. In keeping with the treatment in chapter 2, a number of axioms are provided to govern the behaviour of $\sqsubseteq$.

During the process of stepwise refinement it is not convenicnt to justify each step, by referring to an axiom, so, just as with the transformations of equivalent expressions, a set of refuement laws is provided in section 5.3.2.

It is intended that the axioms, transformation laws and refinment laws together with the proof theory of section 5.1 should allow proofs of refinements and properties of specifications to be calculated quite easily. A number of examples, including reasoning with monads, reasoning about $\Delta$, showing the introduction of recursion into a refinement and the refinement of the $N$-Queens example are given in section 5.4. The refinement from a simple specification to an imperative style of expression is demonstrated using the example of Bresenham's line drawing algorithm in section 5.5.

### 5.1 The Proof System

Proofs in the specification language take a different form from that expressed at the ond of section 2.3. Instead, equational reasoning, or "substituting equals for equals", is employed.

A proof that an expression $P_{1}$ of type Bool is a theorem within our system may consist of a sequence of expressions, beginning with $P_{1}$ and ending with a known theorem $P_{n}$. Each member of the sequence (apart from the first) is abtained from its predecessor $P_{i}$ by replacing $P_{i}$, or a sub-term of $P_{i}$, by an equivalent expression.

Such a proof is laid out as follows.

```
    P
\equiv "Reason why P}\mp@subsup{P}{1}{}\equiv\mp@subsup{P}{2}{}
    P2
\equiv "Reason why P2 = P3"
        \vdots
\equiv "Reason why }\mp@subsup{P}{n-1}{}\equiv\mp@subsup{P}{n}{}
    P
```

By transitivity of $\equiv$ we conclude that $P_{1} \equiv P_{n}$. Since $P_{n}$ is a theorem, it follows that so also is $P_{1}$. If any of the $\equiv$ signs in the left column is replaced by $\leftarrow$, with a corresponding, justification, then by transitivity of implication we have a proof of $P_{n} \Rightarrow P_{1}$. Again, since $P_{n 1}$ is a theorem, it follows from modus ponens that $P_{1}$ also holds.

A proof of a bookan expression of the form $E \equiv F$, for $E$ and $F$ of some type $T$, may proceed as above, or may consist of a sequence of expressions of type $T$ beginning with $E$ and ending with $P^{\prime}$. Again, each expression in the sequence is obtained from its predecessor by replacement of cquivalent subexpressions.

A justification that equational reasoning is valid within our system, along with various strategies for proof, may be found in [64].

When manipulating specifications with delached parameters, such as the printer control specification of chapter 4, it should be clear that we are actually just manipulating function bodies. The detached parameters can always be eliminated. However, for convenience, we will write $\sigma: \Sigma \vdash E \equiv \sigma: \Sigma \vdash H^{\prime}$, to mean (fun $\sigma \in \Sigma: E$ ) $\equiv($ fun $\sigma \in \Sigma: F$ ).

### 5.2 Transformation Laws

In order to provide a simple calculus for the easy manipulation and transformation of expressions as specifications, we need to provide some transformation laws which are easily applicable to specilications. The axioms of chapter 2 form a base for such laws, but it is not usually convenient to manipulate specifications from first principles. Some higher order theorems are required. In the following list of laws we assume the following conventions: $E, E_{\mathrm{T}}, E_{2}, F$ and $G$ are any expressions, subject to appropriate syntax constraints; $f$ is a function expression; $P$ and $Q$ are expressions of type Bool; $v$ is a value; and $S$ is a set expression.

We include three laws concerning let expressions. These laws can be proved by unfolding the meaning of local cxpressions as given in section 2.5.2, however it is usefil in proofs involving long expressions to apply these in one step.

Law (Distribution of Function Application inside let Fxpressions) if $x$ does not occur free in $f$, but may bo free in $F^{\prime}$ ther

$$
f(\text { let } x-E \text { in } F) \equiv \text { let } x=F \text { in } f F
$$

Law (Swapping Local Definitions) Suppose that $x_{1}$ and $x_{2}$ may be free in $F$. If $T_{1}$ does not occur free in $E_{2}$ and $x_{2}$ dores not occur free in $E_{1}$ then

$$
\text { let } x_{1}=E_{1} \& x_{2}-F_{2} \text { in } F \equiv \text { let } x_{2}=E_{2} \& x_{1}=E_{1} \text { in } F
$$

Law (No Occurrence of Local Definition) If $x$ does not occur free in $F$ then

$$
\delta E \Rightarrow\left((\operatorname{let} x=E \text { in } F)=F^{\prime}\right)
$$

For detcrministir finctions, we have a form of $\gamma$-reduction.

## Law ( $\gamma$-Reduction)

$$
(\text { fun } x \in T: E) x \equiv E
$$

We include a law concerning the behaviour of generalised choice with assumptions, as permitted in section 2.6.2.

Law (Properties of Generalised Choice)

$$
\Delta S \Rightarrow((S \neq \theta)>-\square / S \equiv \square / S \hat{G} \perp)
$$

Information contained in the guard or assumption can be used to manipulate an expression.

## Law (Using Context in Assumptions and Guards)

$$
\left(P \Rightarrow\left(b^{\prime} \equiv E^{\prime}\right)\right) \Rightarrow\left(P>C \equiv P>E^{\prime}\right)
$$

where $\gg$ 'represcnts either ' $\rightarrow$ ' or ' $>$ ' throughout lhe formula.
Choice and guarding together permit the formation of alternation expressions. These can be introduced into a derivation using the following law.

## Law (Alternation Introduction)

$$
\Delta P \Rightarrow(E \equiv P \rightarrow E[] \cdots P \rightarrow E)
$$

More generally, for $P_{i}, 1 \leqslant i \leqslant n$, boolean expressions

$$
\begin{aligned}
& \left(\left(\forall i: \mathbb{Z} \mid 1 \leqslant i \leqslant n \bullet \Delta P_{i}\right) \wedge\left(\exists i: \mathbb{Z} \mid 1 \leqslant i \leqslant n \bullet P_{i}\right)\right) \\
& \Rightarrow\left(E \equiv P_{1} \rightarrow E \square \ldots \square P_{n} \rightarrow E\right)
\end{aligned}
$$

We saw in section 2.6 that there is a relationship between conditionals and alternations.

## Law (Alternation to Conditional)

$$
\begin{aligned}
& \Delta P \Rightarrow(P \rightarrow E[\neg P \rightarrow F \equiv P \rightarrow E \overleftarrow{\square} F) \\
& (P \rightarrow E) \overleftarrow{J} F \equiv \text { if } P \text { then } E \text { else } F
\end{aligned}
$$

Assumptions and guards both distribute over choice to the right.
Law (Distribution of Assurnptions and Guards over Choice)

$$
P>(E] P) \equiv(P>E) \|(P>F)
$$

where ' $>$ ' represents either ' $\rightarrow$ ' or '>-' throughout the formula.
Guarded expressions, being potentially partial, are restricted in where they may occur. However, expressions with assumptions are total, and so there are laws determining how assumptions distribute over various operations

Law (Distribution of Assumptions through Product Formation)

$$
\left(P^{\prime}>-E, Q>-E^{\prime}\right) \equiv P \wedge Q>\left(E, E^{\prime}\right)
$$

## Law (Distribution of Assumptions through Function Application)

$$
(P>f)(Q>-E)=P \wedge Q>-f E
$$

Other laws concerning the behaviour of assumptions include

## Law (Double Assumptions)

$$
\begin{aligned}
& P>(Q>E) \equiv P \wedge Q>E \\
& (P>Q)>-E \equiv P \wedge Q>E
\end{aligned}
$$

There is also a. law for expressions with both a guard and an assumption.
Law (Propagate Guard as Assumption)

$$
(P \Rightarrow Q) \rightarrow(P \rightarrow F \equiv P \rightarrow(Q>E))
$$

An expression with an assumption may be guarded, but the syntactic restrictions of section 2.6.2 do not allow expressions of the form $P>-\left(P^{\prime} \rightarrow E^{\prime}\right)$.

We saw, in section 2.6.2, how it is possible to recognise syntactically expressions which are potentially partial. Such expressions need to be totalised, but all other expressions are already total. The next law gives the condition under which a totaliser can be removed.

Law (Removal of Totaliser) If $E$ is not potentinally partial then

$$
E \stackrel{\leftarrow}{]} F \equiv E
$$

The following two laws are concerned with distributive properties of choice with biased choice.

## Law (Right-Distribution of Biased Choice over Choice)

$$
E \overleftarrow{\square}(F[G) \equiv(E] F)](E \stackrel{\leftarrow}{\square} G)
$$

## Law (Choice with Biased Choice)

$$
\begin{aligned}
& E \stackrel{\overleftarrow{\square}}{\square}(E \square F) \equiv E \overleftarrow{[ } F \\
& E](E \stackrel{\leftarrow}{\square} F) \equiv E[F \\
& E \vdots(F \overleftarrow{\|} E) \equiv E \square F
\end{aligned}
$$

### 5.3 Refinement

Given a specilication $S$ of the expression language, the ultimate goal is to find a specification $P$ which is executable and which satisfies $S$, i.e. $P$ implements $S$. An executable specification $P$ is made up of expressions from that part of the specification language which forms the programming sub-language (see section 2.1). As such, it must be defined and deterministic. Since the original specilication $S$ may exhibit either of the properties of undefinedness or non-determinism, it follows that equivalence does not hold between $S$ and $P$. Instead we need a refinement relation, $\sqsubseteq$, so that $P$ refines $S: S \sqsubseteq P$.

Informally, for an expression $E$ to be refined by an expression $F$, written $E \sqsubseteq F$, it should be
the case that every possible 'evaluation' of $F$ is also a possible 'evaluation' of $E$, or is better defined than some possible 'evaluation' of $E$. So, a specification is refined by reducing nondeterminism or by increasing definedncss. For cxample, we expect the following refinements to hold

$$
\begin{align*}
2 \prod 3 & \llcorner 2  \tag{5.1}\\
\prod / \mathbb{N} & \sqsubseteq 2 \rrbracket 3 \\
(\text { fun } x \in \mathbb{Z}: x+2 \rrbracket x+3) & \sqsubseteq \text { (fun } x \in \mathbb{Z}: x+2) \\
(\text { fun } x \in \mathbb{N}: x+2 \llbracket x+3) & \sqsubseteq(\text { fun } x \in \mathbb{Z}: x+2) \tag{5.2}
\end{align*}
$$

The first two examples are simple cascs of reducing non-determinacy, while the third example reduces non-determinacy within the body of a function. The last example reduces non-determinacy, buli also increases definedness since the function on the left gives an undefined result for any negative integer, while that on the right is defined for every integer.

We advocate the process of program development by stcpwisc refinement, starting with an initial specification $S_{0}$ and building a sequence of specifications $S_{0} \sqsubseteq S_{1} \sqsubseteq \ldots \sqsubseteq S_{n}$ so that each $S_{i}$, for $1 \leqslant i \leqslant n$ is an acceptable replacement for $S_{i-1}$, and $S_{n}$ is a program. Since the aim is to derive programs in steps, it is reguired that the refinement relation is transitive. Then, from a secuence of refinements of the form $S_{0} \sqsubseteq S_{1} \sqsubseteq \ldots \sqsubseteq S_{n}$, we can conclude that $S_{r}$ is a correct implementation of the initial specification $S_{0}$. In fact, refinement is a preorder, since every specification refines itsclf. In general, a refinement relation need not be anti-symmetric. In fact our relation is not since, for example, we have the refinements

$$
\begin{aligned}
2 \| \perp & \fallingdotseq \perp \\
\perp & \fallingdotseq 2 \| \perp
\end{aligned}
$$

In the first case, the refincment is obtained by reducing nom-determinism, while in the second defineduess is increased. However, the two expressions are not equivalent.

As well as refinements proceeding stepwise, it is also important that refinement can occur piccowise. This means that an expression may be refined by refining one, or more, subexpressions,

$$
(E=F) \Rightarrow(G[E / x] \sqsubset G[F / x])
$$

This states exactly the property that $G$ must be monotonic (with respect to refinement) at the position $x$ where the refined subexpression occurs. Refinement can occur only in monotonic positions.

Most of the constructs of the expression language, as defined in chapter 2, are monotonic. But there is a small number of operators which are non-monotonic. These include equivalence $\equiv$, non-equivalence $\neq 1$, and the two delta operators $\Delta$ and $\delta$. Implication $\Rightarrow$ and biascd choice [] are non-monotonic in the first argument, and monotonic in the second. Function abstraction is monotonic only when the alstraction is over a monotonic position.

Subexpressions which occur in non-monotonic positions may be replaced only by equivalent expressions. This means that some care must be taken when refining expressions with non-monotonic elementis, but in practice this is not a problem.

We now introduce the rofinement relation as an operator of the language:

$$
\frac{E: T \quad F: T}{E \sqsubset F: \text { Bool }}
$$

An expression of the form $E \vec{E}$ is always proper, and it should be clear that refinement does not distribute over choice.

The following axioms describe refinement of expressions.
The refinement relation is transitive

$$
\left(E \sqsubseteq F^{\prime}\right) \wedge(F \sqsubseteq G) \Rightarrow(E \sqsubseteq G)
$$

The general refinement axiom is

$$
(E \sqsubseteq F) \Leftarrow(\because \delta E \vee(E \| F \equiv E))
$$

When $E$ and $F$ belong to a simple type, this is an equivalence, and may be used as the definition of refinement.

For function domains, with $\Delta f$ and $\Delta g$,

$$
(f \sqsubseteq g) \equiv(\forall x: T \mid \cdot f x \sqsubseteq g x)
$$

When refining non-deterministic expressions, with $\Delta G, \Delta E$ and $\Delta S$ we have the axioms

$$
\begin{aligned}
& (E \square F \subseteq G) \equiv(E \subseteq G \vee F \sqsubseteq G) \\
& (\mathbb{J} / S \sqsubseteq E) \equiv(\sqsupset x: T \mid x \in S \bullet x \sqsubseteq E)
\end{aligned}
$$

We assert that top $T$ is the unique most-refined specilication,

$$
(T \subseteq F) \equiv(B \equiv T)
$$

We dofine the concept of refinement equivalence for expressions which refine each other,

$$
E \square F^{\prime} \hat{=} E \sqsubseteq F \wedge E \sqsupseteq F
$$

where $B \sqsupseteq F \hat{=} F \subseteq B$. Clearly refinement equivalence is weaker than $\equiv$.

### 5.3.1 Proving Refinements

Refinements proceed stepwise, as previously indicated, with a similar layout to transformation proofs as in section 5.1.

There are two additional inference rules to accommodate refinement:

$$
\frac{E \sqsubseteq F \quad F \sqsubseteq G}{E \sqsubseteq G}
$$

for the trausitivity of refinement, and

$$
\frac{E \subseteq F}{G[E / x] \sqsubseteq G[F / x]}
$$

where $x$ is in a monotonic position in $G$.
A refinement then proceeds as a sequence of specifications, starting with the initial specification, expression $E_{1}$.

and we may conclude that $E_{1} \Gamma_{-} E_{r}$. In the above, any of the in the left margin may be replared by equivalence $\equiv$.

### 5.3.2 Refinement Laws

Given a specification, refinement will proceed stepwise, as indicated above, using the inference rules and axioms for refinement. But, in general, it is not convenient to calculate each refinement from first principles. As in the casc for simple transformations, a collection of theorems, or refinement laws, is required. This is what we now provide.

In the following list of refinement laws we assume the following conventions: $E: F, F$, $F_{2}$ and $G$ are any expressions, subject to appropriate syitax constraints; $P$ and $Q$ are expressions of type Bool; $v$ is a value; and $S$ and $S^{\prime}$ are set expressions.

The first law says that an expression may be refined by reducing non-deterninacy. This could take a number of forms.

## Law (Reduce Non-Determinacy)

$$
R \rrbracket F \sqsubseteq E
$$

For generatised chaice,

$$
\begin{aligned}
& \left(S^{\prime} \subseteq S\right) \Rightarrow\left(\|/ S \sqsubseteq\| / S^{\prime}\right) \\
& \left(\forall x \in T^{\prime} \mid \bullet Q \Rightarrow P\right) \Rightarrow(\mathbb{Q} /\{x \in T: P\} \sqsubseteq \exists /\{x \in T: Q\}) \\
& (v \in S) \Rightarrow(\square / S \sqsubseteq v)
\end{aligned}
$$

Choice can also be introduced into a specificalion, but note that this does not increase non-delerminacy.

## Law (Introduce Choice)

$$
\left(E \sqsubseteq F_{1} \wedge E \sqsubseteq F_{2}\right) \Rightarrow\left(E \sqsubseteq F_{1} \| F_{2}\right)
$$

An expression of the form $P>-E$ may be refined by refining $E$ or by weakening $P$.

## Law (Weaken Assumption)

$$
(P \Rightarrow Q) \Rightarrow(P>-E \sqsubseteq Q>-E)
$$

By weakening the assumption to True, and so effectively removing it, the next law immediately follows.

## Law (Remove Assumption)

$$
P>E!E
$$

Dually, an expression of the form $P \rightarrow E$ may be xefined by refining $F$ or by strengthening $P$.

Law (Strengthen Guard)

$$
(\delta Q \wedge Q \Rightarrow P) \Rightarrow(P \rightarrow E \underline{Q} \rightarrow E)
$$

Now any expression, which may be considered to have an implicit Trae guard, is refined by introducing a guard.

## Law (Introducc Guard)

$$
\delta P \Rightarrow\left(E^{\prime} \sqsubseteq P \rightarrow E\right)
$$

Care must be taken when applying the previous two laws above since the refined expression can be considered more partial. In particular, in the second case, a potentially partial expression is introduced instead of a total expression.

A useful law allows the use of information in a guard or assumption to refine an expression.

## Law (Using Conlext in Assumptions and Guards)

$$
\left(P \Rightarrow E \sqsubset E^{\prime}\right) \Rightarrow\left(P \gg \sqsubseteq P>E^{\prime}\right)
$$

where $\gg$ ' represents eithor ' $>$ ' or '>-' throughout the formula.
Non-determinacy can be reduced by taking the conjunction or disjunction of assumptions or guards, as governed by the following laws.

Law (Disjunction and Conjunction of Assumptions)

$$
\begin{aligned}
& P>-E[Q>-E \subseteq P \vee Q>E \\
& P>E[Q>-E \square P \wedge Q>-E
\end{aligned}
$$

Note the mutual refinement of the second clause.

## Law (Disjunction and Conjunction of Guards)

$$
\begin{aligned}
& P \rightarrow E \square Q \rightarrow E \sqsubseteq P \vee Q \rightarrow E \\
& P \rightarrow E \square Q \rightarrow E \subseteq P \wedge Q \rightarrow E
\end{aligned}
$$

Law (R.cfine Function) If $x$ appears in a monotonic position in $F, F$ and $P$,

$$
\begin{aligned}
& \left(\forall x: T: \bullet E^{\prime} \sqsubseteq F^{\prime}\right) \Rightarrow((\text { fun } x \in T: E) \sqsubseteq(\text { fun } x \in T: F)) \\
& (\forall x: T \quad \bullet P) \Rightarrow\left(\left(\text { fun } x \in T: E \rrbracket F^{\prime}\right) \sqsubseteq\left(\text { fun } x \in T: P \rightarrow E\left[\begin{array}{|}
{[ }
\end{array}\right)\right)\right.
\end{aligned}
$$

To complement the equivalence law concerning right-distribution of biased choice over choice, we have the refinement laws

## Law (Distribution between Choice and Biased Choice)

$$
\begin{aligned}
& (E \rrbracket F) \overleftarrow{\square G} G(F \llbracket G) \llbracket(F \llbracket G) \\
& E \|(F \sqcap G) G(F \| F) \llbracket(F \| G)
\end{aligned}
$$

Finally, we give the law governing the introduction of recursion into a specification.
Law (Recursion Introduction) let $E_{\mathrm{x}}$ be an expression which con lains a free uccuryence of the variable $x$, and let $E_{i}^{y}$ be the same expression buh with value $y$ substituted for $x$.

$$
\left(E_{x i} \sqsubseteq F\left[\left(\text { fun } y \in T: y<x>-E_{y}^{y}\right)\right]\right) \Rightarrow\left(E_{x} \sqsubseteq \text { let } f=(\text { fun } x \in T: F[f]) \text { in } f x\right)
$$

where $T$ is a well-founded set with respect to $<$, and $F[X]$ is monotonic with respect to refinement of subexpression $X$.

Proof We use the deduction theorem, and prove the consequent by assuming the antecedant. So, we assume

$$
\left(E_{x} \sqsubseteq F\left[\left(\text { fun } y \in T: y<x>E_{x}^{y}\right)\right]\right)
$$

Since ' $T$ ' is well-founded we can use the principle of induction for well-founded sets,

$$
(\forall x \in C: P x) \Leftarrow(\forall y \in O: y<x: P y)) \equiv(\forall x \in C: P x)
$$

where $<$ is a well-founded ordering for $C$, and $P$ is some property over elements of $C$. So, wo take as our induction hypothesis:

$$
\begin{equation*}
\left.\left(\forall y \in T: y<x: F_{x}^{y} \sqsubseteq \operatorname{let} f=\left(\text { fun } x \in T: F^{\prime} f\right]\right) \operatorname{in} f y\right) \tag{5.3}
\end{equation*}
$$

'the proof proceeds as follows. Let $x \in T$.

```
    \(E_{x}\) ㄷ. let \(f=(\) fun \(x \in I: F[f])\) in \(f x\)
\(\equiv \quad\) "For convenience, detach \(f-\left(\right.\) fun \(\left.x \in T: F_{i f} f\right]\) "
    \(E_{x}\) ㄷ \(f x\)
\(\equiv \quad\) "Unfolding \(f\) "
    \(E_{x}\left[^{-}(\mathbf{f u m} x \in T: F[f]) x\right.\)
\(\equiv \quad{ }^{\gamma} \gamma\)-reduction"
    \(E_{x} \sqsubseteq F[f]\)
\(\Leftarrow \quad\) "Using the assumption, \(\subseteq\) is transitive"
    \(F\left[\left(\right.\right.\) fun \(\left.\left.y \in T: y<x>-E_{s}^{y}\right)\right] \sqsubseteq F[f \dagger\)
        " \(F[X]\) is monotonic with respect to refinement of subexpression \(X\) "
    (fun \(v \in T: v<x>E_{x}^{*}\) ) \(\sqsubset f\)
\(=\) "Refinement axiom for proper functions, and substitution"
    \(\left(\forall y \in T: y<x>-E_{x}^{y} \sqsubseteq f y\right)\)
\(\Leftarrow \quad\) "Axioms for assumptions, \(\perp\) least wrt refinement"
    \(\left(\forall y \in T: y<x: E_{x}^{y}\llcorner f y)\right.\)
\(\equiv \quad\) "Induction Hypothesis"
    True
```

The recursion introduction law now follows by induction and the deduction theorem.
The refinement laws all follow quite easily from the axioms for refinement. The laws concerning assumptions and guards may be proved by a case analysis on the value of the assumption/guard. The laws for biased cloice are proved by case analysis on the totality of the left argument.

### 5.4 Examples of Formal Reasoning

In this section we demonstrate the sort of proofs which may be formed using the axioms and laws of the langunge, and the properties of $\equiv$ and $\subseteq$. These proofs range in complexity from simplification of expressions to proving properties of specifications and the introduction of recursion during the refinement of expressions.

### 5.4.1 Simple Proofs

We look at some simple reasoning about specifications by simple manipulation of expressions. For example, to illustrate some of the distributive properties of choice, a function applied to a non-deterministic argument is simplified. Note that, although the function has a non-deterministic body, it is itself determinislic.

```
    (fun \(x \in \mathbb{Z}: x \rrbracket x+\mathbf{1}\) )(3@4)
\(=\quad\) "Distribute Function Application over Choice"
    (fun \(x \in \mathbb{Z}: x \| x+1\) ) 3 (fun \(x \in \mathbb{Z}: x \| x+1) 4\)
\(=\quad\) "Substitution, \(\Delta 3\) and \(\Delta 4\) "
    \((3 \llbracket 3+1) \|(4 \| 4+1)\)
\(\equiv\) "Axioms for Integers"
    (3]4) [(4]5)
\(\equiv \quad\) "Properties of Choice"
    3】415
```

From a brief example of section 2.6, illustrating the behaviour of guards and totalisers, the following function application is simplified.

$$
\begin{aligned}
& \equiv \quad \text { "Substitution, } \Delta 0 \text { " } \\
& \text { if } 0 \geqslant 0 \rightarrow \text { '+' } 0 \leqslant 0 \rightarrow{ }^{\prime}-{ }^{\prime} \text { fi } \\
& =\quad \text { Axioms for } \geqslant \text { " } \\
& \text { if True } \rightarrow^{\text {' }}+\text { '] True } \rightarrow{ }^{\text {' }}-^{\text {' }} \mathrm{fi} \\
& \equiv \quad \text { "Axioms for Guarding" } \\
& \text { if '+' [' }- \text { ' } \mathrm{fi} \\
& \equiv \quad \text { "Definition of if } \ldots \mathrm{fi} \text { " }
\end{aligned}
$$

$$
\begin{aligned}
& \equiv \quad \text { "Removal of Totaliser" }
\end{aligned}
$$

Returning to the Multiplication Example of section 3.3 we simplify

$$
=\quad \begin{aligned}
& \text { Multiply }(\langle 4\rangle[\langle 8\rangle,\langle 2,5\rangle) \\
& \text { "Distribute Product Formation over Choice" } \\
& \operatorname{Multiply}((\langle 4\rangle,\langle 2,5\rangle)[((8\rangle,\langle 2,5\rangle))
\end{aligned}
$$

```
\equiv "Distribute Function Application over Choice"
    Multiply(\langle4\rangle, (2, 5\rangle) || Multiply(\langle8\rangle,\langle2,5\rangle)
= "Definition of Multiply, Substitution with proper arguments"
        |/{z\inNumber : Convert z = Convert }\langle4\rangle*\mathrm{ Convert }\langle2,5\rangle
        ||/{z\in Number : Convert z=Cunver& < % * Convert, {2; 5)}
F= "Definition of Convert, Substitution with proper terms"
        ]/{z\in Number: Convert }z=4*25} ||/{z\subset Number: Convert z-8*25
\equiv "Axiorrs for Evaluations of Sets"
        |/{\langle1,0,0\rangle}[||/{\langle2,0,0\rangle}
\equiv "Properties of [/"
        \1,0,0\rangle[\2,0,0\rangle
```

These examples illustrate the use of some of the equivalence laws with small specifications. In chapter 4 we saw bow the expression language could be used to build bigger specifications. It is important that the equivalence laws can be used to prove properties about large specifications also.

### 5.4.2 A Larger Example

In section 4.2, a purely functional specification of a printing control system was detailed. We now show how the equivalence laws can be used to reason about this specification.

First we prove an easy equivalence stated in section 4.2. The function Alloc was defined using two partial functions, NewUser and ReserQuota, in such a way that

$$
\sigma: \Sigma \vdash \text { Alloc } \hat{=} \text { NewUser Ú ResetQuota }
$$

NewUser and ResetQuota were defined as

$$
\begin{aligned}
& \sigma: \Sigma \vdash \text { NewUser } \hat{=}(\text { fun } p \in \operatorname{Person}, q \in \mathbb{N}: \\
& p \not \subset \text { KnownUsers } \rightarrow E \text { ) } \\
& \sigma: \Sigma \vdash \text { ResetQuota } \doteq \text { (fun } p \in \text { PERSon, } q \in \mathbb{N} \text { : } \\
& p \in \text { KnownUsers } \rightarrow E \text { ) }
\end{aligned}
$$

where $E$ is a shothand for the more complicated expression given in the specification. The details of $E$ are not required in the following proof however. We said that the function Alloc, as defined above, is cquivalent to the specification

$$
\sigma: \Sigma \vdash \text { Alloc } \hat{=}(\text { fun } p \in \operatorname{Person}: q \in \mathbb{N} ; D)
$$

We reason that

$$
\begin{aligned}
& \sigma: \Sigma \vdash \text { Alloc } \\
\equiv \quad & \text { "Definition of Alloc" } \\
= & \sigma: \Sigma \vdash \text { NewUser U ResetQunta } \\
= & \text { "Definitions of NewUser, ResetQuota and } \dot{U} " \\
& \sigma: \Sigma \vdash(\text { fun } p \in \text { Perrson, } q \in \mathbb{N}: \\
& p \notin \text { KnownUsers } \rightarrow E^{\prime}[p \in \text { KnownUsers } \rightarrow E) \\
\equiv \quad & \text { "Alternation Introduction, } \Delta(p \in \text { KunwnUsers)" } \\
& \sigma: \Gamma \vdash(\text { fun } p \in \text { PERSON", } q \in \mathbb{N}: E)
\end{aligned}
$$

as required. The last step of this proof assumes that $p \in$ KnownUsers is a proper boolean expression for any state $\sigma$, which is reasonable.

The above is a proof that two specifications are equivalent. We now give an example of a proof that the specification satislies a certain property. Again, we use the equivalence laws as tools for reasoning.

Let $\sigma \hat{=}(q, c, b, \quad i n f, u)$ be any state such that ( $\neg$ EmptyQueue $q c$ ). Let $\rho$ be a Prison such that ( $p \in$ KnownUsers $u$ ), then it should be the case that

$$
\operatorname{Activc}(\operatorname{Add}(\sigma, p, f, n)) \equiv \text { Active } \sigma
$$

Rather than tackle the whole expression at once, each side of the equation is simplified in turn. Using the definition of Active, and the Substitution law, the expression on the right, (Active $\sigma$ ), is equivalent to

$$
\begin{aligned}
& \neg \text { EmptyQueue } q c \rightarrow \text { let } i d=\text { CurrentId } c ; n=\text { PagesPrinted } c \\
& \& \text { size }=\text { SizeOf id } \\
& \text { in }(i d, n, \text { size }-n) \\
& \overleftarrow{I} \text { Queqe_EmPTY_ERROR }
\end{aligned}
$$

From the given fach that the queue is not mpty, the guard becomes True. Using the Axioms for Guarding and Removing the Totaliser, the expression becomes
let $i d=$ Currentidd $c \| n=$ PagesPrinted $c$
\& size $=\mathrm{SizeOf} i d$
in (id, $n$, size $-n$ )

This is the simplest expression which can be obtained, without unfolding the let expression.
Now taking the expression on the left of the proposed equivalence, (Active (Add $(\sigma, p, f, n)$ ), the definition of Adrl is used, followed by the Substitution axiom, which gives

```
Active ( p K Knowntsers u 
    (let newId = I/(\mathbb{N}\{{0} UKnownJobs inf))
    & newq = (\negEmptyQueueq q c->q`\langlenewId \rangle
```



```
    & ncwinf = (FileOf inf © {newId \mapstof},
        OwnerOfinf © { {newId &>p},
        PriorityOfinf © {newId}\mapston}
    in (newq, newc, b, newInf, v))
    !- UNKNOWn_UsEr_EkROR)
```

We use the given facts that ( $p \in$ KnownUsers $u$ ) and that the quene is not empty. The main guard becomes True, as woll as the two inner guards. So, using the Axioms for Guarding and Removing the Totaliser, the above expression becomes

```
Active (lel mewId = \(] /(\mathbb{N} \backslash(\{0\} \cup K n o w n J o b s i n f))\)
    \& newq \(=q^{-}\langle\)newId \(\rangle\)
    \& newc \(=c\)
    \& newInf \(=(\) File Of inf \(\oplus\{\) ncwId \(\mapsto f\}\),
        Ownerofinf \(₫\{\) newld \(\mapsto p\}\),
        PriorityOf inf \(\oplus\{\) newId \(\mapsto n\}\) )
    in (newrg, newe, \(b\), newInf, \(u\) ) )
```

In order to use the definition of the Aclive function, it is easier to move it inside the let expression, using the Distribution of Function Application inside let Expressions law. This results in

```
let newId \(=\mathbb{J} /(\mathbb{N} \backslash(\{0\}\) U KnownJobs inff \())\)
\& newq \(-q^{-}\langle\)newId \(\rangle\)
\& \(n e w c=c\)
\& nemInf \(=(\) FileOf inf \(Q\{\) newId \(\mapsto f\}\),
```



```
    PriorityOf \(\operatorname{minf} \oplus\{\) newId \(\mapsto n\}\) )
in Active (newa, newc, \(b\), newInf, \(u\) )
```

The definition of Active is used next, and the Substitution axiom is applied again.

```
Iet ncwId \(=\mathbb{l} /(\mathbb{N} \backslash\{0\}\) UKnownJobs inf \())\)
\& \(n \in w q=q^{\curlywedge}\langle\) new \(/ d\rangle\)
\& newc \(=c\)
\& newinf \(=(\) File Of inf \(\oplus\{\) newId \(\mapsto f\}\),
    OwnerOf inff \(\ddagger\{n e w I d \mapsto p\}\),
    PriorityOfinf \(\oplus\{\) newId \(\mapsto n\}\) )
in ( \(\neg\) EmptyQueue newq newc \(\rightarrow\) let \(i d-\) Currentin newc \(\| n=\) PagesPrinted newe
    \& size \(=\) SizeOrid
    in ( \(i d, n\), size \(-n\) )
    ! Queue_Empty_Error)
```

Using, the law for Swapping Local Definitions, the local definition for newe can be unlolded and substituted into the specification. The guard bocomes (EmptyQueue newq c) which, according to the definition of EmptyQueue, is equivalent to (CurrentId $c \neq 0$ ). This is True, since we have assumed (EmptyQueue qc). So, using the Axioms for Guarding and Removing the Totaliser again, the expression becomes

```
let. ncwId \(=\| /(\mathbb{N} \backslash(\{0\} \cup\) KnownJobs inf \())\)
\& newq \(=q^{-}\langle\)ncwId \(\rangle\)
```



```
    OwnerOfinf \(\oplus\{\) newId \(\mapsto p\}\),
    PriorityOfinf \(\ominus\{\) newId \(\mapsto n\}\) )
in (let \(i d=\) Currentid \(c \| n=\) PagesPrinted \(c\)
    \& size \(=\) SizeOf \(i d\)
    in (id: \(n\), size \(-n\) )
```

Using the fact that none of newId, newq or newInf occurs in the body of the specification, with the No Occurrence of Local Definition law, the specification reduccs to
let id - CurrentId $c \| n=$ PagesPrinted $c$
$\&$ size $=$ SizeOf $i d$
in (sul, n, size $-n$ )
as required.
In section 4.3 we saw how the monad for state and exceptions could be used to structure a large specification. We now look at how properties of such specifications might be formulated and reasoned about, using the same equivalence laws, augmented by the monad laws.

### 5.4.3 Reasoning with Monads

We return to the specification of the printing control system using monads as described in section 4.3. Suppose we have the following functions defined using the monad $S T_{\Sigma} A$ and the five functions unit, fetch, assign, raise and ( $\star$ ) as described in section 4.3.3,

```
    Add : Person \(\times\) File \(\times\) Priority \(\rightarrow S T_{\mathrm{E}}()\)
Remove : JOBlD \(\rightarrow S T_{\Sigma}()\)
    Getld : Fine \(\rightarrow S T_{\Sigma}\) Jorild
```

where Add is as specified in section 4.3.3; Remove deletes the supplied Jobld from the prinier queue if it is there, and otherwise reports an error; and Gebld retrieves the Jobin of the supplied Fine from the printer queue, leaving the printer queuc unchanged.

We may want to express that, under certain conditions, adding a file to the printer queue and then removing that same job leaves the printer queue unchanged. Using the monad notation, this may be expressed as, under certain conditions,

$$
\begin{equation*}
\operatorname{Add}(p, f ; n) *\left(\operatorname{fun} n_{-} \in(): \operatorname{GetId} f \star \operatorname{Removc}\right) \equiv \operatorname{unit}() \tag{5.4}
\end{equation*}
$$

where $-\in 0$ indicates that the function is not expecting a value and unit() is the state transformer which leaves the state unchanged and returns no valuc. Wic may define the shorthand $m, F \hat{=} m *$ (fun $\quad \in(): E)$ so that the above expression is written as the more elegant

$$
\begin{equation*}
\operatorname{Add}(p, f, n) \S(\operatorname{GetId} f \star \text { Remove })=\operatorname{unit}() \tag{5.5}
\end{equation*}
$$

This proof may be carried out by equational reasoning using the equivalence laws of the specification language and the monad laws for $S T_{\mathrm{S}} A$.

We recognise that there is a cortain amount of difficulty involved in formulating such properties of specifications. Although the use of the statc monad here is intended to hide the explicit treatment of state in the specification, making the specification more rcadable, it is clear that in order to write down property (5.4) above, a knowledge of the monad, and how it works, is required. In fact, while the use of the state monad with exceptions makes the specification casier to read, this style of specification prevents us from formulating properties in the usual functional style, as can be seen from (5.4) and (5.5) above.

Although the monad laws may now be used in proofs, it is not clear that proofs become easier, since these laws only apply to that part of a specification involving the monad. It is likely that the monad laws will be used only to unfold the monad definitions, to obtain
a purely functional specification like that of section 4.2, so that the equivalence laws of section 5.2 can then be applied.

### 5.4.4 Reasoning about $\Delta$

In section 3.3 the multiplication problem was specified as:

$$
\begin{equation*}
\text { Multiply } \hat{=} \text { (fun } x, y \in \text { Number : } \| /\{z \in \text { Number : Convert } z=\text { Couvert } x * \text { Convert } y\}) \tag{5.6}
\end{equation*}
$$

where

$$
\begin{aligned}
\text { Digit } & \doteq\{x \in \mathbb{Z}: 0 \leqslant x \wedge x \leqslant 9\} \\
\text { Number } & =\left\{s \subset F S c q_{1} \text { Digit }: s[0] \neq 0\right\} \\
\text { Convert } & \doteq\left(\text { fun } s \in \text { Number }:(+) /\left\langle i: \text { dom } s \times 10^{\# s-(i+i)} * s\left[\hat{b}_{j}\right)\right.\right.
\end{aligned}
$$

It was stated that the set in (5.6) is a singleton set. We now intencl to show how it is possible to prove such a statement.

Consider the set

$$
\begin{equation*}
\{z \in \text { Number : Convert } z=\text { Convert } x * \text { Convert } y\} \tag{5.7}
\end{equation*}
$$

where $\Delta x, \Delta y$ and $\Delta z$, since they are all variables. We first show that all terms in (5.7) are proper. Let $w$ be one of $x, y$ or $z$.

```
    \(\Delta\) (Convert \(w\) )
\(=\quad\) "Substitution, \(\Delta w\) "
    \(\Delta\left((+) /\left\langle i: d o m w \times 10^{\#+2 u-(i+1)} * w[i]\right\rangle\right)\)
\(\Leftarrow \quad " \Delta((+) /)\), properties of the operators"
    \(\Delta w \wedge \Delta(d o m w) \wedge \Delta(\# w) \wedge(\forall i: d o m w \mid \cdot \Delta(w[i]))\)
\(\Leftarrow \quad\) "Axioms for Sequences, Axioms for Logical Values"
    \(\Delta w \wedge(\operatorname{dom} w \not \equiv \mathbb{N}) \wedge(\forall i: d o m w \mid \bullet i \in d o m w)\)
\(\Leftarrow \quad\) "Given \(\Delta w, w \in\) Number, quantification trivially true"
    True
```

The axioms for sequences being used here are:

$$
\Delta(d o m S) \Leftarrow \Delta S
$$

$$
\begin{aligned}
& \Delta(\nexists S) \Leftarrow \Delta S \wedge(\operatorname{dom} S \neq \mathbb{N}) \\
& \Delta(S[j]) \Leftarrow \Delta S \wedge \Delta j \wedge j \in \operatorname{lom} S
\end{aligned}
$$

Notice that, berause $\Delta z$ and $\Delta$ (Convert $z *$ Convert $y$ ), the set (5.7) can be written as:

$$
\begin{equation*}
\{z \in \text { Number : Convert } z \equiv \text { Convert } x * \text { Convert } y\} \tag{5.8}
\end{equation*}
$$

Now that we know that all terms of the set (5.8) are proper, we can reason that it is a singleton set in the usual manner. Let $z_{1}$ and $z_{2}$ be members of the set. Then, using the axiom for set membership, transitivity of equivalence and substitution,

$$
(+) /\left\langle i: \operatorname{dom}, z_{1} \times 3 \times 10^{\# z_{1}-(i+1)} * z_{1}[i]\right\rangle \equiv(+) /\left\langle i: \operatorname{dom} z_{2} \times 10^{\nexists z_{2}-(i+1)} * z_{2}[i]\right\rangle
$$

Using induction on the minimum of the lengths of the sequences, $\Pi\left(\# z_{1}, \# z_{2}\right)$, and the fact that both sequences are elements of Number, it is possible to show that, $z_{1}=z_{2}$.

In general, it will not be necessary to go into such detail about the $\Delta$ properties of expressions and sub-expressions. The purpose of the axioms in these cases is to ensure that reasoning is possible, and under what conditions normal reasoning can go ahoad.

### 5.4.5 Simple Refinements

We now turn to refinement. The first fow cxamples are very simple and demonstrate just a few of the laws. A slightly larger example, involving recursion, follows.

Taking example (5.1), given previously, we prove some simple refinements.
[// $\mathbb{N}$
$\sqsubseteq \quad$ "Reduce Non-Determinacy, $\{2,3\} \subseteq \mathbb{N}$
[ $/\{2,3\}$
$\equiv$ "Axioms for Generalised Choice"
2] 3
and from (5.2)
(fun $x \in \mathbb{N}: x+2$ h $x+3$ )
$\equiv \quad$ "Unfold partially defined function"
(fun $x \in \mathbb{Z}:(x \in \mathbb{N})>(x+2 \rrbracket x+3))$
ㄷ "Remove Assumption"
(fun $x \in \mathbb{Z}: x+2 \emptyset x+3$ )
as expected.
It is possible to prove the second Refine Function law using some other laws. Assuming that $(\forall x: T \mid \bullet \Delta P)$, we refine

```
    (fun \(x \in T: E[F\) )
\(\equiv \quad\) "Introduce Alternation, \(\Delta P\) for any \(x\) in \(T "\)
    (fun \(x \in T: P \rightarrow(E \cap F)] \rightarrow P \rightarrow(E[F)\) )
\(\sqsubseteq \quad\) "Reduce Non-Detcrminacy"
    \(\left(\right.\) fun \(\left.x \in T: P \rightarrow F^{\prime} \| \neg P \rightarrow F^{\prime}\right)\)
\(\equiv \quad\) "Alternation to Conditional, \(\Delta P\) "
    \((\) fun \(a \in T: P \rightarrow E \stackrel{1}{\dagger} F\) )
```

as stated.

We prove a form of distribution of function abstraction over choice

$$
\begin{equation*}
(\text { fun } x \in T: E \| F) \quad \sqsubseteq \quad(\text { fun } x \in T: E) 月(\text { fun } x \in T: F) \tag{5.9}
\end{equation*}
$$

as follows. We have, from the Reduce Nom-Determinacy law and monotonicity,

$$
\begin{array}{lll}
(\text { fun } x \in T: E \| F) & \measuredangle & (\text { fun } x \in T: F) \\
\left(\text { fun } x \in T^{\prime}: E \| F^{r}\right) & \sqsubseteq & (\text { fun } x \in T: F)
\end{array}
$$

So, by simply applying the Introduce Choice law we arrive at exactly (a.9). We call this the Under-determined Choice law.

A more challenging refinement, using the Recursion Introduction law, is now described.

### 5.4.6 Refinement, with Recursion

We want to refine the following specification, for $x$ and $y$ of type $S c q \pi$,

$$
\begin{align*}
\operatorname{zip}[x, y] \cong & \square /\{S \in \operatorname{Seq}(\mathbb{Z} \times \mathbb{Z}): \# S=(\# x \sqcap \# y)  \tag{5,10}\\
& \left.\left.\wedge\left(\forall i \in\{0 \ldots \# S-1\} \cdot S_{i}\right]=(x[i], y[i])\right)\right\}
\end{align*}
$$

In the following derivation, we define the function $t l$ for all non-empty sequences.

$$
\begin{array}{rlr}
\| S= & \{i:\{0 \ldots \# S-2\} \times S[i+1]\} & S \text { finite } \\
& \langle i: \operatorname{dom} S \times S[i+1]\rangle & S \text { infinite }
\end{array}
$$

As a first step in the refinement, it makes sense to introduce an alternation, using the general form of the Alternation Introduction law. Possible cases are: $(x=\langle ) ;(y=\langle \rangle)$; or ( $x \neq \emptyset \wedge y \neq()$ ). Note that the guards are all well-defined.

$$
\begin{equation*}
\operatorname{zip}[x, y] \equiv(x=( \rangle) \rightarrow \operatorname{zip}[x, y][(y=\langle ) \rightarrow \operatorname{zip}[x, y][(x \neq\langle \rangle \wedge y \neq\langle \rangle) \rightarrow \operatorname{zip}[x, y] \tag{5.11}
\end{equation*}
$$

Each case may be refined in turn, using the fact that choice is monotonic with respect to refinement of subexpressions.

We refine

$$
\begin{array}{ll} 
& (x=\langle \rangle) \rightarrow \text { nip }[x, y] \\
\equiv \quad & \text { "Expand definition of zip } p x, y] \text { " } \\
& (x=\langle \rangle) \rightarrow \\
& \quad[/\{S \in S e q(\mathbb{Z} \times \mathbb{Z}): \# S=(\# x \sqcap \# y) \wedge(\forall i \in\{0 \ldots \# S-1\} \bullet S[i]=(x[i], y[i]))\} \\
\sqsubseteq \quad & \text { "Using Context in Guard: } \# x-0 \text { and } \# y \geqslant 0 " \\
& (x=\langle \rangle) \rightarrow[/\{S \in S e q(\mathbb{Z} \times \mathbb{Z}):(\# S=0) \wedge \text { True }\} \\
=\quad & \text { "Singleton Sct, Propertics of Generalised Choice" } \\
& (x=\langle \rangle \rightarrow\rangle
\end{array}
$$

Using a similar refinement sequence for the second case, we have

$$
(y=\langle \rangle) \rightarrow \operatorname{zip}[x, y] \sqsubseteq(y-\langle \rangle) \rightarrow\langle
$$

Now, turning to the last casse of the alternation, we refine with the aim of forming an expression suitable for an application of the Recursion Introduction law.

$$
\begin{aligned}
& (x \neq\langle \rangle \wedge y \neq 0) \rightarrow \operatorname{zip}\{x, y] \\
& \equiv \quad \text { "Expand Definition of } x i p[x, y] \text { " } \\
& (x \neq\langle \rangle \wedge y \neq\langle \rangle) \rightarrow \\
& \square /\{S \in \operatorname{Seq}(\mathbb{Z} \times \mathbb{Z}): \# S=(\# x \sqcap \# y) \wedge(\forall i \in\{0 \ldots \# S-1\} \cdot S[i]=(x[i], y[i]))\} \\
& \text { ㄷ "Using Context in Guard, \# } S>0^{\text {: }} \\
& (x \neq 0 \wedge y \neq 0) \rightarrow \square /\{S \in \operatorname{Seq}(\mathbb{Z} \times \mathbb{Z}): \# S=1+(\# 4 x \sqcap \# t l y) \\
& \wedge S[0]=(x[0], y[0]) \\
& \wedge(\forall i \in\{1 \ldots \# S-1\} \cdot S[i]=(t l x[i-1], t \hbar y[i-1]))\}
\end{aligned}
$$

$=\quad$ "Set Manipulations, Distribution of Concatenation over Choice"

$$
(x \neq 0) \wedge y \neq\langle \rangle) \rightarrow
$$

$$
\begin{aligned}
& \langle(x[0], y[0])\rangle \cdots /\{S \in \operatorname{Seq}(\mathbb{Z} \times \mathbb{Z}): \# S=(\# t l x \text { П } \# t l y) \\
& \wedge(\forall i \in\{0 \ldots \# S-1\} \cdot S[i]=(t l x[i], t t y[i]))\} \\
& =\quad \text { "Definition of } \% \mathrm{ip}[x, y] \text {, with substitutions" } \\
& (x \neq\langle \rangle \wedge y \neq 0) \rightarrow\langle(x[0], y[0])\rangle{ }^{-}{ }_{2 i p}[x, y]\left[\begin{array}{c}
t i x, t d y \\
x, y
\end{array}\right] \\
& \equiv \quad \text { "Axioms for Assumptions, }(\# t l x<\# x) \wedge(\# t l y<\# y) \equiv \text { True" } \\
& (x \neq\langle \rangle \wedge y \neq 0) \rightarrow\langle(x[0], y[0])\rangle \sim\left((; \nmid t l x<\# x) \wedge(\# t l y<\# y)>-\operatorname{sip}[x, y]\left[\begin{array}{c}
t x, t h y \\
x, y
\end{array}\right]\right) \\
& =\text { "Substitution" } \\
& (x \neq\langle \rangle \wedge y \neq\langle \rangle) \rightarrow \\
& \langle(x[0], y[0])\rangle \text { - } \\
& \left(\text { funa } x^{\prime}, y^{\prime} \in S e q \mathbb{Z}:\left(\# x^{\prime}<\# x\right) \wedge\left(H y^{\prime}<\# y\right)>-\operatorname{zip}[x, y]\left[\begin{array}{c}
x^{\prime}, y^{\prime} \\
x, y
\end{array}\right]\right)(t z x, t y)
\end{aligned}
$$

The three parts of the specification are now combined, using monotonicity of choice with respect to refinement.

```
    zip \([x, y]\)
\(\sqsubseteq\) "From (5.11) and partial refinements"
    \((x=( \rangle) \rightarrow 0\)
    \(\square(y=\langle \rangle) \rightarrow 0\)
    \(\square(x \neq\langle \rangle \wedge y \neq 0) \rightarrow\)
        \(\langle(x[0], y[0])\rangle-\)
        (fun \(x^{t}, y^{\prime} \in \operatorname{Seq} \mathbb{Z}:\left(\# x^{\prime}<\# x\right) \wedge\left(\# y^{\prime}<\# y\right)>-\operatorname{zip}\left[x: y\left[\int_{\left.\substack{1 \\ x, y \\ x^{\prime}, y^{\prime}}\right)(l l x, l y)}\right.\right.\)
ㄷ "Recursion Tntroduction"
    let \(J=(\) fun \(x, y \in \operatorname{Seq} \mathbb{Z}:(x-\langle \rangle) \rightarrow 0\)
    ] \((y=0) \rightarrow 0\)
    \(\mathrm{J}(x \neq\langle \rangle \wedge y \neq\langle \rangle) \rightarrow\langle(x[0]: y[0]\rangle\rangle-f(t \mid x\), th \(y))\)
```

    in \(f(x, y)\)
    which is a reasonable implementation of the rip function.

### 5.4.7 The N-Queens Revisited

The N-Queens prablem, to place $N$ qucens on an $N \times N$ chessboard such that no queen can take any of the others, where $N \geqslant 4$, was specified in section 3.3 using the expression language. In this section we aim to derive an algorithm for the problen.

This example serves to illustrate a number of propertics. Firstly, it shows how reasoning about potentially partial expressions might proceed in practice. In fact, this reasoning is
usually informal, but serves to exhibit possible danger points and invariants to be observed in a derivation.

Secondly, the derivation is interesting in that almost all the steps are equivalences rather than refinements. The two places where refinement occurs are: in a Recursion Tntroduction step; and the final choice of one solution from the set of all solutions. So, what is happening is that the original specificalion is being manipulated, roady for the recursion step.

Thirdly, the specification uses sets of sets of pairs as the basic data structure. This means that a lot of the reasoning uscs the Axioms for Sets. However, most programming languages don't supply sets as a basic data structure, so it is likely that the final expression derived here would need to be further refined, using data refinement. The target data structure is likely to be a sequence of mappings.

Finally, during the derivalion wo make reference to the application of the $\Lambda$ xioms for Sets and the Axioms for Logical Expressions without demonstrating how the axioms are actually applied. This is to aid clarity and to present the derivation in a reasonable length.

The initial specification as given in section 3.3 is:

$$
\begin{equation*}
[/\{P l \in \text { Placing }: \text { SafePlacing } P l\} \tag{5.12}
\end{equation*}
$$

where we have the following definitions:

$$
\begin{aligned}
\text { Position } & \hat{=}\{1 . . N\} \times\{1 . . N\} \\
\text { Placing } & \hat{=}\{P l \in \mathbb{P} P \text { Position : } \# P l=N\} \\
\text { Sufeplacing } & \left.\approx \text { (fun } P l \succeq \text { Placing }:\left(\forall p_{1}, p_{2}: P l \mid \bullet \text { Cant Take } p_{1} p_{2}\right)\right)
\end{aligned}
$$

The function CantTake describes the property that two queens cannot take each other.

## A Note on Partiality

Or initial specification (5.12) is potentially partial, being a choice over a set. The specification should be given as

$$
\mathbb{V} /\{P l \in \text { Placing : SafePlacing } P l\} \stackrel{\leftarrow}{[ } \perp
$$

This is a problem because, since $\overleftarrow{\square}$ is not monotonic in its first argument, any derivations of (5.12) should be equivalences, not refinements. This is not appropriate since the set of all possible placings may contain more than one element, and we want to choose just one. In fact, refining the left, argument of the operator $\overleftarrow{[ }$ is not usually a problem, as long as we can be sure that any refinements do not result in the partial value $T$. So, we need to ensure that any refinements of exprcssion (5.12) are always total. In this case it means ensuring that the set is non-empty.

Luckily, knowledge of the problem domain assures us that at least one solution exists for any $N \geqslant 4$. This is given as an assumption in the problem statement. And so we may proceed to refine, with caution.

## Preliminaries

As a preliminary to the derivation, we notice the following.

$$
\text { SafePlacing } \sqsubseteq\left(\text { fun } P l \in \mathbb{P} P \text { osition }:\left(\vee p_{1}, p_{2}: P \mid \cdot \text { Cant Take } p_{1} p_{2}\right)\right)
$$

by the Weaken Assumption law. We define

$$
\text { Safe } \hat{=}\left(\text { fun } P l \in \mathbb{P} \text { Position }:\left(\forall_{1}, p_{2}: I \prime \mid \cdot \text { Cant:Take } p_{1} p_{2}\right)\right)
$$

and note the following:

$$
\begin{aligned}
& \operatorname{Safe} \emptyset \equiv 1+u e \\
& P l^{\prime} \subseteq P l \rightarrow\left(\operatorname{Safc} P l \Rightarrow \operatorname{Safe} P l^{\prime}\right)
\end{aligned}
$$

for proper $\mathrm{Pl}^{\prime}$ and Pl . These are easily illustrated from the definition of CantTake as given in section 3.3. Also

$$
\text { Safe } P l \equiv \text { SafePlacing } P l
$$

when $P l \in$ Placing.

## The Derivation

We intend to build up the set of all possible solutions for a given $N$, without saying how to choose a particular solution. From (5.12), we take the set of all possible solutions and derive:

```
    {Pl\inPlacing : SafcPlacing IM}
\equiv "Definition of Placiug, set theory"
```



```
\equiv "Above observation"
    {Pl\in\mathbb{PP}P(osition:#Pl-N\wedgeSafe Pl}
\equiv "#Pl=N NASafe Pl=> fst*Pl={1..N}"
```



```
\equiv "Substitution, }\DeltaN\mathrm{ "
```



We are interested in the body of this function, the set, which we call $Q$.

$$
\begin{equation*}
Q \triangleq\{P l \in \mathbb{P} \text { Position : 前Pl=m^Safe } P l \wedge \mathbf{f s t} * P l=\{1 . . m\}\} \tag{5.13}
\end{equation*}
$$

The intention is to manipulate the set $Q$ so that a recursion can be introduced. Working just with $Q$ alone, to ease readability, we use the Alternation Introduction law. Since $m \in \mathbb{N}$ we also use the Context in Assumption law to obtain:

$$
\begin{equation*}
Q \equiv(m=0) \rightarrow Q \rrbracket(m>0) \rightarrow Q \tag{5.14}
\end{equation*}
$$

Notice that both guards are proper, since $m$ is a variable.
We refine each case in turn, using the fact that cloice is monotonic: with respect to refinement. For the simple case:

$$
\begin{aligned}
& (m=0) \rightarrow Q \\
& \equiv \quad \text { "Expand definition of } Q \text { " } \\
& (m=0) \rightarrow\left\{P l \in P^{p} P \text { osition : \#Pl }=m \wedge \text { Safe } P l \wedge \text { fst }: P l=\{1 . . m\}\right\} \\
& \equiv \quad \text { "Using Context in Guard" } \\
& (m-0) \rightarrow\{P l \in \mathbb{P} \text { Position : \#Pl }=0 \wedge \text { Sate } P l \wedge \text { fst } * P l=\emptyset\} \\
& \equiv \quad \text { "Since \# } P l-0 \Rightarrow P l=0 \text {, and Safe } 0 \text { " } \\
& (m-0) \rightarrow\left\{\boldsymbol{H}^{2}\right\}
\end{aligned}
$$

For the second case we want to introduce a recursion.
We need to anake cach $P l$ smaller, reducing by one element. For each $P l$ there is a proper subset $P l^{\prime}$ such that $P l \equiv P l^{\prime} \cup\{(m, n)\}$ for some $n \in\{1 . . N\}$. This follows from fst * $P l-\{1 . . m\}$. From Safc $P l$ we further conclude that there is only one such $n$, and so
fst : $P l^{\prime}=\{1 . . m-1\}$ and $\# P l^{\prime}=m-1$. In addition, since $P l^{\prime} \subset P l$, from the observations abont Safe positionings, $P l^{\prime}$ must also be safe. So, we can take all the safe sets of positions of size $m-1$ (since $m>0$ ), add in the position ( $m, n$ ) for each $n$ in tum, and test to sce if the extended sct is suff.

Formally,

$$
\begin{aligned}
& (m>0) \rightarrow Q \\
& \equiv \quad \text { "Expard definition of } Q " \\
& (m>0) \rightarrow\{P l \in \mathbb{P} \text { Position : } \# P l=m \wedge \text { Safe } P l \wedge \text { fst } * P l=\{1 \ldots m\}\} \\
& \equiv \quad \text { "Using Context in Guard, Axioms for Sets and observations" } \\
& (m>0) \rightarrow\left\{P l^{\prime} \in \mathbb{F} \text { Position, } n \subset\{1 . . N\}:\right. \\
& \# P l^{\prime}-m-1 . \wedge \text { Safe }\left(P l^{\prime} \cup\{(m, n)\}\right) \wedge \text { fst } * P l^{\prime}=\{1 . m \cdots 1\}: \\
& \left.P l^{\prime} \cup\{(m, n)\}\right\} \\
& \equiv \quad \text { "Safe }\left(P l^{\prime} \cup\{(m, n)\}\right) \Rightarrow \text { Sale } P l^{\prime} \text {; Axioms for Logical Values" } \\
& (m>0) \rightarrow\left\{P l^{\prime} \in \mathbb{P} \text { Position, } n \in\{1 . . N\}:\right. \\
& \# P l^{\prime}=m-1 \wedge \operatorname{Safe} P l^{\prime} \wedge \text { fst } * P l^{\prime}=\{1 . . m-1\} \wedge \operatorname{Safe}\left(P l^{\prime} \cup\{(m, \eta)\}\right): \\
& \left.P^{\prime \prime} \cup\{(m, n)\}\right\} \\
& \equiv \quad \text { "Definition of } Q \text { with substitutions, Axioms for Sets" } \\
& (m>0) \rightarrow\left\{P l^{\prime} \in \mathbb{P} \text { Position, } n \in\{1 . . N\}:\right. \\
& P l^{\prime} \in Q\left[\begin{array}{c}
m-1 \\
m
\end{array}\right] \wedge \operatorname{Safe}\left(P l^{\prime}\llcorner\{(m, n)\}): P l^{\prime} \cup\{(m, n)\}\right\} \\
& \equiv \quad \text { "Axioms for Sets" } \\
& (m>0) \rightarrow\left\{P l^{\prime} \in Q\left[\begin{array}{c}
m-1 \\
m
\end{array}\right], n \in\{1 . N\}: \operatorname{Safe}\left(1 l^{\prime} \cup\{(m, n)\}\right): P l^{\prime} \cup\{(m, n)\}\right\} \\
& \equiv \quad \text { "Axioms for Assumptions, }(m-1<m)=\text { True" } \\
& (m>0) \rightarrow\left\{\rho l^{\prime} \in\left(m-1<m>-Q\left[\begin{array}{c}
m-1 \\
m
\end{array}\right]\right): n \in\{1 . . N\}:\right. \\
& \left.\operatorname{Safe}\left(P l^{\prime} \cup\{(m, n)\}\right): P l^{\prime} \cup\{(m, n)\}\right\} \\
& =\text { "Substitution, } \Delta(m-1) \text { " } \\
& (m>0) \rightarrow\left\{P l^{\prime} \in\left(\left(\text { fun } m^{\prime} \in \mathbb{N}: m^{\prime}<m>-Q\left[\begin{array}{c}
n^{\prime}
\end{array}\right]\right)(m-1)\right), n \in\{1 \ldots N\}:\right. \\
& \left.\operatorname{Safe}\left(P l^{\prime} \cup\{(m, n)\}\right): P l^{\prime} \cup\{(m, n)\}\right\}
\end{aligned}
$$

Now, combining the two cases, from (5, 14):

## Q

$\equiv \quad$ "Partial Derivations"

$$
\begin{aligned}
&(m-0) \rightarrow\{0\} \\
& \square(m>0) \rightarrow\left\{P l^{\prime} \in\left(\left(\text { fun } m^{\prime} \in \mathbb{N}: m^{\prime}<m>-Q\left[{ }_{m \mathrm{n}}{ }^{\prime}\right]\right) m-1\right), n \in\{1 \ldots N\}:\right. \\
&\left.\operatorname{Safe}\left(P l^{\prime} \cup\{(m, n)\}\right): P l^{\prime} \cup\{(m, n)\}\right\}
\end{aligned}
$$

$\underline{L} \quad$ "Recursion Introduction"
let querns $=($ fur $m \in \mathbb{N}$ :

$$
\begin{aligned}
& m-0 \rightarrow\{\emptyset\} \\
& \nabla m>0 \rightarrow\left\{P l^{\prime} \in q^{q u e e n s(m-1), n \in\{1 \ldots N\}: \operatorname{Safe}\left(P l^{\prime} \cup\{(m, n)\}\right):} \begin{array}{rl} 
& \left.\left.P l^{\prime} \cup\{(m, n)\}\right\}\right)
\end{array}\right.
\end{aligned}
$$

in queens $m$

Now, returning to the initial derivation of the set of all possible solutions for fixed value $N$,

```
    {Pl\inPlacing : SufePlacing Pl}
# "Previous derivation"
```


$\sqsubseteq \quad$ "Above refinements, abstraction monotonic wrt refinement:"
(fun $m \in \mathbb{N}$ :
let queens $=$ (fun $m \in \mathbb{N}$ :
$m=0 \rightarrow\{0\}$
$\left[m>0 \rightarrow\left\{\operatorname{Pl}^{\prime} \subset q u c e n s(m-1), n \in\{1 \ldots N\}:\right.\right.$
$\left.\left.\operatorname{Safe}\left(P l^{\prime} \cup\{(m, n)\}\right): P l^{\prime} \cup\{(m, n)\}\right\}\right)$
in queens $m$ ) $N$
$\equiv \quad$ "Substitution, $\Delta N$ "
let. quens $=($ fun $m \in \mathbb{N}$ :
$m=0 \rightarrow\{n\}$
$\| m>0 \rightarrow\left\{P l^{\prime} \in q u e e n s(m-1), n \in\{1 . . N\}:\right.$
$\left.\left.\operatorname{Safe}\left(P l^{\prime} \cup\{(m, n)\}\right): P l^{\prime} \cup\{(m, n)\}\right\}\right)$
in queens $N$

In the recursive function above, the majority of the work is being done by the function Safe in the computation of $\operatorname{Safe}\left(P l^{\prime} \cup\{(m, n)\}\right)$. In fact, it is doing much more work than is necessary, since it is already known that Safe $P l^{I} \equiv$ Truc. Using this fact, and also that fst $* P l^{\prime}=\left\{1 ., m_{b} \cdots 1\right\}$, we simplify:

```
    Safe(Pl'\cup{(m,n)})
\equiv "Definition of Safe, Substitution, \Delta(Pl'\cup{(m,n)})"
    (\forall\mp@subsup{p}{1}{},\mp@subsup{p}{2}{}:Pl}\mp@subsup{l}{}{\prime}\cup{(m,n)}|\bulletCantTake p p p p )
= "Axioms for Sets"
    (\forall\mp@subsup{p}{1}{\prime},\mp@subsup{p}{2}{}:P\mp@subsup{l}{}{\prime}:\bullet\mathrm{ CantTake }\mp@subsup{p}{1}{}\mp@subsup{p}{2}{})\wedge(\forallp:P\mp@subsup{l}{}{\prime}|\bulletCantTake p (m,n)\wedge CantTake (m,n)p)
= "Definition of Safc"
    Safe }P\mp@subsup{l}{}{\prime}\wedge(\forallp:P\mp@subsup{l}{}{\prime}|\bullet\mathrm{ CantTake }p(m,n)\wedge\mathrm{ CantTake (m,n)p)
\equiv "SafoPl' 三 True, by assumption"
```

```
    (\forallp:P\mp@subsup{l}{}{\prime}|\bulletCantTake p (m,n) ^Cant'Take (m,n)p)
\equiv "Definition of CantTalse, Substitution, all terms proper"
```



```
\equiv "Know that fst * Pl' ={1..m-1}, so fst p=m\equivFalse and p=(m,on)\equivFalse"
    (\forallp:P\mp@subsup{l}{}{\prime}|\bulletsnd p\not=n\wedge(m- fst p)\not=| snd p-n|)
```

This is a much simpler condition to check.
We now define, for simplicity, the function Check, as follows:

```
Check }\hat{=}\mathrm{ (fun Pl &PPPosition, pos & Pasition:
    (\forallp:Pl| |nd p f snd pos ^(fst pos - fst p) fl snd p - snd pos |))
```


## The Final Specification

Returning to the initial specification ( 5.12 ) we can now present the complete final specification.
$[/\{P l \in$ Placing : SafePlacing $P l\}$
ㄷ "Above Refinements"
V/ let queens $=$ (fun $m \in \mathbb{N}$ :

$$
\begin{aligned}
m=0 \rightarrow\{ & \{(\theta\} \\
] m>0 \rightarrow & \left\{P l^{\prime} \in q u e e n s(m-1\}, u \in\{1 . . N\}:\right. \\
& \left.\left.\operatorname{Sale}\left(P l^{\prime} \cup\{(m, n)\}\right): P l^{\prime} \cup\{(m, n)\}\right\}\right)
\end{aligned}
$$

in queens $N$ )
$\equiv \quad$ "Substitution, Proper terms, Distribute Function Application inside let, Above simplification of $\operatorname{Sale}\left(P l^{\prime} \cup\{(m, n)\}\right)^{\prime \prime}$
let queens $=$ (fun $m \subset \mathbb{N}$ :

$$
\begin{aligned}
& m=0 \rightarrow\{\emptyset\} \\
& \| m>0 \rightarrow\left\{P l^{\prime} \in q u e e n s(m-1), n \in\{1 . . N\}:\right. \\
& \left.\left.\quad \operatorname{Check} P l^{\prime}(m, n): P l^{\prime} \cup\{(m, n)\}\right\}\right)
\end{aligned}
$$

in $\| /($ queens $N)$

## Comments

The above derivation is based very heavily on the axioms for sets. In general, sets do not form part, of a programming language. What is required is some form of data refinement
which will map each set and set operation to a data type and associated operation of the target language. An appropriate data type is likely to be that of sequences.

Notice that all the steps, except the application of the Recursion Introduction law, are equivalences rather than refinements. This is because, in building up the set of all solutions, we are adding no information to the original specification.

The final step, which has not been derived, would be to choose a single solution from the set of all solutions. This, necessarily, requires a refinement step since thore is curseatly no information to say which solution would be preferred. However, after the data refinement has taken place, resulting in a sequence of all solutions (according to some ordering), the final refinemert might be to choose the first placing in the sequence.

### 5.5 Towards Imperative Programming

In this section we illustrate the derivation of imperative style expressions using the example of Brescuham's line drawing algorithm [17; 85, 77]. This derivation originally appeared in [19], and is used here with modifications.

The example serves to demonstrate a number of points. First, the basic specification involves the use of ral numbers, which are not included in the expression larguage. We assume that the real numbers used can be reasoned about in the usual way. Our target language does not include real numbers, and so part of our goal is to derive an implementation which uses integers only.

We assume, in this example, that all terms are well-defined. This malos reasoning easier, since all terms are, in addition, assumed to be proper. These assumptions are reasonable in the context.

Finally, our target language is taken to bo a lazy functional language. This means that we use some functions which are not part of our specification language, but which are assumed to be a slandard part of the functional language. Laziness is assumed because of the usual detinition of these functions, which deal with possibly infinite sequences. Since our expression language already deals with infinite sequences, this does not present a problem.

Bcfore the problem is described we anticipate the need for two additional refinement laws which did not appear in sections 5.2 and 5.3 .2 . These are given as follows.

## Law (If Refinement)



## Whenever

$$
\begin{array}{cc}
(P \wedge Q) \Rightarrow E_{1} \sqsubseteq F_{1} & (P \wedge \neg Q) \rightarrow E_{1} \sqsubseteq F_{2} \\
(\neg P \wedge Q) \Rightarrow E_{2} \sqsubseteq F_{1} & (\neg P \wedge \neg Q) \Rightarrow E_{2} \sqsubseteq F_{2}
\end{array}
$$

and with $\Delta P$ and $\Delta Q$.
This can be proved from the refinement laws Disjunction of Guards, Using Context in Guards and the transformation laws for Alternations to Conditionals.

## Law (Application thru Conditional)

$$
\Delta P \rightarrow(f(\text { if } P \text { then } E \text { else } F) \equiv(\text { if } p \text { then } f E \text { else } f F))
$$

This can be proved by case analysis on the guard.

### 5.5.1 Background to the Derivation Style

Our aim in this example is to transform an expression of the shape $f *(m \ldots n)$ into d more ilerative style of functional program, where calculation of $f(i+1)$ can re-use some of the work that went into calculating $f$ i, for integer $i$ such that $m \leqslant i<n$. Suppose that colculating $f(i+1)$ from $f i$ is performed by applying a (simple) function, called next say, i.e.

$$
(\vee i: \mathbb{Z} \mid \bullet m \leqslant i<n \Rightarrow f(i+1)=\operatorname{next}(f i))
$$

then we would only have to apply $f$ once, namely to $m$, the first integer in the sequence. After that, we could simply keep applying next. Natorally, this only reduces work if the function next is simpler (cheaper) than the origical function $f$.

This idea is expressed formally using the functions take and iterate which are part of the standard Haskell prelucle and can be defined in any lazy functional programming language. The following theorem is stated from [19]:

## Theorem (Map to Iterate)

$$
(\text { use } \circ \text { make })\langle m \ldots n\rangle=(\text { take \# }(m \ldots n\rangle \circ(\text { use } *) \circ \text { itemate next })(\text { make } m)
$$

if $m \leqslant i<n \Rightarrow \operatorname{makc}(\dot{s}+1)-(n a m \circ$ make $) i$.
This theorom states a more general notion than that given above. It says that to map a function $f$ over an integer range, all we have to do is find three functions, here called make,
use and next, such that use omake is our original function $f$, and next captures a recurrence relation on make.

### 5.5.2 The Specification

Given two integer pairs ( $x_{1}, y_{1}$ ) and ( $x_{2}, y_{2}$ ), the line drawing problem is to find the pixels which best approximate the line segment between them. The mathematical representation of the (infinite) line is defined by the equation

$$
\begin{equation*}
f x \hat{=} y_{1}+m *\left(x-x_{1}\right) \tag{5.15}
\end{equation*}
$$

where $m$ is the slope of the line and can be calculated from

$$
m \hat{=}\left(y_{2} \cdot y_{1}\right) /\left(x_{2}-x_{1}\right)
$$

For convenionce, wo use the following abbreviations: $d_{y} \xlongequal{=} y_{2}-y_{1}$ and $d_{x} \doteq x_{2}-x_{1}$. However, the points of a mathematical line are given by pairs of real numbers, while pixcls are pairs of intcgers. We want to calculate those pixels which are nearest to the mathematical line, i.e. those which approximate the line.

Let us assume, for simplicity; that the value of the slope of the line is beween 0 and 1 . Other line segments can be obtained by symmetry. The problem now is to find, for the sequence of integer x -values $\left\langle x_{1} \ldots x_{2}\right\rangle$, those y -values which best approximate the mathemalical line given by (5.15) using only integer arithmetic.

The lime segment will be represented well if every $x \in \mathbb{Z}$ between $x_{1}$ and $x_{2}$ is paired with some $y \in \mathbb{Z}$ closest to $f x$. For convenience we define $n \hat{=} \#\left(x_{1} \ldots x_{2}\right\rangle$. Our initial specification is given by the expression

$$
\begin{equation*}
(\text { round } \circ f) *\left\langle x_{1} \ldots x_{2}\right\rangle \tag{5.16}
\end{equation*}
$$

which computes the integer $y$-values for $\left\langle x_{1} \ldots x_{2}\right\rangle$. The function round $: \mathbb{R} \rightarrow \mathbb{Z}$, which gives a proper result for all real numbers, is defined by:

$$
\begin{equation*}
\text { round } x \doteq \text { if } x-\lfloor x\rfloor>0.5 \text { then }\lfloor x\rfloor+1 \text { else }|x| \tag{5.17}
\end{equation*}
$$

where the floor of $x \in \mathbb{R}$, denoted $|x|$ : has the usual properties:

$$
\lfloor x\rfloor \leqslant x<\lfloor x\rfloor+1
$$

There are two problems with our initial specification. The first is that it uses real arithmetic, but, takes as input and output only integers. We would prefer to use integer arithmetic only. Secondly, the algorithm is inefficient, since $f$ is being applied to each member of the list $\left\langle x_{1} \ldots x_{2}\right\rangle$. We aim to use the Map to Iterate theorem to derive Rresenham's line drawing algorithm, which is officicnt and uses integer arithmetic only.

### 5.5.3 Refinements

We define the integex function $r: \mathbb{Z} \rightarrow \mathbb{Z}$ as follows:

$$
\begin{equation*}
r \doteq \text { round of } \tag{5.18}
\end{equation*}
$$

The initial specification (5.16) is now written:

$$
r *\left\langle x_{1} \ldots x_{2}\right\rangle
$$

We can use the Map to Iterate theorem if a recurrence relation can be found for $r$. This should use integer arithmetic only. Consider $r(x+1)$, where $x_{1} \leqslant x<x_{2}$,

```
\(r(x+1)\)
\(\equiv \quad\) "Definition of \(r(5.18) "\)
    (round \(\circ f)(x+1)\)
\(\equiv \quad\) "Definition of round (5.17)"
        if \(f(x+1)-\left\lfloor\int(x+1)\right\rfloor>0.5\) then \(\lfloor f(x+1)\rfloor+1\) else \(\lfloor f(x+1)\rfloor\)
\(\sqsubseteq \quad\) "If Refinement, proof requirements below"
    if \((f(x+1) \quad r x)>0.5\) then \(r x+1\) else \(r x\)
\(\equiv\) "For suitable \(e\), see below"
    if \(e x<0\) then \(r x \div 1\) olse \(r x\)
```

In the above derivation, the If Refinement law can be used only if the guard is proper (which it is) and if the four proof requirements are satislied. For example, we have to show

$$
(f(x+1)-\lfloor f(x+1)\rfloor>0.5) \wedge(f(x+1)-r x>0.5) \Rightarrow(\lfloor f(x+1)\rfloor+1 \equiv r x+1)
$$

This, and the other requirements, can be shown using the properties of floor and some real axithmetic. The basic idea is that, since the slope of the line is between 0 and 1 , the next $y$-value, $r(x-1)$, must be either the same as the previous value, $r x$, or its successor, $r x+1$. So, we have a recurrence relation for $r$, which depends on the value of ex. We now examine $c x$.

$$
\begin{array}{ll} 
& e x<0 \\
\equiv & \text { "From above derivation" } \\
& \int(x+1)-r x>0.5 \\
= & \text { "Definition of } f(5.15) " \\
& y_{1}+m *\left(x+1-x_{1}\right)-r x>0.5 \\
\equiv & \quad m=d_{y} / d_{x}, \text { multiply by } d_{x} " \\
= & d_{x} * y_{1}+d_{y} *\left(x+1-x_{1}\right)-d_{x} * r x>0.5 * d_{x} \\
= & \text { "arithmetic" } \\
& 2 * d_{x} * r x+d_{x}-2 * d_{x} * y_{1}-2 * d_{y} *\left(x+1-x_{1}\right)<0
\end{array}
$$

So, we define:

$$
\begin{equation*}
t x=2 * d_{x} * r x+d_{x}-2 * d_{x} * y_{1}-2 * d_{y} *\left(x+1-x_{1}\right) \tag{5.19}
\end{equation*}
$$

The function $e$ also satisfics a recurrence relation:

$$
\begin{equation*}
c(x \mid 1)-e x+2 * d_{x} *(r(x+1)-r x)-2 * d_{y} \tag{5.20}
\end{equation*}
$$

Note that this expression for $e$ uses integer arithmetic only. We can now eliminate $r$ from the recurrence relation for $c$. The difference between $r(x+1)$ and $r x$ is always either 0 or 1. So we have:

$$
\begin{array}{ll}
= & e(x+1) \\
= & \text { "Recurrence Relation }(0.20) " \\
\equiv \quad & e x+2 * d_{x} *(r(x+1)-r x)-2 * d_{y} \\
\equiv & \text { "Alternation Introduction, } \Delta(e x<0), \text { Alternation to Conditional" } \\
& \text { if } e x<0 \text { othen } e x+2 * d_{x} *(r(x+1)-r x)-2 * d_{y} \\
& \quad \text { else e } x+2 * d_{x} *(r(x+1)-r x)-2 * d_{y} \\
\equiv \quad \text { "Using Context in Guards, previous observations" } \\
& \text { if } e x<0 \text { then } c x \mid 2 * d_{x}-2 * d_{y} \text { clse } e x-2 * d_{y}
\end{array}
$$

We know from defivition (5.19) that e $x_{1}=d_{x}-2 * d_{y}$.
Now we have that the calculation of the next $y$-value, $r(x+1)$, depends on the previous y -value, $\mathrm{r} x$ and the difference value $e x$. Therefore, at each itcration, we want to calculate $r(x+1)$ and the next difference value $e(x+1)$. Let us define a function $k: \mathbb{Z} \rightarrow \mathbb{Z} \times \mathbb{Z}$ forming the pair:

$$
\begin{equation*}
k x \doteq(r x, e x) \tag{5.21}
\end{equation*}
$$

and combine the two recurrence relations into one:

$$
\begin{array}{ll} 
& (r(x+1), e(x+1)) \\
\equiv \quad \text { "Recurrence Relations" } \\
& (\text { if } e x<0 \text { then } r x+1 \text { else } r x \\
& \text { if } \left.e x<0 \text { then } e x+2 * d_{x}-2 * d_{y} \text { else } e x-2 * d_{y}\right) \\
\equiv \quad \text { "Product Formation thru Conditional" } \\
& \text { if } e x<0 \text { then }\left(r x+1, e x+2 * d_{x}-2 * d_{y}\right) \text { else }\left(r x, c x-2 * d_{y}\right)
\end{array}
$$

Now we can use the Map to Iterate theorem with:

```
next \(\quad \therefore \quad\) (fun \(r, e \in \mathbb{Z}:\) if \(e<0\) then \(\left(r x+1, e x+2 * d_{x}-2 * d_{y}\right)\)
else ( \(\left.r x, e x-2 * d_{y}\right)\) )
make \(\hat{\approx}(\) fun \(x \in \mathbb{Z}:(r x, e x))\)
use \(\xlongequal{=} \mathrm{fst}\)
```

which gives us, from our first specilication (5.16):

$$
\begin{aligned}
& \quad(\text { round } \circ f) *\left\langle x_{1} \ldots x_{2}\right\rangle \\
& \equiv \quad \text { "Definitions of } r \text { and } k,(5.18) \text { and }(5.21) \text { " } \\
& \equiv \quad(\text { fst } \circ k) *\left\langle x_{1} \ldots x_{2}\right\rangle \\
& \quad \text { "Map to Iterate theorem" } \\
& \quad \text { let next }=\left(\text { fun } r, e \in \mathbb{Z} \text { if } e<0 \text { then }\left(r x+1, e x+2 * d_{x}-2 * d_{y}\right)\right. \\
& \left.\quad \text { else }\left(r x, e x \cdots 2 * d_{y}\right)\right) \\
& \\
& \quad \text { in }(\text { toke } n \circ(\text { fst } *) \circ \text { iterule next })\left(y_{1}, d_{x}-2 * d_{y}\right)
\end{aligned}
$$

This implementation of specification (5.16) is eficient and uses only integer arithmetic. Tt. corresponds to Bresenham's line drawing algorithm [17].

In [19] it is shown how an imperative version of this program can be obtained through further transformations which make use of the state monad.

### 5.6 Conclusions

In this chapter we have provided the apparatus for proving properties of and refining specifications of the language defined in chapter 2.

A proof system, consisting of the axioms of chapter 2, a number of inference rules and a mothod of writing down proofs have been provided as a means of proving true boolean
exprossions of the language. Using a deductive form of reasoning, proofs proceed by substituting equivalent terms, "substituling equals for equals". 'The basic axioms of the lauguage are cxtended by a list of trausformation laws, useful for manipulating specifications.

A goal of the refinement calculus is to supply the means of calculating a program $P$ from a specification $S$. Usually we do not have that $P$ and $S$ are equivalent, but rather we have the relation that $P$ implements or relines $S$. In this chapter we have introduced a now operator巨- into the language, so that $S \sqsubseteq P$ is equivalent to the boolean value True whenever $P$ is a valid implementation or refinement of $S$. The operator $\sqsubseteq$ is transitive, allowing stepwise refinement. In addition, the majority of language constructs are monotonic with respect to refinement, meaning that piecewise refinement can occur.

For a small number of operations, including $\doteq, \not \equiv, \Delta$ and $\hat{\delta}$, arguments may be replaced only with equivalent expressions, not by refined expressions. In practice, this is not a problem, but some care should be taken when tefinement is piecewise. The non-monotonic operators are cssential for specification and for reasoning, and the care taken during piecewise refincraent is a small price to pay for their expressive power. The rultiplication example provided an instance where reasoning abont proper expressions, using $\Delta$, was necessary.

The example manipulations and refinements in section 5.4 demonstrate how the calculus might be used. Using the example of the kip function, we showed how recursion can be introduced into a refinement. The refinement of the $N$-qucens example showed both the introduction of recursion and how setts can be manipulated in the expression language. It also indicted where data refinemeni would be used.

The proofs associated with the printing control example demonstrate that laws of the proposed calculus can be used with larger specifications, reasoning equationally as before. Chapter 4 introduced the state monad with exceptions as a way of structuring large specifications, and this was shown to be useful in making specifications more readable. However, in section 5.4.3, we find that the use of monads make properties of specifications less easy to formulate. Although the monad laws can be added to the list of equivalence laws, it is likely that they would only be used to urfold the monad delinitions, resulting in a purely functional specification which is then manipulated using the laws of the calculus. Therefore, in reasoning about large specifications, the use of monads does not provide any extra machincry, and may even hinder the formulation of expressions.

Finally, the example of Bresenham's line drawing algorithm shows how programs in an imperative style can be derived from functional specifications.

A refinement calculus for the development of functional programs has now been presented. 'Ihis comprises the specification language of chapter 2 , the refinement relation and the
provision of a set of refinement laws - including basic axioms, the transformation laws and the laws of section 5.3.2. What remains is a justification of their validity in terms of a denotational semantics and proofs of the laws of the calenlus. This is what is now addressed in chapter 6 .

## Chapter 6

## Semantics

In this chapter we describe a denotational semantics for the expression language set out in chapters 2 and 5 . The role of the semantics is to provide a model of the language which can be used to justify the uxioms and rules of inference. This will show that the theory is consistent.

Other approaches to specification languges based on expressions have avoided the issue of semantics [68] or have given a semantics based on predicate transformers [90]. We take the approach, based on an example in [88], of mapping each expression of the language onto its set of possible values. An overview of the mothodology and notation used is given in section 6.1. The semantic mapping is defined by structural induction in section 6.2.

The difficult problem of giving a semantics to recursive function definitions is tackled in section 6.3. This involves some applications of domain theory and, since our expressions denote sets, powerdomains in particular. We order the sets of our semantic domains using the Egli-Milner ordering, and apply the fixpoint theoren for monotonic functions to give a formal account of recursive functions in the specification language.

In section 6.4 we cxamine refinement of expressions and use the Snyth ordering to give a semantic definition of the relation. In section $6.5^{2}$ we use the semantic definitions to show that the semantics supports the axioms of the language and the inference rules proposed in chapter 5.

Finally, section 6.6 describes informally how a denotational semantics might be given to the sperification modules introduced in chapter 3.

### 6.1 Methodology

In chapters 2 and 5 an expression language was described formally though the use of type rules and axioms. In this chapter we give a semantic presentition of the language, mapping each expression to some set using structural induction. Our aim is to clemonstrate that these sets, in the semantic domain, provide a good model for the axioms and laws of the expression langnage. In this section we give an informal overviow of the mapping used.
'I'he semantic mapping, which we call $\mathcal{M}$, maps an expression $E$ to its set of possible evaluations. We call such sets $M$-sets, and $M E$ is called the $M$-set of expression $E$.

Fiach type $T$ of the expression language has an associated sernantic domain $D_{T}$, Each $D_{T}$ contains a 'least' elemont, $L_{D_{T}}$ which is associated with the undefined value of $T_{,} \perp_{T}$, of the expression language. A more formal treatment of domains will be given in section 6.3 where the semantics of recursion is consiclered. For the semantics of non-recmrsive expressions, however, it is sufficiont to ictentify clomains with maximal typed sels.

For example, the associated domain for the type Bool is the lifted boolean domain Boold, which contains the elements True: False and $\perp_{\text {Bool }}$ has operators $, V, \wedge, \Rightarrow$; as well as quantifiers $\forall=$. These values, operators and quantifiers in the semantic comain are distinct, from their comiterpartis in the expression language, although they are written using the same symbols.

The domain Bool, the domain $\mathbb{Z}$ and the domain Char are standard primitive domadus of most versions of domain theory.

Undefinedness in the expression language is handled by using lifted domains, which always have a. least element. Non-determinism in the expression language is handled by mapping expressions onto sets of possible evaluations which exist in the associated domain. So, our mapping $\mathcal{M}$, in general, takes a bype $T$ onto the powerset of its associated domain $D_{T}$, the powerdomain $P D_{T}$. For example, the $\mathcal{M}$-set of a boolean expression is in the powerdonain $\mathcal{P B o o l}$, , i.e. it is a set of elements from Bool_L $^{\prime}$. The powerdomain structure will be explained in more detail in section 6.3.

A proper expression in the expression language will be mapped by $M$ to a singleton set in the semantic domain. This makes sense becnnse a proper expression has exactly one possible evaluation. e.g.

$$
\mathcal{M}(\text { True })=\{\text { True }\}
$$

A non-deterministic expression will be mapped to a set containing at least two elements,
since it has more than one possible evaluation. e.g.

$$
\mathcal{M}(\text { Irue }\lceil\text { Fatse })=\{\text { Irue }, \text { False }\}
$$

So non-deterministic choice in the expression language is modelled by set union in the sernantic domain.

An expression which is undefined in the expression language will be mapped to a set containing the least element of the associated domain. e.g.

$$
\left.\mathcal{M}\left(Y_{7} u \in\right\rceil \perp_{\text {Bool }}\right)=\left\{7 \text { rue }^{\prime} \perp_{\text {Bool }}\right\}
$$

The meaning of the miraculous expression $T$ is given by the empty set of the semantic domain. This is because it has no possible evaluations.

Intuitively, an expression $E^{\prime}$ is well-defined if - is not in its set of possible evaluations, i.e. $\perp \notin \mathcal{M E}$. An expression $E$ is total if its set of possible evaluations is non-empty, i.e. $\mathcal{M} E \neq \emptyset$. If the $\mathcal{M}$-set of an expression $E$ is a singleton set, then $E$ is deterministic.

Strictuess, for example of products, in the expression language will be modelled by laking the smash product of $\mathcal{M}$-sets. In a smash product domain $D_{1} \otimes D_{2}$ there is no distinction between the pairs $\left(d_{1}, \mathcal{L}_{2}\right),\left(i_{D_{1}}, d_{2}\right)$ and $\perp_{D_{1} \otimes D_{2}}$, i.c. it is the strict product domain. The smash product operator, $\otimes$ will be explained in more detail in section 6.3 .

Distribution of operators over operands in the expression language will be modelled by mapping the denotation of the operator over the $\mathcal{M}$-set of the operand. For example

$$
\mathcal{M}(1+(3 \rrbracket 4))=(+) \times(\{1\} \otimes\{3,4\})
$$

which takes the smash products of the denotations of the operands (so enforcing strictness) and then maps the addition operator of the integer domain over the resulting set. This gives

$$
\begin{aligned}
\mathcal{M}(1+(3 \rrbracket 4)) & =(+) *(\{1\} \otimes\{3,4\}) \\
& =(1) *\{(1,3),(1,4)\} \\
& =\{4,5\} .
\end{aligned}
$$

as expected.

## Notation

In the following we will make use of a notation for set comprehensions borrowed from Wadler [88]. This is based on the list comprehension notation used in functional programming languages; as in $\left[122_{j}^{*}\right.$. We use this notation in order to distinguish the set comprehensions of the specification language from those in the semantic domain.

For $S$ a singleton set in the semantic domain, we use $\epsilon S$ to mean the single element of that set.

We define the shorthand notation $\operatorname{cond}(c, S, T)$, where $c$ is a condition and $S$ and $T$ are sets:

$$
\operatorname{cond}(c, S, T) \hat{=} \text { if } c \text { then } S \text { else } T
$$

All of $c, S, T$ here are objects in the semantic world, and not at the level of specifications. Some nice propertics of cond are the following:

$$
\begin{array}{ll}
\operatorname{cond}(\neg c, S, T) & =\operatorname{cond}(c, T, S) \\
\operatorname{cond}\left(c, S \cup S^{\prime}, T\right) & =\operatorname{cond}(c, S, T) \cup \operatorname{cond}\left(c, S^{\prime}, T\right) \\
\operatorname{cond}\left(c \vee c^{\prime}, S, \emptyset\right) & =\operatorname{cond}(c, S, \emptyset) \cup \operatorname{cond}\left(c^{\prime}, S, \emptyset\right) \\
\operatorname{cond}\left(c, \operatorname{cond}\left(c^{\prime}, S, \emptyset\right), \theta\right) & =\operatorname{cond}\left(c \wedge c^{\prime}, S, \emptyset\right)
\end{array}
$$

We also have that, if from $c$ we can decluce $S=S^{\prime}$ then:

$$
\operatorname{cond}(c, S, T)=\operatorname{cond}\left(c, S^{\prime}, T\right)
$$

These properties will be used in proofs.
Notice here that we are talking about sets in the semantic domain, and hence equality (=) is the usual equality of sets, not to be confused with the equality operator of the expression language. All conditions $c$ are well-defined.

### 6.2 Semantics of Expressions

In this section we treat each expression of the specification language and describe its $\mathcal{M}$-set using structural induction. We brgin with proper values of the types Bool, $\mathbb{Z}$ and Char. For $y$ ary such vahue:

$$
\mathcal{M} v=\{\mathbf{v}\}
$$

Here, the ' $v$ ' on the left is a value in the specification language, while that on the right, ' $v$ ' is the corresponding value from the associated semantic domain. In general the two will not be distinguished.

Examples of instances of this mapping are:

$$
\begin{aligned}
& \mathcal{M} T u e=\{\text { True }\} \\
& \mathcal{M} B=\{3\} \\
& \mathcal{M}^{\prime} \mathbb{K}^{\prime}=\left\{^{\prime} \&^{\prime}\right\}
\end{aligned}
$$

## Undefinedness and Non-Determinism

T'he bottom expression is mapped onto the sel containing the least element of the associated domain.

$$
\mathcal{M} \perp_{T}=\left\{!D_{T}\right\}
$$

The miracle expression is mapped onto the cmpty set.

$$
\mathcal{M T}=\emptyset
$$

The set of possible outcomes of an expression $E \| F$ coutains the possible olltcomes of $E$ and the possible outcomes of $F$.

$$
\mathcal{M}(E \| F)=\mathcal{M} E \cup \mathcal{M} F
$$

So, if $\perp$ is a possible outcome of either $E$ or $F$, then it is also in the set of possible outcones for $E \in F$.

We now want to describe the $\mathcal{M}$-mappings for $\equiv=\delta$ and $\Delta$. Consider a statement of the form $E=F$ of the exprossion language. 'This should be True il $\mathcal{M} E$ and $M F$ are the same, and False otherwise. But the denotation of the expression True is given by the set containing True in the semantic domain. Therefore the mapping for equivalence, $\equiv$, must be onto a (singleton) set.

The denotation of $\delta E$ should be the set $\{$ True $\}$ if the $\mathcal{M}$-set of $E$ contains the least element of the associated domain, and \{False\} otherwise. The denotation of $\Delta E$ should be the set $\{T r u e\}$ if the $\mathcal{M}$-set of $E$ is a singleton set not containing the least element of the associaterd domain, and \{l'alse\} otherwise. Both $\mathcal{M}(\delta E)$ and $\mathcal{M}(\Delta E)$ should be singleton sets.

From the above analysis, we have the following mappings:

$$
\begin{aligned}
\mathcal{M}(E \equiv F) & -\{\mathcal{M} E \sim \mathcal{M} F\} \\
\mathcal{M}(\delta E) & =\{\perp \notin \mathcal{M} E\} \\
\mathcal{M}(\Delta E) & =\{\# \mathcal{H} E=1 \wedge \mathcal{M} E \neq\{\perp\}\}
\end{aligned}
$$

The denotation for equality, - - , dnes not necessarily result in a singleton set, since in the expression language equality distributes over choice, e.g.

$$
((3] 4)=(3[4)) \equiv(T r u c \rrbracket \text { False })
$$

and is, in addition, strict. So, for equality, we have:

$$
\mathcal{M}(E=F)=(=) *\left(\mathcal{M} E \otimes \mathcal{M} F^{\prime}\right)
$$

This takes the $\mathcal{M}$-sets of $E$ and $F$, forms all possible pairs and compares thern: pairwise, for equality.

## Semantics of Boolean Expressions

The $\mathcal{M}$-semantics for Boolean expressions are not very elegant, because most of the operators are not strict and do not distribute over choice. For negation, however, there is no problem

$$
\mathcal{M}(\neg P)=(\neg) * \mathcal{M} P
$$

where $\rightarrow$ in the semantic domain is strict.
Possible outcomes for disjunction are given by extension

$$
\begin{aligned}
\text { True } \in \mathcal{M}(P \vee Q)- & \text { True } \in \mathcal{M} P \vee \text { True } \in \mathcal{M} Q \\
\text { Folse } \in \mathcal{M}(P \vee Q)= & \text { Fulse } \in \mathcal{M} P \wedge \text { False } \in \mathcal{M} Q \\
\perp \in \mathcal{M}(P \vee Q)- & (\perp \in \mathcal{M} P \wedge \mathcal{M} Q \neq\{\text { True }\} \\
& \vee(1 \in \mathcal{M} Q \wedge \mathcal{M} P \neq\{\text { True }\})
\end{aligned}
$$

Notice that the boolean operators on the left of these equations are those of the specification language, while those on the right are part of the semantic language.

For example, consider the expression (True [ False) $\vee$ False. The $\mathcal{M}$-set of this expression must contain Truc because Truc is in the $\mathcal{M}$-set of the first clisjunct; and it must, contain

False because False is in the $\mathcal{M}$-sets of both disjuncts. Tt does not contain $L$ becanse $L$ is not in either of the $M$-sets. We conclude that:

$$
M((\text { True }] \text { False }) \vee \text { False })-\{\text { True, False }\}
$$

Conjunction can be expressed in terms of negation and disjunction, while implication is expressed in terms of disjunction, negation and $\Delta$. It turns out that the mapping for implication is the following:

$$
\begin{aligned}
& \text { True } \in \mathcal{M}(P \Rightarrow Q)=\text { True } \in \mathcal{M} P \Rightarrow \text { True } \in \mathcal{M} Q \\
& \text { False } \in \mathcal{M}(P \rightarrow Q)=M P=\{\text { True }\} \text { False } \in \mathcal{M} Q \\
& \perp \in \mathcal{M}(P \vee Q)
\end{aligned}=\mathcal{M} P=\{\text { True }\} \wedge \perp \in \mathcal{M} Q: \$
$$

Again, this is given by extension. The mappings are included here because they will be used when we show that the Modus Ponens inference rule is valid in the model (see section 6.5 ).

Universal quantilication is given by the following:

$$
\begin{aligned}
& \text { True } \in \mathcal{M}(\forall x: T \mid P \cdot Q) \quad-\left(\forall x: D_{T} \mid \operatorname{True} \in M P \cdot \operatorname{Tr} u \in^{\in} \in \mathcal{M} Q\right)
\end{aligned}
$$

$$
\begin{aligned}
& \perp \in \mathcal{M}(\forall x: T \mid P \cdot Q) \quad-\quad\left(\exists x: D_{T} \mid \text { True } \in M P \cdot \perp \in \mathcal{M} Q\right) \\
& \wedge\left(\vee x: D_{T} \mid \text { True } \in \mathcal{M P} \bullet \mathcal{M} Q \neq\left\{I^{t} u / s \in\right\}\right)
\end{aligned}
$$

And for existential quantification:

$$
\begin{aligned}
\text { True } \in \mathcal{M}(\exists x: T \mid P \bullet Q)= & \left(\exists x: D_{T} \mid \text { True } \in \mathcal{M} P \cdot T \text { Tue } \in \mathcal{M} Q\right) \\
\text { False } \in \mathcal{M}(\exists x: T \mid P \bullet Q)= & \left(\forall x: D_{T} \mid \text { True } \in \mathcal{M P} \cdot \text { False } \in \mathcal{M Q}\right) \\
\perp \in \mathcal{M}(\exists x: T \mid P \bullet Q)= & \left(\exists x: D_{T} \mid \text { True } \in \mathcal{M} P \bullet \perp \in \mathcal{M Q} Q\right. \\
& \wedge\left(\exists x: D_{T} \mid \text { True } \in \mathcal{M P} \cdot \mathcal{M} Q \neq\{\text { True }\}\right)
\end{aligned}
$$

We notice that the quantification on the left is that of the specification language, and hence three-valued, whereas that on the right is quantification in the semantic domain, and hence two-valued. Further, we notice that the $x$ on the left is a variable identifier of the specification languge, while that on the right is of the semantic language, which makes the predicates $P$ and $Q$ something of a hybrid. The intention is that $x$ in the semantic language and $M x$ for $x$ in the specification language, should correspond.

## Semantics of Integer Exprossions

For operations over the integers, with $\oplus$ one of $+,-, x, L,\lceil$ and $\emptyset$ one of $/$, mod, div, we have

$$
\begin{aligned}
& \mathcal{M}(E \oplus F)=\neq *(\mathcal{M} E \otimes \mathcal{M} F) \\
& \mathcal{M}(E \oslash F)=-*(\mathcal{M} E \otimes \mathcal{M} F \backslash\{0\}) \cup \operatorname{cond}(0 \in \mathcal{M} F,\{\perp\}, \emptyset)
\end{aligned}
$$

In the first case, we take the smash product, to enforce strictness, and then map the semantic function ( $\oplus$ ) over the set, which models distribution over choice. We assume that the application of $(\oplus)$ to $\perp_{\mathbb{Z} \times \mathbb{Z}}$ is $\perp_{\mathcal{Z}}$. In the second case we do the same thing, but remove zero as a possible divisor. Then, if zero is a possible outcome of $F$, we add $\perp_{\mathbb{Z}}$ to the resulting $\mathcal{M}$-set.

For example:

$$
\begin{aligned}
\mathcal{M}(3 /(3[0)) & =(/) *(\{3\} \otimes\{3,0\} \backslash\{0\}) \cup \operatorname{cond}\left(0 \in\{3,0\},\left\{\perp_{\mathbb{Z}}\right\}, 0\right) \\
& =(/) *(\{3\} \otimes\{3\}) \cup\left\{\perp_{\mathbb{Z}}\right\} \\
& =\left\{1, \perp_{\mathbb{Z}}\right\}
\end{aligned}
$$

as required.

## Semantics of Pairs

For pairs, again strictness is enforced by using the smash product. The associated operators arc mapped over the resulting sets, molelling distribution. Note that the domain operators fist and snd are strict.

$$
\begin{aligned}
& \mathcal{M}\left(E^{\prime}, F\right)=M E \otimes \mathcal{M} F \\
& \mathcal{M}(\mathrm{fst} p)=f s t * \mathcal{M} p \\
& \mathcal{M}(\operatorname{snd} p)=\operatorname{snd} * \mathcal{M} p
\end{aligned}
$$

For example:

$$
\begin{aligned}
\mathcal{M}\left(\mathrm{fst}\left(3,5 \square \perp_{\mathbb{Z}}\right)\right) & \left.=f s t * \mathcal{M}(3,5] \perp_{\mathbb{Z}}\right) \\
& =f s t *\left(\{3\} \otimes\left\{5, \perp_{\mathbb{Z}}\right\}\right) \\
& -f s t *\left\{(3,5), \perp_{\mathbb{Z} \times \mathbb{Z}}\right\} \\
& =\left\{3, \perp_{\mathbb{Z}}\right\}
\end{aligned}
$$

as expected.

## Semantics of Functions

The meaning of a function is giver by the set of its possible graphs. Each graph is an set of pairs ( $x, y$ ) where $y$ is a possible value of the function at $x$, if it is defined and total, or $y$ is $\perp$ if the value at $x$ is undefined. Thus

```
\(g \operatorname{rraph}_{\mathrm{p}}\left(\right.\) (fun \(\left.x \in I^{\prime}: E\right) \xlongequal{=}\left\{(a, b) \mid a \leftarrow D_{T} \backslash\left\{\perp_{D_{T}}\right\}, b \leftarrow \mathcal{M}(E[a / x])\right\}\)
\(\mathcal{M}(\) fun \(x \in T: E)=\{\operatorname{graph}(\) fun \(x \in T: E)\}\)
```

The $\mathcal{M}$-sct of a deterministic function expression is a singleton sct containing one graph. The domain of a graph $g$ : dom $(g)$, is the set of all $x$ 's such that there is a pair $(x, y)$ in $g$, i.e. the set of all $x$ 's that have a total value under the function given by $g$. The image of a value $a$ in a graph $g, I_{m}(a, g)$, is the set of possible values of the function given by $g$ at a. For a set of values $A$ and a set of graphs $G, I M(A, G)$ is the union of cach $\operatorname{Im}(a, g)$ for $a \in A$ and $g \in G$. For two graphs $g_{1}$ and $g_{2}$ such that the domain type of $g_{1}$ is the same as the result type of $y_{2}$, compose $\left(g_{1}, g_{2}\right)$ is as expected. We define

```
\(\operatorname{dom}(g) \quad \hat{=} \quad f s t * g\)
\(\operatorname{Im}(a, g) \quad \doteq \operatorname{cond}(a \neq 1,\{b \mid(a, b) \leftarrow g\},-)\)
\(I M(A, G) \quad \hat{=} \cup(I m *(A \times G))\)
compose \(\left(g_{1}, g_{2}\right) \hat{=}\left\{(a, c) \mid(a, b) \leftarrow g_{2},(b, c) \leftarrow g_{1}\right\}\)
```

Properties of $I M$ include

$$
\begin{aligned}
I M\left(A \cup A^{\prime}, G\right) & =I M(A, G) \cup I M\left(A^{\prime}, G\right) \\
M\left(A, G \cup G^{\prime}\right) & =I M(A, G) \cup I M\left(A, G^{\prime}\right)
\end{aligned}
$$

which will be useful in proofs. Now we have that the application of a function to an expression is obtained simply by looking up all the possible results in the corresponding graph(s). Function composition is obtained by mapping compose across the set of pairs of the corresponding graphs.

$$
\begin{aligned}
& \mathcal{M}(f E)=I M(\mathcal{M} E, \mathcal{M} f) \\
& \mathcal{M}\left(f_{1} \circ f_{2}\right)=\text { compose } *\left(\mathcal{M} f_{1} \otimes \mathcal{M} f_{2}\right)
\end{aligned}
$$

Syntactically, a total function is one whose body is a total expression. Semantically, this
condition is expressed as: for $f$ a function of type $T, T^{f}, f$ is a total function if

$$
\left(\forall g \in \mathcal{M} f, a \in D_{r}: \operatorname{Im}(a, g) \neq \emptyset\right)
$$

or, equivalently

$$
\left(\forall g \in \mathcal{M} f, a \in D_{T}: a \in \operatorname{dom}(g)\right)
$$

According to the syntactic rules, the application $f E$ cannot be formed unless the function $f$ is a total function.

## Scmantics of Generalised and Biased Choice

We've already seem that the choice operator is modelled by set union in the semantic domain, so any possible outcome of $E$ or $F$ will be a possible outcome of $E[F$. It follows that generalised choice over a set $S$ will have $S$ as its set of possible outcomes. Although we have not yet said what the meaning of a sel expression is, we assert that $\bigcup \mathcal{M} S$ is the same as the set $S$. The $\mathcal{M}$-set for a biased choice is obtained by looking at $\mathcal{M E} E$. If it is not empty, then $E$ has a non-cmpty set of possible results (possibly including $\perp$ ) and must be total, i.e. $M E \neq \emptyset$. In this case, the $\mathcal{M}$-set is just $\mathcal{M} E$. Otherwise we take $\mathcal{M} k^{\prime}$.

$$
\begin{array}{ll}
\mathcal{M}(\square / S) & =\cup \mathcal{M} S \\
\mathcal{M}(E \stackrel{\leftarrow}{\square} F) & =\operatorname{cond}(\mathcal{M} E \neq \emptyset, \mathcal{M} E, \mathcal{M} F)
\end{array}
$$

Notice that the only way infinite sets arise in the semantic domain is from the meaning of a generalised choiee over an infinite set. This will be important in our treatment of recursive functions.

## Semantics of Guards and Assumptions

The $\mathcal{M}$-set for a guarded expression $P>E$ is a little more complicated, since there are three possibilities. If the guard is true, then the resulting $M$-set is just $\mathcal{M} E$. If the guard is false, then the result should be non-total, i.c. the empty set. But if the guard is improper, then the resulting $\mathcal{M}$-set should contaix just $\perp$. The $\mathcal{M}$-semantics for assumptions is similar, but they behave the same way whenever the assumption is non-truc, giving an undefined
result．

$$
\begin{aligned}
& \mathcal{M}(P \rightarrow F)=\operatorname{cond}(\mathcal{M} P=\{\text { Trwe }\}, \mathcal{M F}, \operatorname{cond}(M P=\{\text { Folse }\},\{,\{\perp\})) \\
& \mathcal{M}(P>F)=\operatorname{cond}(\mathcal{M} P=\{\text { True }\}, \mathcal{M} F,\{\perp\})
\end{aligned}
$$

## Semantics of Sets，Bags and Sequences

In order to simplify the semantics of the data structures sets，bags and sequences，we treat them，essentially，in the same way that simple values are treated．So，the $M$－set of a set in the expression language，is a set of sets in the semantic domain．Similarly，a bag of the expression language is denoted by a set of bags，and a sequence in the expression language is denoted by a set of sequenees in the semantic domain．We have，for sets

$$
\begin{aligned}
\mathcal{M}\{x \in T: P\} & =\left\{\left\{x \in D_{T} \backslash\left\{\perp_{D_{T}}\right\}: \mathcal{M} P=\{\text { Truc }\}\right\}\right\} \\
\mathcal{M}(\bigcup / A) & =(\bigcup /) * \mathcal{M} A \\
\mathcal{M}(x \subset A) & =(\epsilon) *(\mathcal{M} x \otimes \mathcal{M} A)
\end{aligned}
$$

For bags

$$
\begin{aligned}
\mathcal{M} \llbracket x: T \times E \rrbracket & =\left\{\left[x: D_{T} \nless ⿻ 彐 丨 匕 刂\right.\right. \\
\mathcal{M}\left(B, E^{\prime}\right) & \left.=\{b \cdot a \mid b \leftarrow \mathcal{M} E\}, a \leftarrow \mathcal{M} E^{\prime}\right\}
\end{aligned}
$$

And lor sequences

$$
\begin{aligned}
\mathcal{M}\langle i: I \times E\rangle & =\left\{\left\langle i: D_{I} \text { 决 a }\right\} \mid a \leftarrow \mathcal{M} E\right\} \\
\mathcal{M}(\text { dom } S) & -(\text { dom }) * \mathcal{M} S \\
\mathcal{M}(S[j]) & =\left\{s\left[j^{\prime}\right] \mid s \leftarrow \mathcal{M} S, j^{\prime} \leftarrow \mathcal{M} j\right\}
\end{aligned}
$$

where $D_{I}$ is the initial subset of the natural numbers in the semantic domain corresponding to the initial subset of the natural numbers $T$ in the expression language．

## 6．3 Semantic Domains and Recursion

Our aim in this section is to give a meaning to recursive function expressions of the speci－ fication language．These are syntactically of the form

$$
\text { let } f=E[f] \text { in } Y[f]
$$

where $f$ has type $A \rightarrow B$. Traditionally, the semantics of such a function is the least fixpoint of some functional in the semantic domain. Our goal, then, is to be able to apply the Fixpoint Theorem (theorem 2, to follow). This requires a tileory of epo's and monotonic functions such as can be found in any text on denotational semantics (e.g. [23, 35, 66, 74; $82,86]$ ).

### 6.3.1 Cpo's and Fixpoints

We assume the reader is familiar with the basic concepis of partial orders and partially ordered sets (posets), chains of clements from a posct, least upper bounds etc. We will usually write a partially orderecl set using the notation ( $D, \sqsubseteq$ ) where $D$ is a set of elements, and $\sqsubseteq$ is a partial ordering over $D$. If the ordering is obvious, we shall simply write $D$ for the poset ( $D, \sqsubseteq$ ). In addition, the relation $\sqsubseteq_{D}$ may be used to represent the associated partial ordering for the set $D$. Subscripts may be dropped if the meaning is clear from the context. We now give a definition of a complete partial order.

Definition 1 A partially ordered set ( $D, \underline{-}$ ) is a complete partial order, cpo, if every increasing chain of elements of $D,\left\langle d_{n}\right\rangle$, has a least upper bound (lub).

Note that from this definition, since cmpty chains of elements of $D$ have not been excluderl, every cpo has a least element, written $\perp_{D}$, or $\perp$ if the subscript is obvions.

Every set $X$ gives a flat cpo, $\left(X_{\perp}, 巨_{C}\right)$, where $X_{\perp} \ddot{=} X \cup\{\perp\}$ and $x \sqsubseteq y$ iff $x=1$ or $x=y$. Examples of such flat domains inclucde $\mathbb{Z}_{\perp}$, Bool $_{\perp}$ and Char ${ }_{1}$, which will henceforth be written without subscripts. A more interesting class of cpo is $(\mathbb{P} S, \subseteq)$ for any set $S$, the set of all subsets of $S$ ordered by ordinary sot inclusion. The least element of $\mathbb{P} S$ is the empty set, and the least upper bound operation is set union.

An important concept in the theory of fixpoints is that of a monotonic function.

Definition 2 hct $\left(D, \sqsubseteq_{D}\right)$ and $\left(E, \sqsubseteq_{E}\right)$ be cpo's. A function $f: D \rightarrow E$ is monotonic iff, for every $x, y \in D$, if $x \sqsubseteq D y$ then $f x \sqsubseteq_{1} f y$.

The functions gencrally needed for the semantics of progranming languages are continnons, i.e they prescrve limits of increasing chains.

Definition 3 Let $(D, \equiv D)$ and $\left(E: \sqsubseteq_{E}\right)$ be cpo's. A. function $f: D \rightarrow E$ is continuous iff, for each chain $\left\langle d_{n}\right\rangle$ of elements of $D, f\left(\backslash d_{n}\right)=\bigsqcup f d_{n}$.

It should be clear that every continuous function is necessarily monotonic.
We have seen that any flat partial order is a cpo. Likewise any partial order, with a least elcment, which only has eventually constant increasing infinite chains, is also a cpo. In fact, all monotonic functions over such cpo's are concinuous.

For any function $f: D \rightarrow D$, an clement $d$ of $D$ is a fixpoint of $f$ iff $f d=d$. Such a $d$ is the least fixpoint if, for any other fixpoint $d^{\prime}$ of $f, d \sqsubseteq_{D} d^{\prime}$. We now state the fixpoint theorem (see [47]).

Theorem 1 Let $(D, \sqsubseteq)$ be a cpo with least element $\perp_{D}$. Every continuous function $f: D \rightarrow D$ has a least fixpoint which is $\left\lfloor f^{n}\right\rfloor_{D}$.

This theorem is used widely to give denotational semantics to programming languages, particularly to iterative and recursive programming constructs. Domains with continuous functions provide denotations for almost all useful propramming constructs. The exception, however, is unbounded non-determinism, which we use as a tool for specification rather than as part of the programming language. In this case we deal with monotonic, rather than continuous, functions. We use the fixpoint theorem for monotonic functions, stated in [50,67] and attributed to Hitchcock and Park.

Theorem 2 Leet ( $D, \sqsubseteq$ ) be a cpo. Then for any monotonic mapping $f: D \rightarrow D$, the set of fiapoints of $f$ contains a least element.

A proof of this theorem can be found in [67]. The least fixpoint is given by $f^{\wedge} \perp_{D}$ for some ordinal $\alpha$. So, unlike the case for continuous functions, the fixpoints of monotonic functions are not necessarily obtainable as the lubs of countable chains.

### 6.3.2 Domain Constructors

We have seen examples of some simple domains, such as the flat domains $\mathbb{Z}$, Bool and Char. New domains can be constructed using operators on domains. We look at some of the most common domain constructors here.

## Products and Smash Products

Given two posets $\left(D, \sqsubseteq_{D}\right)$ and $\left(E, \sqsubseteq_{E}\right)$, their product domain ( $D \times E, \sqsubseteq_{D \times E}$ ) is the set of pairs ( $d, e$ ) such that $d \in D$ and $e \in E$, partially ordered coordinatewise, i.e. $(d, e) \sqsubseteq_{D \times F}\left(d^{\prime}, e^{\prime}\right)$
iff $\left.d E_{n}\right) d^{\prime}$ and $e\left[E e^{\prime}\right.$. If $D$ and $E$ : are cpo's, then so also is $D \times E$. Note that $\left\langle(x, y)_{n}\right\rangle$ is a chain in $D \times E$ iff $\left\langle x_{n}\right\rangle$ is a chain in $D$ and $\left\langle y_{n}\right\rangle$ is a chain in $E$. Least upper bounds of chains in $D \times E$ are givea by $\bigsqcup(x, y)_{n}=\left(\left\lfloor x_{n},\left\lfloor y_{n}\right)\right.\right.$.

Given cpo's $D, E$ and $F$, a function $\int: D \times E \rightarrow F$ is continuous iff it is continuous in each of its arguments individually. This result can be cxlended to general products.

In the product domain $D \times E$ the pairs $\left(d, \perp_{E}\right)$ and $\left(\perp_{D}, e\right)$ are distinct, if $d \neq \perp_{D}$ or $e \neq \perp_{E}$. However, in the smash product $D \otimes E$ such pairs are identified with the least clcment of the domain, $\perp_{D \otimes H}$. The elements of $D \otimes E$ are those pairs $(d, e) \in D \times E$ such that $d \neq \perp_{D}$ and $e \neq \dot{I}_{E}$, and the element $\perp_{D \otimes E}$. The ordering is coordinatewise, and $\perp_{D \otimes B}$ is the least element of $D \otimes E$. Tt follows that the smash product is a cpo since it has the same least element and the same lubs of increasing sequences as the Cartesian product. This makes $D \otimes E$ a subcpo of $D \times E$.

Note that $\otimes$ preserves the flatness of domains, i.e. if $D$ and $E$ are flat cpo's, then so is $D \otimes E$.

## Function Spaces

For $D$ a set and $\left(E, \sqsubseteq_{E}\right)$ a poset, their function space $\left(D \rightarrow E, \sqsubseteq_{D \rightarrow E}\right)$ is the set of functions from $D$ to $E$ with the pointwise partial ordering $f \Xi_{0 \rightarrow E} g$ iff $\left(\forall x \in D . f x \underline{L}_{E} g x\right)$. If $\left(E, \sqsubseteq_{E}\right)$ is a cpo, then so also is $\left(D \rightarrow F, \square_{D \rightarrow E}\right)$, with lubs of increasing sequences given by $\left(\bigsqcup f_{n}\right) x=\bigsqcup\left(f_{n} x\right)$, and least element $\left(\lambda x \in D . \perp_{F}\right)$.

For $D$ a set and ( $E, \sqsubseteq_{E}$ ) a poset, the function space ( $D \xrightarrow{m} E, 巨_{D \rightarrow E}$ ) is the set of monotonic functions from $D$ to $E$ with the pointwise partial ordering inherited from ( $D \rightarrow E, \sqsubseteq_{D \rightarrow E}$ ). If $(E, \underline{L 匕})$ is a cpo, then so also is $\left(D \xrightarrow{m} E \sqsubseteq_{D \rightarrow E}\right)$. It is, in fact, a subcpo of $\left(D \rightarrow E^{\prime}, \sqsubseteq_{D \rightarrow E}\right)$.

For $D$ a set and ( $E, \sqsubseteq_{E}$ ) a posct, the strict function space $\left(D \rightarrow_{\perp} E, \sqsubseteq_{D \rightarrow E}\right.$ ) is the set of stricli functions from $D$ to $E$ with the pointwise ordering inherited from $\left(D \rightarrow E, \sqsubseteq_{D \rightarrow E}\right)$. If ( $E, \sqsubseteq_{E}$ ) is a cpo, then so also is $\left(D \rightarrow_{\perp} E, \sqsubseteq_{D \rightarrow E}\right)$, and it is a subepo of $\left(D \cdots E, \sqsubseteq_{D \rightarrow E}\right)$.

### 6.3.3 Semantic Domains

The domains we use to doscribe the semantics of the specification language iachude the basic flat domains $\mathbb{Z}, \mathbf{B o o l}$ and Char. We also use smash products to represent pairs, and domains isomorphic to lifted strict lunction spaces for fumctions. To ropresent the sets of the specification language we use the flat powerset domain $\left(\mathbb{F} S, W^{r} S\right.$ ), where the ordering
$\sqsubseteq_{\mathbb{R}} S$ is the usual flat ordering. Howcver, we also require a powerdomain structure $\mathcal{P} D$ to represent the nou-determinacy of the specification language. This is because cach nondeterministic expression $E$, of type $T$, of the specification language, is represented by a set of possible values in the domain $\mathcal{P} D_{T}$, where $D_{T}$ is the domain corresponding to type $T$. In the following section, we examine a suitable candidate for $\mathcal{P} D$.

### 6.3.4 The Egli-Milner Powerdomain

We have given a semantics for a non-deterministic specification language without recursion, and we now want to include the semantics for recursive function expressions. Since the semantic domains for the language are powersets, we need to find a definedness ordering on sets which will give us the cpo structure necessary for the existence of fixpoints.

For $D$ a cpo, we want to form a powerdomain $P D$ which is a cpo, with basic operations singleton and union. Clearly, the elements of $\mathcal{P} D$ should be those of $\mathbb{P} D$. We have already seen two orderings which can be associated with $\mathbb{P} D$, the flat ordering $\sqsubseteq_{[D D}$ and the subset ordering $\subseteq$. Neither of these are suitable orderings for $\mathcal{P} D$ since we requixe that singleton is monotonic, i.e. if $a \sqsubseteq_{D} b$ then $\{a\} \sqsubseteq_{P D}\{b\}$, which is not the case in general with either of the orderings given. We shall see that the ordering we desire on sets is the Egli-Milner orlering.

## The Egli-Milner Ordering

Let $D$ be a domain. We take as elements of $\mathcal{P} D$ non-empty subsets of elements of $D$. Now, for $A$ and $B$ in $P D$, the Egli-Milner ordering is given by:

$$
\begin{equation*}
A \subset_{E M} B \quad \text { if } \quad(\forall x \in A . \exists y \in B \cdot x \sqsubset i y) \wedge\left(\forall y \in B . \exists x \in A . x \sqsubseteq_{I} y\right) \tag{6.1}
\end{equation*}
$$

We argue that this ordering is appropriate for our needs. Each set in the semantic language denotes the set of possible evaluations for some expression. A set $A$ can be made more defined by making some of its elements more defined, and without losing any information content. This gives the first part of the definition, $\left(\forall x \subset A, \exists y \in B . x \sqsubseteq_{D} y\right)$. For the second part we note thati no information which does not potentially already exist can be added to $A,(\forall y \in B . \exists x \in A . x \sqsubseteq y y)$.

If $D$ is flat, the definition can be restated as:

$$
\begin{aligned}
& A \sqsubseteq_{E M} B \text { iff either } \perp \notin A \wedge A=B \\
& \text { or } \\
& \perp \in A \wedge A \backslash\{\perp\} \subseteq B \backslash\{\perp\}
\end{aligned}
$$

From this definition it should be clear that the set $\mathcal{P} D$ has a least element $\left\{\perp_{D}\right\}$, and if $A_{0} \sqsubseteq_{E M} A_{1} \sqsubseteq_{E M} \ldots$ is a non empty increasing chain then either $\perp \notin A_{n}$ for some $n$, when $\bigcup_{i} A_{i}=A_{n}$, or $\mid \in A_{v i}$ for all $n$, when $\bigcup_{i} A_{i}-\bigcup_{i} A_{i}$. It can easily be shown that $\sqsubseteq_{E M}$ is a partial ordering. We conclude that $\mathcal{P} D$, for $D$ flat, together with the ordering $\sqsubseteq_{E M}$ is a cpo.

The singleton function $\{\cdot\}: D \rightarrow \mathcal{P} D$ is continuous, so $\left\lfloor\left\{a_{n}\right\}=\left\{\left\lfloor a_{n}\right\}\right.\right.$, as is expected. In addition, the binary union function $U: \mathcal{P} D \times \mathcal{P} D \rightarrow \mathcal{P D}$ is also continuous. This means that chains of sets can be described in terms of chains of singleton sets, and the lubs of chains of sets can be given in terms of lubs of chains of elements, since singleton is continuous. The empty set is a special case, which we consider later.

Treatments of the Egli-Milner powerdomain [35, 37, 74, 82, 84] take the powerdomain for flat $D, P D$ to consist of all non-cmpty subsets of $D$ which are either finite or contain $\mathcal{L}$. This is explained by the fact that for any computable function which has the poasibility of producing an infinite set of outcomes, non-termination is also a possibility. However, this is not true for a specification language, where unbounded non-determinacy without: non-termination is possible.

Including infinite, non $\perp$-containing sets in $\mathcal{P} D$ does not affect the cpo structure. For example, including the set $\{0,1,2, . ., n, .$.$\} in PZZ does not affect the cpo structure which$ abready cxists, and by the Egli-Milner orderitg we have that

$$
\left\{1_{Z}, 0,1,2, . ., n, . .\right\} \sqsubseteq_{E M}\{0,1,2, . ., n, . .\}
$$

In fact the set $\{0,1,2, . ., n, .$.$\} is not related by the Egli-Milner ordering to any other non$上-contraining infinite set of integers.

However, allowing non $\perp$-containing sets in $\mathcal{P D}$ means that not every set can be obtained as the limit of a chain of finite sets. From the above example, the limit of the chain

$$
\left\{\perp_{\mathbb{Z}}\right\} \sqsubseteq_{E M}\left\{\perp_{\mathbb{Z}}, 0\right\} \sqsubseteq_{E M}\left\{\perp_{\mathbb{Z}}, 0,1\right\} \sqsubseteq_{E M} \ldots \sqsubseteq_{E M}\left\{\perp_{\mathbb{Z}}, 0,1,2, \ldots, n\right\} \sqsubseteq_{E M} \ldots
$$

is the infinite set $\left\{\mathcal{L}_{Z}, 0,1,2, . ., n, ..\right\}$. It is impossible to construct a chain of finite sets which has $\{0,1,2, . ., n, .$.$\} as its limit. Since the meauing of recursion will be given by the$ limit of a chain of sets, a non $\perp$-containing infinite set cannot be introduced as the resuli of recursion.

## Adding the Empty Set

The Egli-Milner powerdomain, extended with infinite non L-containing sets, contains only non-empty sets. For an expression $E$ of the specification language, the semantics of $E$ is given by the set of possible evaluations of $E$. The empty set would denote the absence of a value for $E$, as in the case where $E$ corresponds to the fictitious value $T$. Therefore, we include the empty set $\emptyset$ in the ordering lor a powerdomain $p D$.

Following Heckmann [37] this can be achieved by simply including $\emptyset$ in the elements of the powerdomain, and cxtending the orclering $\sqsubseteq_{E M M}$ so that $\{\perp\} \sqsubseteq_{I E M} \emptyset$, and no other element of the powerdomain is comparable to 0 .

### 6.3.5 Recursive Function Definitions

The reason that we are looking at the powerdomain $\mathcal{P} D$ for a domain $D$ is so that we can give meaning to recursive definitions. Such definitions are, syntactically, of the form:

$$
\text { let } f=E[f] \text { in } F[f]
$$

where $f$ is a function of type $A \rightarrow B$, say. Then the meaning of $f$ will be given by the least fixpoint of a functional $\mathcal{F}$ over the domain $\mathcal{P}(A, \mathcal{P} B)$. This exists, by theorem 2, provided that $\mathcal{F}$ is monotonic, i.e. $\mathcal{F}$ is in $\mathcal{P}(A \rightarrow \mathcal{P} B) \xrightarrow{m} \mathcal{P}(A \rightarrow \mathcal{P} B)$, and that $\mathcal{P}(A \rightarrow \mathcal{P} B)$ is a cpo. Using straightforward syntactic restrictions we can ensure that $\mathcal{F}$ is monotonic. Unfortunately, using the extension to the Egli-Milner powerdomain, as described above, wc can only guarantee that $\mathcal{P} D$ is a cpo if we know that $D$ is a flat domain.

We can, however, make some simplifications. First we insist that, in the definition for $f$, the expression $E$ must be deterministic. This is a reasonable syntactic restriction which can be imposed easily. Since $f$ is a function, this means that $f$ musi be externolly deterministic, though it can have a non-deterministic body. The direct consequence of this restriction is that the meaning of $f$ must be a singleton set in $P(A \rightarrow P B)$.

Using the fact that singleton is continuous, it follows that the meaning of $f$ is the singleton set containing the least fixpoint of a monotonic functional $\mathcal{F}^{\prime}$, which is in the domain $(A \rightarrow \mathcal{P} B) \xrightarrow{m}(A \rightarrow \mathcal{P} B)$. This, in turn, cxists if $A \rightarrow \mathcal{P} B$ is a cpo. We saw in section 6.3.2 that this holds if $\mathcal{P B}$ is a cpo, which is true by the extension of the Egli-Milner powerdomain if $B$ is flat.

We propose to restrict recursive function definitions to those of type $A \rightarrow B$ where the domain corresponding to the type $B$ is flat. From section 6.3 .3 it should be clear that the
only non-flat semantic domains we use are function domains, or smash products involving function domains. This restriction of $B$ to flat domains would rule out such recursive function definitions as:

```
let \(f=(\) fun \(x \in \mathbb{Z}\) :
        if \(x>10 \rightarrow\) (fun \(y \in \mathbb{Z}: x+y\) )
    else let \(y-\square / \mathbb{Z}\) in \(f y)\)
in \(f\)
```

We do not consider this to be a serious restriction to the expressive power of the language.
It is, in fact, possible to remove the restriction by constructing a powerdomain similar to the Plotkin powerdomain [73, 74].

## A Powerdomain for Non-Flat Domains

Let $D$ be a domain. We want to form the powerdomain $\mathcal{P} D$ which has as elements sets of elements of $D$, with aut ordering making $\mathcal{P} D$ inta a cpo, with continuous singleton and minion operators. We know, from section 6.3 .4 that the ordering should be based upon the Egli-Milner ordering:

$$
A \Xi_{E M} B \quad \text { iff } \quad\left(\forall x \subset A . \exists y \in B . x \sqsubseteq_{D} y\right) \wedge\left(\forall y \in B . \exists x \in A . x \sqsubseteq_{D} y\right)
$$

and we have seen that this is sufficient to give an appropriate $\mathcal{P} D$ when $D$ is flat.
However, when $D$ is not flat, two problems occur. The first is that $\Phi_{\text {Eid }}$ is not a partial order, but a proorder, as can be seen from the example: if $a \sqsubseteq_{\nu} b \sqsubseteq_{D}$ c then, from the definition of the Egli-Milner ordering, we have.

$$
\{a, b, c\} \sqsubseteq_{D}\{a, c\} \text { and }\{a, c\} \sqsubseteq_{D}\{a, b, c\}
$$

This problem could be solved quite easily by taking the quotiont clomain obtained by dividing out by the induced equivalence and ordering by $\sqsubseteq_{E M}$.

The second problem is that the union operator is not contimuns. If $\left\langle x_{n}\right\rangle$ is a chain in $D$, then continuity of union would require that any set in $\mathcal{P D}$ containing $x_{0}, x_{1}, \ldots, x_{n}, \ldots$ should also contain $\left\lfloor\left|\mid x_{n}\right.\right.$. This is a problem because it means that infinite sets cannot be obtained by generalised union over finite sets.

Based upon the Plotkin construclion [73, 74] of a powerdomain $\mathcal{P} D$, for $D$ not necessarily

Hat, we form equivalence classes using a preorder $\sqsubset E M$ which is based on $\sqsubseteq E M$. The induced equivalence $\simeq_{H M}$ is such that, from the above exarmples, $\{a, c\} \simeq_{E M}\{a, b, c\}$, and any set containing $x_{0}, x_{1}, \ldots, x_{n}, \ldots$ is equivalent to one containing $\downarrow x_{n}$. Each equivalence class has a biggest element, which can be taken as the representative element of the class.

For $X$ a non-empty sot in $\mathcal{P} D$, the representative element of its equivalence class is denoted by its closure $X^{*}$, which is clefined by:

$$
X^{*}=\{y \mid(\exists x \in X, x \sqsubseteq y) \wedge(\forall b \in D . b \sqsubseteq y \Rightarrow \exists x \in X . b \sqsubseteq x)\}
$$

These $(\cdot)^{*}$-closed subsets of $D$ can now be ordered by the Egli-Milner ordering to give an appropriate powerdomain for our needs. So, we take

$$
\mathcal{P} D=\left\langle(\cdot)^{*} \text {-closed non-empty subsets of } D, \underline{E}, \underline{ }\right.
$$

The rmpty set is added to $\mathcal{P} D$ using the Heckmann construction as described in section 6.3.4.

Plotkin's construction limits the subsets of $D$ to hose which ace finitely requirement is necessary for computation issues. However, we allow all sets, including those which are infinite and non $\perp$-containing. Our powerdomain agrees with the Plotkin powerdomain on finit;cly-generable sets.
${ }^{\text {r }}$ The main consequence of allowing sets which are not finitely-generable is that some functions may no longer be continuous. In particular, for a continuous function $f: D \rightarrow E$, it may not be the case that the cxtension $f *: P D \rightarrow P E$ is contimuous. It is the case, however, that $f *$ is monotonic, which is sufficient for the fixpoint theorem 2 for monotonic functions. Obviously, $f *$ is continuous over the Plotkin version of the domain $\mathcal{P} D$.

### 6.3.6 Semantics of Recursive Function Definitions

We now give the $\mathcal{M}$-semantics for expressions of the form, for $f: A \rightarrow B$,

$$
\text { let } f=E\left[f_{;}^{-} \text {in } F[f]\right.
$$

From the above discussion we know that the meaning of $f$ is a singleton set containing the least fixpoint of a certain functional. So, the meaning of the above expression should be the $\mathcal{M}$ set for expression $F$, which will depend on the $\mathcal{M}$-sct for $f$, with occurrences of $M f$
replaced by this singleton set.

$$
\mathcal{M}(\operatorname{let} f=E[f] \text { in } F[f])=\mathcal{M} F[\mathcal{M} f][\{\mu G\} / \mathcal{M} f]
$$

where $G$ is the functional for which we require a fixpoint.
From the discussion in section 6.3 .5 , the least fixpoint of this $G$ is actually the single element of the set $\mathcal{M} f$, which we write $\epsilon \mathcal{M} f$. This should be given its meaning from $\epsilon \mathcal{M} B[\mathcal{M} f]$. Now, since for any singleton set $S,\{\epsilon S\}=S$, we conchude that, the functional $G$ should be dofined as $G \doteq \lambda g . \epsilon \mathcal{M} E[\{g\}]$.

### 6.4 Refinement

For expressions $E$ and $k^{\prime}$, wo want to give a semantics for refinement, written $E \not \subset F$, with the intended meaning that expression $E$ can be transformed into expression $F$ such that every possible outcome of $F$ is at least as defined as some possible outcome of $\mathcal{H}$. 'L'his means that $F$ must be at least as defined as $B$ and should involve no more non-determinacy than $E$.

For $E^{\prime}$ aud $F$ expressions of a simple type (corresponding to a flat domain) we expect that, $B \subseteq F$ iff $\perp$ is a possible outcome of $E$, or the set of possible outcomes of $F$ is included in those of $E$, i.e.

$$
\begin{equation*}
E \sqsubseteq F \quad \not F \quad \perp \in M E \vee M E \supseteq M F^{\prime} \tag{6.2}
\end{equation*}
$$

as described by the general axiom for refinement, given in section 5.3 . For example, we have $\perp$ [ 3 [ 5 and $2[3 \sqsubseteq 2$.

The refinoment relation between expressions needs to be a preorder, i.e have the properlies of reflexivity and transitivity. However it will not be anti-symmetric since e.g. $\perp\left[\begin{array}{l}\text { I } \\ \hline\end{array} \perp \square \bar{j}\right.$ and $\perp \rrbracket \bar{\square}=\perp \cap 2$ but these expressions do not have equivalent semantics.

We find that a suitable definition for the refonement relation is based on the Smyth ordering for powerdomains [83].

### 6.4.1 The Smyth Ordering

The refinement relation between expressions of the specification language must be defined in terms of a relation at the semantic level. Becatise we have represented the noncleterminism
of an expression by a set of possible values, we require a relation between sets in the powerdomain $\mathcal{P} D$, where $D$ is the domain corresponding to the type of the expression. This relation, as already suggested, should be a preorder for $\mathcal{P D}$.

At the level of sets in $\mathcal{P} D$, the relationship we require is that set $B$ "refines" set $A$ iff everything in $B$ is "better" or "more refined" than something in $A$. This moans that refinement camnot add any information which was not already potentially present in $A$, but some of the information content in $A$ can be lost, corresponding to a decrease in the nondeterminism of an expression. This intuitive notion is exactly the Snyth ordering for sets in $\mathcal{P} D$, first described in [83]:

$$
\begin{equation*}
A \sqsubseteq_{S} B \doteq \forall y \in B \cdot \exists x \in A \cdot x \leqslant_{D} y \tag{6.3}
\end{equation*}
$$

where $\leqslant_{D}$ for the domain $D$ will be defined in the following paragraph. The Smyth orderinit corresponds exactly to the second half of the definition for the Egli-Milner ordering (6.1), which was used to form the powerdomain $\mathcal{P} D$.

We now define the ordering $\leqslant D$ for a domain $D$ by considering, in turn, each possible form that $D$ may take:

- For a flat domain $D, \leqslant_{D}$ is exactly the definednces ordering $\sqsubseteq_{D}$.
- For a product domain $D \times E$ the ordering is coordinatewise:

$$
(d, e) \leqslant D \times E\left(d^{\prime}, e^{\prime}\right) \text { iff } d \leqslant D d^{\prime} \text { and } e \leqslant E e^{\prime}
$$

- For the smash product domain $D \otimes E$, the ordering $\leqslant D \otimes E$ is also determined coordinatewise.
- For a function domain, which in our case will be of the form $D \rightarrow \mathcal{P} E$, the ordering is pointwise:

$$
f \leqslant \nu \rightarrow p_{L} g \text { iff }\left(\forall x \in D \cdot f x \sqsubseteq_{S} g x\right)
$$

Clearly, the ordering $\leqslant_{D}$ for each domain $D$ is very similar to the definedness ordering $\bar{E}_{D}$. The only difference being that $\leqslant \mathcal{P}_{D}$ over a powerdomain is taken as the Smyth ordering $\sqsubseteq_{S}$, rather than the Egli-Milner ordering $\sqsubseteq_{E M}$ used for definedness.

We now use the Smyth ordering (6.3) to give a formal definition of the refinement relation for expressions.

### 6.4.2 Semantics of Refinement

Based on the Smyth ordering we give a semantics for the refinement relation between expressions of the specification language. For expressions $F$ and $F$ of the same type, with meanings $M E$ and $M F$, we define

$$
\mathcal{M}\left(E \sqsubseteq F^{\prime}\right)=\left\{\mathcal{M} E^{\prime} \sqsubseteq S \mathcal{M} F\right\}
$$

We must now show that this definition agrees with the axioms given in section 5.3.

### 6.5 Soundness

We have now given a scmantics to all aspects of the expression language. We now intend to demonstrate that this is a good semantics for the language, that it provides an adequate model for the axioms and laws of the language.

From the approach to the semantics, where each expression has been modelled by its set of possible evaluations, it follows quite easily that our axioms hold in the model. It is exactly this fact that, we intend to demonstrate in the current section. Every axiom is an expression of type Bool and so has a meaning in the semantic domain $\mathcal{P B}$ Bool. We are required to show that each axiom is mapped to tho $\mathcal{M}$-set $\{$ True $\}$. We will also need to show that the inference rules of the logic preserve truth in the $\mathcal{M}$-semantics.

Most axioms are of the form $E \equiv P$, which is given meaning in the semantic domain as $\{\mathcal{M} E=\mathcal{M} F\}$. Accordingly, in order to demonstrate the truth of the axiom, it sullices to show that $\mathcal{M} E=M F$.

Some further axioms are of the form $P \rightarrow Q$. In this case it suffices to show that $\mathcal{M} Q=\{$ True $\}$ under the assumption that $\mathcal{M} P=\{$ True $\}$.

Some proofs are very similar in how they progress, e.g. those which deal with distributivity of some operator over choice. In such cases we group the relevant axioms together and give the proof for just one representative axiom.

### 6.5.1 Undefinedness and Non-Determinism

The axioms for $\delta$ and $\Delta$ follow immediately from their semantic descriptions. To show the validity of an axiom of the form $\Delta E$, we just check that $\mathcal{M E}$ is a singleton set not
containing $\perp$. To show the validity of an axiom of the form $\delta E$, we just check that $\perp \notin \mathcal{M} E$. Such proofs are trivial.

The basic propcrties of choice follow directly from the use of set union to model nonderminism. For cxample, to show that the choice operator is commutative we have the proof as follows.

## Commutativity of Choice

$$
E \| F \equiv F\lceil E
$$

Here it suffices to show that

$$
M(E \| F)=M(F \| E)
$$

Proof

$$
\begin{aligned}
& M(E \rrbracket F) \\
= & \text { "Semantics" } \\
= & M E \cup M F \\
= & \text { "Set union is commutative" } \\
= & M F \cup \mathcal{M} E \\
= & \text { "Semantics" } \\
& M(F \backsim E H)
\end{aligned}
$$

The other basic properties, reflexivity and associativity, are equally trivial to show from the properties of set union.

We now show that the semantics supports the $\Delta$ axiom for $]$.
$\triangle$ Property for Choice For $E$ and $F$ total

$$
\Delta(E \| F) \equiv \Delta E \wedge \Delta F \wedge(E \equiv F)
$$

To prove this equivalence from the semantics, we need to prove

$$
\mathcal{M}(\Delta(E \| F))=\mathcal{M}(\Delta E \wedge \Delta F \wedge(E \equiv F))
$$

Proof From the semantics for $\Delta$ and for $\lambda$, if is enough to show

$$
\# \mathcal{M}(E \rrbracket F)-1 \wedge \perp \notin \mathcal{M}(E \square F)
$$

is the same as

$$
\# \mathcal{M} E=1 \wedge \perp \notin \mathcal{M} E \wedge \# \mathcal{M} F-1 \wedge!\notin \mathcal{M} F \wedge \mathcal{M} E=\mathcal{M} F
$$

tinder the assumption that neither $\mathcal{M} E$ nor $\mathcal{M} F^{\prime}$ is empty. This is trivial.

The strictress property of $\mathbb{]}$ is supported by the following proof.

## Strictness of Choice

$$
\delta\left(E^{\prime} \| F\right)=\delta E \wedge \delta F
$$

Here it is sufficient to show that

$$
\left.\perp \notin \mathcal{M}\left(E^{\prime}\right]\right)=\perp \notin \mathcal{M} A \perp \notin \mathcal{M} F
$$

Proof

$$
\begin{array}{ll} 
& \perp \not \& M\left(E \cap F^{\prime}\right) \\
= & \text { "Semantics" } \\
=\quad & \perp \notin(\mathcal{M} E \cup M F) \\
= & \text { "Properties of set uion" } \\
& \perp \notin \mathcal{M E} E \perp \perp \notin \mathcal{M F}
\end{array}
$$

### 6.5.2 The Equivalence Axioms

Equivalence in the expression language is modelled by equality of $\mathcal{M}$-sets. So the equivalence axions follow immediately from properties of $=$ in the semantic domain. We give a representative proof.

## Symmetric Equivalence

$$
\left(E \equiv F^{\prime}\right) \equiv(F \equiv E)
$$

ITere we need to show that

$$
\mathcal{M}(E \equiv F)=\mathcal{M}(F \equiv E)
$$

proof

$$
\begin{array}{lc} 
& \mathcal{M}(B \equiv F) \\
= & \text { "Semantics" } \\
= & \{\mathcal{M} E=\mathcal{M} F\} \\
= & \text { " }=\text { is symmetric" } \\
= & \{\mathcal{M} F=\mathcal{M} E\} \\
= & \text { "Semantics" } \\
& \mathcal{M}(F \equiv E)
\end{array}
$$

### 6.5.3 Strictness Prools

Many of the operators described in chapter 2.4 are strict, and there are a number of axioms which deal with strictness. Examples of these axioms are the following:

$$
\begin{array}{ll}
\delta(E \oplus F) \Rightarrow \delta E \wedge \delta F & \text { integer operators } \\
\delta(E, F) \equiv \delta E \wedge \delta F & \text { product formation } \\
\delta(E \in A) \equiv \delta E \wedge \delta A & \text { set membership }
\end{array}
$$

Nost axioms concerning strictness follow immediately from the use of smash products. Prools of their validity are similar to each other, so there is no need to include them all hore. As a representative example we have the following proof of the strichess of product formation.

Strictness of Product Formation For $E$ and $F$ expressions,

$$
\delta(E, F) \equiv \delta E \wedge \delta F
$$

In order to prove this, from the semantics for $\delta$, it suffices to show that
$\perp \notin \mathcal{M}(E, F)=\perp \notin \mathcal{M} E \wedge \perp \notin \mathcal{M} F$
Proof

```
    \(\perp \notin \mathcal{M}\left(E, F^{\prime}\right)\)
- "Semantics"
    \(\perp \notin \mathcal{M} E \mathcal{M} F\)
\(-\quad\) "Properties of smash products"
    \(\perp \notin M E ゙ \wedge \perp \notin M F\)
```

Strictuess of function application is demonstrated by the following proof

## Strictness of Function Application

$$
\delta(f E) \Rightarrow \delta f \wedge \delta E
$$

Here it is sufficient to show that
$\perp \notin \mathcal{M} f \wedge \perp \nexists \mathcal{M} E \Leftrightarrow \perp \notin \mathcal{M}(f E)$
Proof

```
    1. \(\notin \mathcal{M} f \wedge \perp \notin M E\)
\(=\) "Set; Theory"
    \(\forall \quad e \in M E, g \in M f A \neq \perp \wedge g \neq 1\)
\(\Leftarrow \quad\) "Properties of graphs"
    \(\forall e \in M E, g \in M f . e \neq \perp \wedge-\perp \notin\{b \mid(e, b) \leftarrow g\}\)
\(=\quad\) "Properties of cond"
        \(\forall e \in M E, g \in M f . \perp \notin \operatorname{cond}(e \neq \perp,\{b \mid(e, b) \leftarrow g\}, \perp)\)
\(=\quad\) "Defimition of \(I m\) "
    \(\forall e \in M E, g \in M f .1 \notin \operatorname{lm}(\rho, g)\)
\(=\quad\) "Set Theory"
            \(\mathcal{L} \notin \bigcup(I m *(\mathcal{M} E \times \mathcal{M} f))\)
\(=\quad\) "Definition of \(I M\) "
```

$$
\begin{array}{ll} 
& \perp \notin M M(\mathcal{M} \notin, \mathcal{M} f) \\
=\quad & \text { "Semantics" } \\
& \perp \notin \mathcal{M}(f E)
\end{array}
$$

### 6.5.4 Distribution

There are many axions which describe the property of distribution over the choice operator. This is modelled in the semantics using map over sets. As in the case for the validation of strictness axioms, most of the axioms concerning distribution are shown to be valid in the model using a similar style of proof. A representative example is that of the distribution of function application over choice.

## Distribution of Function Application over Choice

$$
f(E \| F)=f E] f F
$$

Again, we need to show

$$
\mathcal{M}(f(E \| F))=\mathcal{M}(f E \| f F)
$$

Proof
$M(f(E \rrbracket F))$
$=$ "Semantics"
$I M(M(E[F), M f)$
$=\quad$ "Definition of $I M$ "
$\bigcup\left(I m *\left(M\left(E\left[F^{\prime}\right) \times \mathcal{M} f\right)\right)\right.$

- "Semantics"
$\bigcup\{I m *((\mathcal{M} E \cup \mathcal{M} F) \times \mathcal{M} f))$
$=\quad$ "Properties of $\times$ "
$\bigcup(I m *((\mathcal{M} E \times \mathcal{M} f) \cup(\mathcal{M} F \times \mathcal{M} f)))$
$=\quad$ "Properties of *"
$\bigcup(I m *(\mathcal{M} E \times \mathcal{M} f) \cup I m *(\mathcal{M} F \times \mathcal{M} f))$
$=\quad$ "Distribute $I m *$ "
$\cup(I m *(M E \times M f)) \cup \cup(I m *(M F \times M f))$

```
= "Definition of IM"
    IM(\mathcal{ME,Mf})\cupIM(MF,Mf)
= "Scmantics"
    M(fE)\cup\mathcal{M}(fF)
= "Semantics"
    M(fE[fF)
```

Other distribution axioms, such as

$$
\begin{array}{ll}
(E \| F)=G \equiv(E=G) \llbracket(F \cdots G) & \text { equality } \\
(E \| F) \oplus G \equiv(E \oplus G) \square(F \oplus G) & \text { integer operations } \\
(E \| F, G) \equiv(E, G) \|(F, G) & \text { product formation } \\
(f \| g) E \equiv f E \| g E & \text { function dpplication to the right } \\
\left.E \in\left(A_{1}\right] A_{2}\right) \equiv\left(E \subset A_{\mathrm{I}}\right) \llbracket\left(E \in A_{2}\right) & \text { set membership }
\end{array}
$$

will have similar proofs in the model.

### 6.5.5 Products and Functions

For the type constructors which form products and functions we demonstrate that the remaining axioms hold in the models we have given them.

A product type is modelled using the corresponding (smash) product domain. So, the axioms for proper products follow immediately. An example is the proof of one of the projection axioms.

Products For $E$ and $F$ expressions such that $\Delta E$ and $\Delta F^{\prime}$,

$$
\operatorname{fst}(E, F) \equiv E
$$

To prove this cquivalence from the somantics, we need to prove

$$
\mathcal{M}(f s t(E ; F))=\mathcal{M} E
$$

using the fact that $\mathcal{M} E$ and $\mathcal{M} F$ are singleton sets not containing $\perp$.
Proof

```
    \(\mathcal{M}(\mathbf{f s t}(F, F))\)
\(=\quad\) "Semantics"
    \(f_{s t}: * \mathcal{M}(E, F)\)
\(=\) "Semantics"
    fst \(*(\mathcal{M} E \otimes M F)\)
\(=\quad\) " \(\mathcal{M} E\) and \(\mathcal{M} F\) singletion sets"
    fst \(*(\{\epsilon \mathcal{M} E\} \otimes\{\in \mathcal{M} F\})\)
-- "Definition of \(\otimes, \perp \neq \mathcal{M} E, \perp \notin \mathcal{M} F\) "
    \(f s t *\left\{\left(\epsilon \mathcal{M} B^{\prime}, \epsilon \mathcal{M} F\right)\right\}\)
\(-\quad\) "Definition of \(f s t *, \perp \notin \mathcal{M} E, \perp \notin \mathcal{M F}\) "
        \(\{\epsilon \mathcal{M} E\}\)
\(=\)
        "Definition of \(\epsilon\) "
        ME
```

Other proofs for products are similar.
A function type is modelled using graphs, a common semantic model for functions. Again, the axioms for proper functions follow immediately from the properties of graphs. An example proof is that of function application by substitulion.

Substitution If expression $F$ has type $T$, such that $\Delta F$, then

$$
(\text { fun } x \subset T: E){ }^{\prime} \equiv E[F / x]
$$

Again, we need to show that

$$
\mathcal{M}((\text { fun } x \in T: E) F)=\mathcal{M}(E[F / x \mid)
$$

using that $\mathcal{M} F$ is a singleton set not containing $\perp$.
Proof

```
    \(M((\) fun \(x \in T: E) F)\)
\(=\) "Semantics"
    \(I M\left(M F^{\prime}, \mathcal{M}(\right.\) fun \(\left.x \in T: E)\right)\)
    "Somantics, with \(g=\operatorname{graph}(\) fun \(x \in T: E)\) "
        \(I M(\mathcal{M F},\{g\})\)
```

```
\(=\quad\) " \(\mathcal{M} F\) a singleton set"
    \(I M(\{\in \mathcal{M} F\},\{g\})\)
- "Definition of \(I M\) "
    \(\bigcup(I m *\{(\epsilon \mathcal{M} P, g)\})\)
\(=\) "Mapping over a singleton set"
    \(\operatorname{Im}(\epsilon \mathcal{M F}, g)\)
\(=\quad\) Deffition of \(I m, \perp \notin \mathcal{M} F "\)
    \(\{b \mid(c \mathcal{M} F, b)\langle\cdot g\}\)
\(=\quad\) Defnition of \(g\), Set Theory, \(\Delta F\) "
        \(\{b \mid \in \mathcal{M} F \leftarrow T \backslash\{1\}, b \leftarrow \mathcal{M}(E[F / x])\}\)
\(=\quad\) " \(\in \mathcal{M} F \in T \backslash\{\perp\}\), Set, Theory"
    \(\mathcal{M}(E[F / x])\)
```

Other axioms for proper functions can be proved similarly.
Sets, bags and sequences are all mapped to flat powerset domains of their own associated domains, and so proofs of their axioms will also follow easily. We omit these proofs since they are tedious rather than interesting.

### 6.5.6 Assumptions and Guards

The axioms for assumptions and guarding follow directly from the semantics. For example, we show two of the axioms for assumptions.

## True Assumption

$$
\text { True }>-E=E
$$

Here we need to show that

$$
\mathcal{M}(\text { True }>-E)=\mathcal{M} E
$$

Iroof

$$
\begin{aligned}
& \mathcal{M}(\text { Trwe }>-E) \\
=\quad & \text { "Semantics" }
\end{aligned}
$$

```
    cond({Truc} = {True},ME,{\perp})
- "Properties of cond"
ME
```


## Improper Assumption

$$
\neg \Delta P \quad \Rightarrow \quad(P>-E \equiv \perp)
$$

Here we need to show that

$$
\mathcal{M}(P>-E)=\mathcal{M} \perp
$$

assuming that \#MP>1VJ $\in M P$.
Proof

```
    \(\mathcal{M}(P>-E)\)
\(=\) "Semantics"
    \(\operatorname{cond}(\mathcal{M} P-\{\) True \(\}, \mathcal{M} E,\{\mathrm{~L}\})\)
\(=\quad\) " \(\mathcal{M} P \neq\{\) True \(\}\), from assumption"
    \(\{\perp\}\)
\(=\quad\) "Semantics"
    \(\mathcal{M} \perp\)
```

Similar proofs exist for the axioms of guarding.

### 6.5.7 Generalised Choice and Riased Choice

The axioms for generalised choice [/ follow immediately from the semantics.
The axioms concerning biased choice are also easily proved, for example.

## Biased Choice

$$
(F \equiv T) \Rightarrow(F \stackrel{\tilde{1}]}{[ } \equiv F)
$$

Here we need to show that

$$
\mathcal{M}(E \stackrel{\leftarrow}{\llbracket} F)=M F
$$

under the assumption that $\mathcal{M E}=\emptyset$.
Proof

```
    M (E \
= "Semantics"
    cond(\mathcal{M}E\not=\emptyset,\mathcal{M}E,\mathcal{M}F)
= "By assumption, ME= %"
    MF
```


### 6.5.8 Recursion

Recursion Unfolding For recursive function definitions, we have the expected unfolding:

$$
\Delta E \Rightarrow(\operatorname{let} f=E[f] \text { in } F[f] \equiv F[E[(\operatorname{lct} f=E[f] \operatorname{in} f)]])
$$

Here, we need to show that

$$
\mathcal{M}(\operatorname{let} f=E[f] \text { in } F[f)=\mathcal{M}(F[E[(\operatorname{let} f=E[f] \text { in } f) \|])
$$

under the assumplion that $\mathcal{M} E$ is a singleton set not containing $\perp$.
Proof

```
    \(\mathcal{M}(\) let \(f=E[f]\) in \(F[f])\)
\(=\quad\) "Semantics, let \(G=\lambda g . \epsilon \mathcal{M} F[\{g\}\}\) "
        \(\mathcal{M} F[\mathcal{M} f][\{\mu G\} / \mathcal{M}\}]\)
    \(=\) "Substitution"
        \(\mathcal{M} F[\{\mu G\}]\)
\(=\quad " \mu G\) a fixpoint of \(G "\)
```

$$
\begin{aligned}
& \mathcal{M} F[\{\epsilon \mathcal{M} E[\{\mu G\}]\}] \\
&=\quad \text { "For any singleton set } S:\{\epsilon S\}=S, \text { and } \mathcal{M} E \text { a singleton set" } \\
&=\quad \mathcal{M F} F[\mathcal{M} E[\{\mu G\}]] \\
&=\quad \text { "Semantics" } \\
& \mathcal{M}(F[E[(\operatorname{let} f=E[f] \text { in } f)]])
\end{aligned}
$$

### 6.5.9 Refinement

In this section we show how the semantic definition of refinement supports the axioms proposed in section 5.3

Transitivity The transitivity of $\sqsubseteq$, follows immedialely from the trausitivity of $\subseteq s$.

Gencral Refinement The general axiom for refinement, stated as

$$
\left(E \subseteq h^{\prime}\right) \Leftarrow-\delta E \vee(E \square F \equiv E)
$$

we split into two parts.
Using the semantics, in order to show

$$
(E \sqsubseteq F) \Leftarrow-\delta \delta E
$$

at the language level, we prove
$\perp \in \mathcal{M} E \Rightarrow \mathcal{M} E \sqsubseteq_{S} \mathcal{M}$
at the semantic level.
Proof

```
    \(\mathcal{M} E \sqsubseteq_{S} \mathcal{M} F\)
\(=\quad\) Definition of \(\Gamma . S\)
            \(\forall y \in \mathcal{M} F . \exists x \in \mathcal{M} E x \leqslant D y\)
\(\Leftrightarrow \quad\) Supply \(\perp\) as a witness, \(\perp \leqslant D y\) for any \(y\)
            \(\forall y \in \mathcal{M F} . \perp \in \mathcal{M} E\)
\(=\) Logic
    \(\perp \in \mathcal{M} E\)
```

'To prove the sccond part of the axiom

$$
(E \sqsubseteq F) \Leftrightarrow E \square F \equiv E
$$

at the language level, we prove

$$
(\mathcal{M} E \cup \mathcal{M} F=\mathcal{M} E) \Rightarrow \mathcal{M} F \sqsubseteq_{S} \mathcal{M} F
$$

at the semantic level.
Proof

$$
\mathcal{M} E \sqsubseteq_{S} \mathcal{M} F
$$

$=$ Definition of $巨 s$ $\forall y \in M F, \exists x \in \mathcal{M} E x \leqslant D y$
$\Leftrightarrow \quad$ Supply $y$ as a witness: $y \leqslant \rho y$ for any $y$

$$
\forall y \subset \mathcal{M} F \cdot y \subset \mathcal{M} E
$$

$=$ Set Theary
$\mathcal{M} \subseteq \mathcal{M} E$
$=\quad$ Set Theory
$\mathcal{M E} \cup \mathcal{M} F=\mathcal{M} E$

In the case where $M E$ and $M F$ are sete over a flat domain, ili is trivial to show that the axiom

$$
(E \sqsubseteq F) \equiv \neg \delta E \vee(F \cap F \equiv E)
$$

holds.

Refinement of Functions The axiom describing the refinement of proper functions is stated as

$$
(\Delta f \wedge \Delta g) \Rightarrow(f \sqsubseteq g) \equiv(\vee x: T \mid \cdot f x \sqsubseteq g x)
$$

We prove this by showing

$$
\left(\forall x \in D_{T} \cdot \mathcal{M} E \sqsubseteq_{S} \mathcal{M} F\right)=\mathcal{M}(\text { fun } x \in T: E) \sqsubseteq_{S} \mathcal{M}(\text { fun } x \in T: F)
$$

Proof

We conclude from this that
$\left(\left(\right.\right.$ fun $\left.\left.x \in T^{\prime}: E^{2}\right) \subseteq(\operatorname{fun} x \in T: F)\right) \equiv(\forall x \in T: E \sqsubseteq F)$

Now: since any furction expression $f$ which is proper must be of the form (fun $x \in T$ : $E$ ), and using $\gamma$-reduction, we conchide that the axiom is also valid from the semantics of refinement.

Refinement of Choice The axiom for refinernent of choice states, for $\Delta G$

$$
(E \| F \sqsubseteq G) \equiv(E \sqsubseteq G \vee F\llcorner G)
$$

In the semantic domain this requires a proof that

$$
\left(\mathcal{M E \cup M F \sqsubseteq s \mathcal { M } G ) = ( M E \sqsubseteq _ { S } \mathcal { M } G ) \vee ( M F \sqsubseteq S \mathcal { M } G ) , ~ ( M )}\right.
$$

which is a trivial exercise, using the fact that $\mathcal{M} G$ is a singleton set.

Refinement of Generalised Choice The axiom regarding refinement of generalised choice was given as

$$
(] / S \sqsubseteq E) \equiv(\exists x: T \mid x \in S \bullet x \sqsubseteq E)
$$

for $\Delta E$ and $\Delta S$.

We give an overview of the proof that the semantics of refinement supports this axiom. Proof We need to show that

$$
\mathcal{M}(\| / S) \sqsubseteq_{S} \mathcal{M} E-(\mathcal{M}(\exists x: T \mid x \in S \in x \sqsubseteq E)-\{T r u e\})
$$

We know that $\mathcal{M S}$ and $\mathcal{M E}$ are singlton sets containing $\epsilon \mathcal{M} S$ and $\epsilon \mathcal{M} E$ respectively, which are non-bottom.

We take the left hand side and reason:

```
    \(\mathcal{M}(\square / S) \sqsubseteq_{S} \mathcal{M} E\)
\(=\quad\) "Semantics, \(\Delta E\) "
    \(\cup \mathcal{M S} \sqsubseteq_{s}\{\epsilon \mathcal{M} E\}\)
\(=\quad " \Delta S, \bigcup\{\epsilon \mathcal{M} S\}=\epsilon \mathcal{M} S\) "
        \(\varepsilon \mathcal{M} S \sqsubseteq s(G \mathcal{M} F\}\)
\(=\) "Definition of 드s"
        \(\forall y \in\{\epsilon \mathcal{M} E\} . \exists x \in \epsilon \mathcal{M} S, x \leqslant D y\)
\(=\quad\) "Logic"
        \(\exists x \in \in \mathcal{M} S x \leqslant D \in \mathcal{M} E\)
```

Taking the right hand side, we obtain:

$$
\begin{aligned}
& \mathcal{M}(\exists x: T \mid x \in S \bullet x \sqsubseteq E)=\{7 r u e\} \\
& =\text { "Set Theory, Semantics" } \\
& \left(\exists x: D_{\mathcal{T}} \mid \mathcal{M}(x \in S)=\{\text { True }\} \bullet \mathcal{M}(x \subseteq E)=\{\text { True }\}\right) \\
& =\quad \text { " } \Delta S \text {, Semantics, Set Theory" } \\
& \left(\exists x: D_{P} \mid x \in \epsilon \mathcal{M} S \bullet\{x\} \underline{\Gamma}_{S} \mathcal{M E}\right) \\
& =\quad \text { "Logic, Definition of } \sqsubseteq_{s} \text { " } \\
& \exists x \in \epsilon \mathcal{M} S . \forall y \in \mathcal{M} E . \exists x^{\prime} \in\{x\} \cdot x^{\prime} \leqslant_{D} y \\
& =\quad \text { " } \Delta E \text {, Logic" } \\
& \exists x \in \epsilon \mathcal{M} S \cdot x \leqslant D \in \mathcal{M} E
\end{aligned}
$$

as required.

Refining - The final axiom is stated as

$$
(T \sqsubseteq E) \fallingdotseq(E \equiv T)
$$

It is trivial to show that the semantics supports this.

### 6.5.10 Inference Rules

Our final task is to show that the inference rules of section 2.3 .2 are valid. In fact, it is fairly standard to prove that these inference rules preserve truth in the $\mathcal{M}$-semantics.

For example, consider the Modus Ponens inference rule, given as:

$$
\frac{\mu \quad \mu \Rightarrow Q}{O}
$$

We need to show that if bolh $P$ and $P \Rightarrow Q$ are true in the model, for arbitrary $P$ and $Q$, then it is necessarily the case that $Q$ is true. Let us assume that $\mathcal{M} P=\{$ True $\}$ and $M(P \Rightarrow Q)=\{$ Truc $\}$. Rccall the mappings given for implication:

$$
\begin{array}{ll}
\text { True } \in \mathcal{M}(P \Rightarrow Q) & - \text { True } \in \mathcal{M} P \Rightarrow \text { True } \in \mathcal{M} Q \\
\text { Faise } \in \mathcal{M}(P \Rightarrow Q) & =\mathcal{M} P=\{\text { True }\} \wedge \text { False } \in \mathcal{M} Q \\
\perp \in \mathcal{M}(P \vee Q) & =\mathcal{M} P=\{\text { True }\} \wedge \perp \in \mathcal{M} Q
\end{array}
$$

From the first identity, and our assumptions, we conclude that True $\in \mathcal{M} Q$. From the second identity, since Fulse $\notin M(P \Rightarrow Q)$, we conciude that False $\notin \mathcal{M} Q$. Similarly, from the third identity we conclude that $\perp \nexists \mathcal{M} Q$. And so we have $\mathcal{M} Q=\{$ True $\}$.

The truth of the Generalisation inference rule is similar.

### 6.6 Semantics of Specification Modules

In section 3.2 we considered the form of a specificalion and said that a specification could either be a simple expression, or a collection of named expressions, possibly with user-defined types.

Simple specifications are just expressions, and so they have already been given a formal semantics.

We now consider what have been termed specification modules. These are collections of named expressions which may also contain given types, global constants and datatype definitions, as described in section 3.2.1.

Consider first a specification module with just a collection of specifications. This has the general form

$$
\begin{aligned}
& \text { name }_{1} \hat{=} E_{1} \\
& \text { name }_{2} \hat{=} E_{2} \\
& \vdots \\
& \text { name }_{n} \ddot{ } \\
&=E_{n}
\end{aligned}
$$

We may assume that these are independent of each other, i.e. name ${ }_{i}$ does not appear free in $E_{j}$ for any $i, j$; otherwise make $E_{i}$ a local definition of $E_{j}$, thereby binding rame ${ }_{i}$.

Now, each $E_{i}$ has a denotation in the semantic domain, $\mathcal{M} E_{i}$. We say that the denotation of the specification module is a record, or collection of named denotations. The names in the semantic domain are derived from the corresponding names in the syntactic domain. So, the denotation of the above module would be something like:

```
[ (name \(\left.{ }_{1}, \mathcal{M} E_{1}\right)\),
    ( name \(_{2}, M_{2}\) ),
    \(\left(\right.\) name \(\left.\left._{n}, \mathcal{M} E_{n}\right), \quad\right]\)
```

We now consider the case where the specification module contains a global constant, with the general form:

$$
\mid g: x
$$

Spec
The specification Spec already has a denotation which we call $\mathcal{M}$ Spec. This contains occurrences of $\mathcal{M}_{\Omega}$ which is in the domain $P D_{T}$, where $D_{T}$ is the domain corresponding to type $T$. Now, $g$ is a constant, so it should be denoted by a singleton set in $\mathcal{P} D_{T}$, of the form $\left\{m_{g}\right\}$, for some $m_{g}$ in $D_{T}$. Finally, we say that the denotation of the specification module is a function from elements in $D_{T}$ to denotations. This may be written as

$$
\lambda m_{g}: D_{T} \cdot \mathcal{M S p e c}\left[\left\{m_{g}\right\} / \mathcal{M} g\right]
$$

Now consider a specification module containing a given type. This is of the form

## Spec

Again, the specification (trodule) Spec already has a denotation, M Spec which depends on a domain $D_{T}$ corresponding to the given type $T$. We assume that this domain exists and that appropriate mappings exist, taking proper values of $T$ to singleton sets in $\mathcal{P} D T$. We don't know anything about the domain $D_{T}$ except that it is distinct from any other domain that we know about. The denotation of the above specification module might be bascd on the use of existential parameter, representing the domain $D_{T}$, to the meaning of Spec.

Finally, we consider a specification module containing a datatype definition. This has the general form

$$
T::=v_{1}\left|v_{2} ; \ldots\right| v_{n}
$$

Spec
As before, we assume that the specification (nodule) Spec has the denotation M Spec, this time based on the domain $D_{T}$ corresponding to the datatype $T$. In this case we want to associate $D_{T}$ with the lifted domain containing the elements $\left\{\perp_{T}, v_{1}, v_{2}, \ldots, \mathbf{v}_{n}\right\}$. These $n+1$ values are distinct, and are such that $\mathbf{v}_{i}$ is the domain element associated with the proper value $v_{i}$, i.e. $\mathcal{M} v_{i}=\left\{\mathbf{v}_{i}\right\}$.

Clearly this account does not form a formal scmantics for specification modules. However: it indicates that the problem of giving such a semantics does exist and suggests ways in which the problem might be overcome.

### 6.7 Conclusions

In this chapter we have given a formal semantics to the specilication language based on sets of possible evaluations from some domain. In this way, the erratic non-determinism of an expression may be captured. The issue of undefined expressions is treated explicitly, by allowing these sets to contain the least element of the domain.

Since our semantic objects are sets, we use powerdomain theory to give a meaning to recursive function definitions. The sets are ordered using a variation of the Egli-Milner ordering. This extends work previously done with powerdomains, in that we admit infinite sets which do not contain $\perp$, the least element of the domain. We claim that this is appropriate for a specification language, since monotonicity, rather than continnity, is sufficient to allow the application of the fixpoint theorem. In a program, such infinite, non $\perp$-containing sets will not be a problem, since they can only arise from generalised choice over an infinito set.

Two expressions of the cxpression language arc cquivalent exactly when their $\mathcal{M}$-sets correspond. Therefore, in order to show the qalidity of the axioms of the language, with respect to the semantics, we have compared $M$-sets for equality. Since the semantics of the language was structured with the axioms in mind, many of the axioms follow quite naturally, as demonstrated in section 6.5. The reasoning used in the semantic domain is semi-formal, as in the usual mathematical style for sets and domains.

The refinement relation has been given meaning using the Smyth ordering. We have shown that this supports the axioms for refinement given in chapter 5 .

We find that the semantics based on scts of possible evaluations is a simple one, but surficient for the requirements of an expression language. It has been possible to describe recursive functions adequately, and to reason easily about such functions. The definition of refinement is very clear, and the prools of the refinement axioms are straightforward.

We have also suggested how a denotational semantics might be given to specificalion modules: informally introduced in chapter 3. This would involve records of denotations, and methods to construct new domains from their associated syntactic types. A discussion of a formal approach to modules is included in the next chapter.

## Chapter 7

## Discussion and Conclusions

In this chapter we summarise, review and discuss the main points of this thesis, the refinement calculus as it stands on its own, and how it contributes to the area of formal methods in computing science. Section 7.1 gives an overview of the thesis, indicating what was achieved and how it was approached. An evaluation is given in section 7.2.1 and section 7.2.2 looks at how the calculus might be used. Scetion 7.3 compares the results to similar work in the area of formal program development in general, and in the area of expression refinement in particular. Some suggestions for future work on the calculus are described in section 7.4.

### 7.1 A Refinement Calculus for Expressions

In chapter 1 we described what we consider to be the components and attributes of a refinement calculus, and indicated that it was our intention to describe such a calculus for expressions. Following the approach used for the imperative refinement calculus we defined a specification language of expressions which includes more expressive, though nonexecutable, constructs useful for making spocifications. Special features includo ways for reasoning with and about undefined terms; non-deterministic expressions to allow for more abstract specifications; and partial expressions to allow the piecewise construction of speciifications. The expression language is described in chapter 2.

Chapter 3 shows how the expressions are used to form specifications. A specification is described as a collection of expressions which may include user defined types and global constants. A number of small examples dennonstrate how the various concepts might be employed.

In chapter 4 we showed how the language could be used to describe larger problems, by introducing the concept of partial functions, which may be combined using special union operators to form complete specifications. These partial functions are essentially a syntactic device for the structuring of specifications into concoptual uxits. However, we also discussed how it might be possible to define a special class of higher-order functions to manipulate partial functions.

The use of monads in functional programming has proved a uscful tool in the structuring of large programs, by hiding the details of impure features such as state and exceptions. In chapter 4 we showed how the state monad with exeeptions can be nsed to structure specifications of our languase, and we indicated how it might be possible to define monads within the language itself.

We demonstrated, in chapter 5 , how properties of specifications can be formulated and how expressions can be manipulated and reasoned about, using a proof system based on the logic of the language itself. A refinement relation is introduced and we indicate how a specification can be refined, in a stepwise and piecewise manner. Colloctions of transformation and refinement laws are provided to support the high level manipulation of expressions without always appealing to the basic axioms.

We have given a formal semantics to expressions of our language, based on sets of possible evaluations, in chapter 6. The use of sets handles explicitly the possible non-determinism of expressions, while undefinedness is accommodated by allowing the least value of a domain as an element of a semantic set. Totatity is given a meaning in terms of definedness and nondeterminism. The semantics of recursion is given by ordering the sets using the Egli-Miluer ordering and applying the fixpoint theorem.

Refinement is given meaning at the semantic level using the Smyth ordering for powerdomains, which displays the required properties. Using this and the semantic definition of equivalence, we have shown that the axioms and laws of the calculus are supported by the semantics. We consider that the proofs involved are straightforward.

### 7.2 Discussion

We discuss the refinement calculus described in this thesis in terms of an evaluation of its shortcomings and achievements and how the calculns might be used.

### 7.2.1 Evaluation

A logic which accomorlates both undefined and non-deterministic terms has been described in section 2.3. 'The logic includes many of the laws of 2 -valued logic, and it is possible to reason equationally about terms, in the style of $[26,32]$. A similar logic, with $\perp$ and a demonic form of $[$, is presented in $[64,65]$. Ouc work extends this by providing axioms for terms of types other than Bool.

The inclusion of $\perp$ and $\|$ in the expression language, as described in chapter 2 , results in au expressive specification language which has been shown to be useful in the formulation of specifications. The admission of non-deterministic expressions is not a new concept. However, our choiee construct is slightly different from other approaches since it is both truly non-deterministic and erratic. The introduction of non-deterministic expressions results in more abstract specifications, giving more freedom at the implementation stage. The rich set of data types also adds to the expressiveness of the language, although one obvious omission is the ability to define recursive data types, such as trees.

The distinction between possibly undefined and possibly partial expressions is not usually so explicit. We have treated partiality as the dual of undefincdness with respect to refinement, since top 'T' is the identity for choice, so T $\mathbb{C} E \square E$, while boltom ' $\perp$ ' acts like a zero for choice, since $\perp \square E \square \perp$. The concept of partial expressions is useful since specifications can be built in parts, while each part may be manipulated and refined as a complete unit.

However, since partial expressions are not implementable, we found it necessary in section 2.6 .2 to control the occurrences of potentially partial expressions in specifications. This means the introduction of an operator which can be used to totalise such expressions, the biased choice operator $\overleftarrow{-7}$. While this is a useful tool in specifications, it is not monotonic with rospect to refinement, in general. This is not desirable, but any construct used to totalise expressions will necessarily not be monotonic. It would be more elegant to treat parciality in the same umrestricted way that we have treated undefinedness.

Again making use of partial expressions, we have extended the concept to partial functions, which are used purely as a syntactic device to structure specifications. This promotes the aim of separation of concerns in the construction of large specifications. The use of partial functions was demonstrated in chapter 4 with a specification of a printing control system. This also made nse of some notational shorthands, such as detached parameters and record definitions, in order to make the specification more readable.

Partial functions are combined using the mion operators ' $\dot{U}$ ' and ' $\overleftarrow{\mathrm{U}}$ ', which both have a syntactic definition. The ' $\cup$ ' operator, in particular, can be compared to the disjunction
operator used for schemas in the $Z$ specification language. The syntactic definitions could be considered over-simplified, certainly when compared to the category theoretic approach of Back and Butler [2] or the relational approach of Frappier [30] to the composition of. specifications. We have not considered any other ways of combining partial functions, such as a version of the conjunction operator.

The use of the state monad with exceptions to structure the printer control specification, in chapter 4, demonstrates how a large specification can be made more readable. We have also made some suggestions concerning how the definition of the monad might, be included into the language, rather than simply being a syntactic device with some useful associated laws. However, as pointed out in section 5.4.3, the use of monads, even with the associated monad laws, doesn't make the specification any casier to reason about. In fact, it becomes more difficult to formulate properties about the specification, sinee a knowledge of the monad and how it works is required.

In chapter 6 we gave a semantics for the expression language based on sets. The resulting semantics is very simple. The approach to the construction of the semantic objects, as sets, means that most of the axioms of the language follow immediately. Where proofs are required, they are reasonably straightforward.

A lot of assumptions had to be made concerning recursive function definitions in order to give them a reasonable semantics. We only allow recursive functions which are deterministic. at the outer level, but may have non-deterministic bodies. In addition, we restrict recursive function definitions to those of type $A \rightarrow B$ where the domain corresponding to the type $B$ is flat. As described in section 6.3, these restrictions were necessary to allow the semantics based on powerdomains to be simplified. It would be interesting to allow general recursive expression definitions, which wond certainly add to the expressiveness of the specification language.

### 7.2.2 Applications

The aim of this thesis is to describe a refinement calculus for expressions. We have provided a specification language based on expressions, a refinement, relation and a sel of refinement laws allowing the stepwise and piecewise refinement of expressions. There are a number of areas in which the results of the thesis could be applied.

It is possible that this work on the refinement of expressions could be used as an extension to the refinement calculus for imperative programs. As suggested by Morvis [64, 65], by admitting non-determinacy at the level of expressions, not just at the statement level, this
would permit the development of imperative programs using a methodology combining procedural and functional refinoment. The specification language would be more expressive and, since expressions are easier to manipulate than statements, derivations could be much simplifed.

Another application is that this work could form the basis of a refinement calculus for functional programs. As mentioned earlier, a program in a pure functional language is just an exprcssion. Therefore, by making the target language of the calculus an functional programming language, it would be possible to calculate a functional progran from ant initial specifcation in the expression language. The data types of our language are quite rich and are not all present, or not easily implementable, in a functional programming leuguage. This means that some form of data refinement would be necessary in a refinement calculus for functional programs. In addition, most functional languages have features such as polymorphism or laziness which do not form part of the expression language. We have discussed reasons why full polymorphism is not used in the language in section 2.5.7. Comments on laziness are given in section 5.5 and in section 7.3 .3 when we compare our work with Bunkenburg's thesis.

In [18] Bunkenburg looks at how to trausform expressions of a cortain form into imperative style programs. Again using the fact that expressions are easicr to manipulate than statements, the refinement rules of our calculus conld be nsed to derive expressions of the required form before transforming to an imperative progrant. An example of the use of this approach is the dorivation of Bresenham's line drawing algorithm in [19]. Part of this derivation was described in section 5.5 A simple mathematical specification of a line is refincd, wsing the refinement calculus for expressions, to an expression of a certain form which is then transformed to an imperative style program. A similar lechnique is used in [69].

We claim that the specification language alone, described in clapters 2,3 and 4 , is a useful language for the construction of specifications for software. Like the Z specification language, it may be used to build specifications in the model-oriented approach, as dernorstiated by the printer control specification of chapter 4 . Even without using the refinement laws to derive a program, the resulting specifications cat be reasoned about using the equivalence laws in the equational reasoning style.

### 7.3 Comparison to Other Work

In this section we compare our approaches and results to general formal program development techniques and also to other work carried ont in the area of expression refinement. We
first consider other approaches to reasoning with undefined and non-deterministic terms. We then look at other frameworks for the formal development of programs from specifications. Finally, we compare our calculus, in more detail, with the calculi of Norvell and Hehner [68]: Ward [90], and Bunkenburg [18].

### 7.3.1 Approaches to Formal Reasoning

Our basic specification languge, as defined in chapters 2 and 5 , includes constructors for expressions which are possibly not well delined, non-deterministic or miraculous. In the logic, which is used to reason about expressions of the language, such problematic expressions are haxded explicitly. We do not try to hide chem, or pretend that they don't exist. We found that the miraculous expression top, $T$, is difficult to reason with, and so it has a special treatment, as discusserl in section 2.6.2. But for undefined expressions, $\perp_{\text {, }}$, and those involving choice, <br>, axioms have been provided which cater for their occurrences. The aim is to retain as many of the nsual axioms as possible, so that when all terms are well-defined and deterministic the logic reduces to classical logic.

There are many possible alternatives to the treatment of undefined expressions, as illnstrated by the work of Cliff Jones in the area of handling partial functions [22, 42]. One approach is to attempt to keep to classical logic by restricting the domain of a function. In fact, we do this when we write the shorthand function

$$
\left.\langle\text { fun } n \in \mathbb{N}:] /\left\{x \in \mathbb{Z}: x^{2} \leqslant n<(x+1)^{2}\right\}\right)
$$

The intention is that the function is only ever applied to natural numbers, and never to a negative integer. However, there is no guarantee that the function won't be applied to such a negative argument since the type rules permit it. In our calculus the logic also tells us what happens when the function is applied to a negative integer, the result is the undefined integer, 1 : 2 .

The approach taken in the $\mathbb{Z}$ specification language $27,75,44]$ is to avoid function application entirely by treating functious as relations. This means, instead of writing $f x=y$, the function is treated as its graph and properties are formmated by testing whether the pair $(x, y)$ is a member of that graph. This has the advantage that it would also handle nondeterminisir quile easily. The disadvantage is that this approach leads to more complicated formulations of properties, making specifications more difficult to write.

Another approach is to use conditional forms of the familiar conjunction and disjunction operators, as in most programming languages. In evaluating an expression of the form
$P \wedge Q$, the left operand $P$ is evaluated lirst. If it is False, then the whole expression is False. If it is True, then the result is the value of $Q$. If $P$ is undefined, then the whole expression is undefined. Similarly for the disjunction operator. This approach is very implementation-oriented, and indeed our own conjunction and disjunction operators would probably be implemented (refined) in this way. However, for calculational purposes, these conditional operators have very unsatisfactory properties, the most obvious being that they are not symmetric.

The approach which we took was to treat the undefined value explicitly, using a logic close to classical logic. A similar approach is used in the logic of partial functions (LPF) [9] used for reasoning about, specifications in VDM [40]. This uses non-strict extensions of the classical conjunction and disjunction operators (the same extensions as ours), and defines implication, as in classical logic: by

$$
X \rightarrow Y \equiv_{d e f} \neg X \vee Y
$$

Unfortunately, this definition means that implication in LPF is not reflexive. We consider this to be a scrious loss.

The implication defined in chapter 2 as

$$
P \Rightarrow Q \#_{\text {thef }} \neg P \vee \neg \Delta P \vee Q
$$

is based on a definition from [1]. It was originally used in a three-valued version of the logic, but is also suitable for the seven values possible in our logic. This implication operator is reflexive and, although the bi-implication law

$$
(P \equiv Q) \equiv(P \Rightarrow Q) \wedge(Q \Rightarrow P)
$$

does not hold unless all terms are proper, many other laws of classical logic are retained. In particular; the deduction theorem holds. This says that in order to prove a theorem of the form $P \Rightarrow Q$, it is sufficient to prove $Q$ under the assumption that $P$ is available to us as a theorem.

The definition of implication aside, another way that our logic differs from LPF is that while LPF is three-valued, our logic also deals with non-deterministic logical values. Both Morris [65] and Bunkenburg [18] use a logic where terms may be non-deterministic. This logic has four distinct values, True, Folse, $\perp$ and True f False. The choice operator in this treatment is demonic, which makes $\perp$ a zero for choice.

The choice operator used in this thesis is erratic, giving seven values, True, False, L,

True ] म, False [ 1, True ] False and True [ False [] . At Arst this may appear unnecessarily cumbersome, but in fact is not so difficult to work with since negation, disjunction and conjunction all distribute over choice. Of course, not all of the theorems of classical logic can be retained, but this directly follows from the fact that we are no longer in a twovalued world. When all logical terms are proper, our seven-valued logic reduces to classical logic.

### 7.3.2 Formal Program Development

Given a specification, the task of the programmer is to construct a program which implements that specification. Formal program development involves using rules and methodologies to develop a program in stages, with cortain proof requirements at each step, such that the resulting program is guaranteed to satisfy the specification.

Program development methodologies for Z specifications are described in [27, 75. The treatment of [75] involves a notion of refinement, of both data and operations. An abstract, specification is refined in steps to a coucrete specification which is suitable for "translation" into programming language codc. Diller [27] describes how Z schemas can be transformed into formulae of a Floyd-Floare logic, from which an implementation may be derived using the usual methods, e.g. $[31,45]$. The weakness of such methodologies is in the gap between the final specification and the program. Since each is written in a different formal language, intermediate structures are necessarily hybrids. In particular, the last development step of [ 75 ] is an informal jump from specification to implementation.

The problem of having informal aspests in the development process is addressed, as in the imperative refinement calculus and in our own calculus, by having a specification language which is a superlanguage of a programming language. 'this is the case with the Fxtended ML, specification language $[79,81,80]$ which has as sublanguage the Standard ML programming language [71]. A methodology is provided which describes how a specification may be developed in stages by replacing non-algorithmic elements by executable code. At any stage in the development process there are three ways of procceding -- further decomposition of a problem into more manageable units; replace the special placeholder '?: by providing a functor body; or replace abstract code by a more 'algorithmic' version. Each way of proceeding is associated with a set of proof obligations.

The methodology for the development of programs from specifications in the Exterded ML framework suffers from the problem that the process is still partly informal. The three gencral rules are expressed in an informal manner and, although they identify certain proof
obligations associated with each type of step, the identification is done by observation. There is no mathematical notion of refinement betwecn specifications.

In contrast, this thesis has attempted to follow the approach taken in the imperative refinement calculus $[59,56]$. Both specification and program are expressed in the same language, in fact, we consider a program to be a special type of specification. A refinement relation is defined formally. Axioms and theorems are provided which allow propertics of specifications to be rigorously demonstrated and programs to be formally calculated from specifications.

### 7.3.3 Refinement of Expressions

Other work in the area of refinement calculi for expressions includes that of Norvell and Hehner [68]: Ward [90] and Bunkenburg [18], as discussed in section 1.2.2.

In the cases of 68 ] and [90], a simple language of expressions is extended with constructs for forming non-deterministic expressions, resulting in a specification language similar to that of chapter 2. In fact, the resulting calculi, consisting of language, refinement relation and rules for manipulation of expressions, are similar to that part of our calculus described in chapter 2 and parts of chapter 5 . Our main contribution to the field of expression refinement, in comparison to these two pieces of work, is in two areas: we use partial expressions and partial functions to address the issues involved in structuring large specifications; and we give the specification language a simple denotational semartics. Wo now discuss these two issucs, and then go on to compare our work with the thesis of Bunkenburg.

## Large Specifications

The problem of using the specification language to make large specifications is not addressed in cither of $[68 ; 90]$. We have shown, in section 2.6 , how expressions may be combined using the choice operator, and, in section 4.1, how partial functions may be combined using a special union opcrator, to build large specifications in parts. The technique has been demonstrated in section 4.2. In addition, the use of the state and exception handling monad to structure large specifications has been examined, the results of which are found in section 4.3. The possibility of describing partial expressions and functions arises from the use of the unimplementable expression ' $T$ ', the unit of choice.

Norvell and Hehncr's bunch union, corresponding to non-deterministic choice, has the sull specification as unit, while the magic specification of Ward's language is the unit of demonic choice. Both of these specifications are unimplementable, and they correspond directly to
our fictitious value ' $T$ '. However, neither approach goes any further than admitting that this extreme specification exists.

For an under-determined choice operator, described in section 1.2.2, there would be no distinction between choice ' $]$ ' and the special union operator ' 6 '' used to cornbine partial functions. This is the case with the bunch union operator of [68]. Our choice operator is such that, for partial functions $f$ and $g$ of the same type

$$
f \dot{\cup} g \sqsubseteq f \| g
$$

Tike the demonic choice of [90], we can say that our choice operator is truly non-deterministic, making our function abstanctions more expressive than those with an under-determined semantics.
Our biased choice operator ' $\leftarrow$ ', used for totalising expressions, is very similar in nature to the non-commutative choice operator '[x] introduced by Nelson in [67] as an extension to Dijkstra's calculus [24]. For $A$ and $B$ programs, the operational semantics of $A$ 図 $B$ is 'activate $A$ if possible, else activate $B$ '. Nelson uses this choice operator with partial commands, which may be compared with our partial expressions. In the refinement calculus for imperative programs the unimplementable specification, miracle or magic, is also used to aid the formulation and refinement of specifications in parts.

## Semantics

The semantics of Norvell and Hehner's specification language is given axiomatically. The refinement laws, while reasonable, are given without proof. In particular, the introduction of recursion in some of the example refinements is not given any formal basis.

Ward, in contrast, gives a semantics based on weakest preconditions to his langnage. The resulting semantics is over-complicated, and we are not convinced that such a semantics is necessary for a language based on expressions. Functions of the language only get a meaning when applicd to something else, so, semantically speaking, they are not treated as first class citizens. In order to give a meaning to recursive functions in [90], the ordering used to obtain a least fixpoint is the refinement ordering, which is not usual in most treatments of recursion.

We consider that our approach to the denotational semantics of the specification language is more intuitively clear, and results in a much simpler semantics. While many of Ward's refimement laws are similar to those of chapter 5 , our proofs are shorter and less complicaled.

## Comparison with Bunkenburg's 'Thesis

Bunkenburg's recent thesis [18] describes a calculus for the derivation of imperative style functional programs. In some ways, Bunkenburg's approach, content and findings are comparable to those of this work, but his thesis differs significantly in scope and in many of the design decisions taken. Bunkenburg states that the aim of his thesis is to present a formalism for calculating programs, including imperative programs. His man achievement: is based on combining imperative threads with the casy calculational style of expressions: through the use of the state monad.

The scope of Bunkenburg's work is much broader than treated in this work. He starts with a description of an expression language, similar to that of chapter 2, and a discussion of refinement for this language. It is this part of [18] which can be directly compared with this thesis. However, Bunkenburg swiftly moves on to treat imperative expressions and also includes a brief description of data refinement techniques used with his language.

Bunkenburg also uses powerdomain theory to give a denotational semantics to the language, including the imperative style components. We will compare the denotational semantics of chapter 6 with Bunkenburg's treatment.

In the following we outhe and discuss the diflerences between the expression language component of [18] and that presented in this thesis.

The first major difference in Bunkenburg's expression calculus is that function application is non-strict. In our approach we observe the property of strictness. Strictness of function application, as a specification tool, has the advantage that any value which becomes bound to a variable within the function body will be well-defined (and deterministic in our calculus). This has much value in terms of ease of calculation, without losing a significant amount of expressive power. For example, Bunkenburg's approach means that a function such as

$$
\text { (fun } x \in \mathbb{Z}: \text { if } x=\perp \rightarrow 3 \overleftarrow{\square} 4 \text { fi) }
$$

is a sensible one. In our calculus it is possible to prove, using the fact that $x \neq \perp$ for any $x$, that this function is the same as the constant function

$$
\text { (fun } x \in \mathbb{Z}: 4 \text { ) }
$$

A second difference between the two pieces of work is in the data types provided and the treatment of objects of each type. Bunkenburg provides primitive types, sums, tuples,
functions, scts, recursive and polymorphic types. In our calculus there are primitive types, tuples, functions, sets, bags and sequences. The three latter types allow specification in the model-oriented style and, in parlicular, admit infinite objents. Bumkenburg constructs lists which, he claims, are infinite. In fact, the axioms provided are for finite lists only. Bunkenburg approximates infinite lists because he has lazy constructors.

At the level of sperification it is comvenient to calculate with infinite objects, but such objects cannot be directly implemented. At this point, the implementation stage, infinite objects must be data-refined to finite objects. The use of lazy evaluation is a good way of approximating infinite objects. We suggest that it is more appropriate at the implementiation stage than al specification level. It has been our experience that infinite sets, sequences and bags have been useful specification tools.

As described in chapter 1, Bunkenburg informally treats his expressions as upward closed sets of outcomes. An upward closed set; is such that, if the set conterins an ontcome $v$, then it also contains all outcomes better (moxe defined) than $v$. In contrast, we treat an expression $E$ such that, when evaluated, it nay have a number of possible outcomes. We don't identify $E$ with sets of possible outcomes. This is purely a semantic model.

A further difference between the calculi is in the treatment of non-determinism. Bunkenburg's choice operator, $\Pi$, is interpreted as demonic non-determinism and axiomatised as the greatest lower bound operator for Bunkenburg's upward closed set.s. This has a number of consequences.

First: refinement cquivalence, $\boxed{\text { ® }}$, is the same as equivalence, $=$. This means that fewer expressions can be distinguished in Bunkeriburg's calculus.

His refinement is a partial order, since it is now anti-symmotric, in addition to being reflexive dund transitive. However, in order to have a "good" refinement ordering, suitable for stepwise refinement, it is sufficient to produce a pre-order, such as our relation.

There are other minor differences between the two calculi including the treatment of guarded expressions. Bunkenburg's guarding operator, $\rightarrow$, is defined

$$
\begin{aligned}
& \text { True } \rightarrow F \equiv E \\
& G \rightarrow E \equiv 1 \text {, if } G \not \equiv \text { True }
\end{aligned}
$$

which makes alternations casior, but the $\rightarrow$ operator is no longer monotonic in its left argument.

Guarding is the only way that partiality can be introduced into a specification. Bunkenburg's specification expressions are of the form $\sqcap x: T . E$ ( $E$ with $x$ bound to an arbitrary
outcome of type $T$ ), which is always total. Although initially this seems less expressive than our $\mathrm{G} / \mathrm{S}$ (choose an arbitrary element of sets $S$ ), the same can be expressed in Bunkonburg's calculus as $\sqcap: x: T x \in S \rightarrow x$.

Bunkenburg's denotational semantics uses the theory of powerdomains to provide a model for his language. His semantics is broadly similar to ours. Both use the Smyth ordering for refinement. However, because Bunkenburg's choice is demonic, he also uses the Smyth ordering for definedness, upon which the theory of recursion is based. Therefore, Bunkenburg's theory suffers from the same problem as Ward's, where the refinement ordering is used to find the least fixpoint. In some way, demonic choice wonld appear to blur the distinction between the refinement ordering and the definedness ordering. Bunkenburg gives a semantics for recursive function definitions, but not for more general recursive expression definitions, although he allows these in the specification language.

Finally, although Bunkenburg starts with an expression language similar to that described in chapters 2 and 5 of this thesis, he does not, treat the language in as thorough a manner as is presented here. We have attempted to investigate fully the behaviour of possibly undefined, non-deterministic and partial expressions in a rigorous manner. In contrast, Bunkenburg uses the language more as a starting point to which is added imperative style constructs. It is his treatment of imperative expressions which forms the major component of this thesis.

### 7.4 Future Work

In this section we look at some possible areas for future extensions to the work presented in the thesis.

## Non-Deterministic Boolean Expressions

Although the use of non-deterministic boolean expressions is not encouraged, since they are unlikely to be of any use in specifications, they cannot be eliminated.

We investigate the behaviour of non-deterministic boolean expressions as guards or assumptions. For example, consider the expression

```
let \(f=(\) fun \(x \in \mathbb{Z}: x+3 \cap x-3)\)
\& \(n=2\)
in \(\left(f n>0 \rightarrow E_{1}\right) \stackrel{\leftarrow}{\square} E_{2}\)
```

The guard in the subexpression ( $f n>0 \rightarrow E_{1}$ ) is non-deterministic and is equivalent to True 【 False. Using our axioms for guarding, and since $\neg \Delta$ (True $\rrbracket$ False) the resulting expression is undefined.

A different axiomatisation for guards (and assumptions) replaces the axiom for non-proper guards (assumptions) with a strictness axion and a distribution axiom.

$$
\begin{aligned}
& \perp_{\text {Bool }} \gg E \perp_{T} \\
& \left(P_{1}\left[P_{2}\right) \gg E=\left(P_{1}>E\right) \|\left(P_{2}>E\right)\right.
\end{aligned}
$$

where ' $\gg$ ' represents either ' $\rightarrow$ ' or ' $>$ ' throughout the formula, and $T$ ' is the type of $E$.
Now the subexpression becomes

```
    \(f n>0 \rightarrow E_{1}\)
\(=\quad\) "Manipulation of Guard"
    (True \(\|\) False) \(\rightarrow E_{1}\)
\(\equiv \quad\) "Left-distribute \(\rightarrow\) "
    True \(\rightarrow E_{1} \square\) False \(\rightarrow E_{1}\)
\(\equiv \quad\) "Axioms for Guarding"
    \(E_{1}\)
```

In this, we could say that [] in guarding is, in some sense, angelic with respect to $T$, since it is T-avoiding. Evaluation of the guarded expression looks ahead to eletermine which choice of guard gives a total result.

With assumptions we have the less interesting case that

```
    \(f n>0>E_{1}\)
\(=\) "Manipulation of Assumption"
    (True \False) \(>E_{1}\)
\(\equiv \quad\) "Ineft-distribute \(>-\) "
    True \(>-E_{1} \rrbracket\) False \(>-E_{1}\)
\(\equiv\) "Axioms for Assumptions"
    \(E_{1}^{\prime}\) -
    "Reduce Non-Determinary, Tntroduce Choice,.\(L \sqsubseteq\) and \(\perp \sqsubseteq E_{1} "\)
    \(\perp\)
```

So: in this case, we could say that $\lceil$ in an assumption is demonic with respect to $\perp$ and $\square$, i.e. - -seeking in terms of refinement cquivalence.

## Partial Functions

As discussed in sections 1.3 and 7.2 .1 , there has been some interesting work carried out on how to describe specifications in parts; and how to combine these parts to form complete sperifications. Wo allow the formation of partial functions as abstractions over partial expressions, and combine them using a union operator, which is defined syntactically. This operator is similar to the disjunction operator used to combine sehemas in Z. There also exists a conjunction operator for schemas in $Z$. We consider how a corresponding intersection operator might be used in our language.

In chapter 1.3 we used partial functions to specify different cases of a problem. These are then combined, using the union operator, such that

$$
(\text { finn } x \subset T: P ; E) \cup(\text { fun } x \in T: \neg P \rightarrow F)
$$

is equivalent to

$$
(\text { fun } x \in T: P \rightarrow E[-P \rightarrow F)
$$

Given the two specification expressions

$$
\mathbb{Z} /\{x \in \mathbb{Z}: 0 \leqslant x \leqslant 20\} \quad \mathbb{Z} /\{x \in \mathbb{Z}: \text { even } x\}
$$

an intersection of the two specifications should result in the expression

$$
\mathbb{J} /\{x \in \mathbb{Z}:(0 \leqslant x \leqslant 20) \wedge \text { even } x\}
$$

Apart from investigating wher her or not such a facility would be useful, it would also be interesting to see if a suitable syntactic definition could be given in the language. Such an operator, among others, is described by Frappier in [30] using a relational approach. The main concern is that either of the two specification expressions could be refined to such a point, that the intersection no longer exists, resulting in an unimplementable specifuation.

In section 4.1.3 we looked briefly at the manipulation of partial functions, and suggested a special class of higher-order functions which might be defined for this purpose. We could also examiac the behaviour of partial functions when applied to non-deterministic arguments. For example, consider the fallowing expression, which is noi syntactically correct according to our syntax restrictions.

$$
\begin{equation*}
(\text { fun } x \in \mathbb{Z}: x=0 \rightarrow E)(0 \| 1) \tag{7.1}
\end{equation*}
$$

Since function application distributes over choice, it is reasonable to assume that this should be the same as

$$
(\text { fun } x \in \mathbb{Z}: x=0 \rightarrow E) 0[(\text { fun } x \in \mathbb{Z}: x=0 \rightarrow F) 1
$$

Function application with deterministic arguments is governed by the substitution rule, giving

$$
0=0 \rightarrow E \rrbracket 1=0 \rightarrow E
$$

which, according to our equivalence laws, is just $E$. So, we could say that the evaluation of expression (7.1) looks ahead to determine which choice, il any, gives a total result. Similatly, we expect the expression

$$
(\text { fun } x, \in \mathbb{Z}: x=0 \rightarrow E)(\mathbb{Z} / \mathbb{Z})
$$

to behave in the same way. This could prove to be a very useful property of the application of partial function to non-deterministic arguments. In contrast, we note that the (total) expression

$$
(\text { fun } x \in \mathbb{Z}: x=0>-E)(0 \rrbracket 1)
$$

will evaluate to $E \|$....
In this thesis we have restricted the occurences of partial functions, in order to simplify the tasks involved in describing the calculus. A study of the unrestricted behaviour of these functions could provide some interesting results.

## Non-Deterministic Functions

The choice operator of om expression language is such that function abstraction does not distribute over ]. This, as we have seen, results in true non-determinism [90, i.e.

$$
(\text { fun } x \in T: E \cap F) \not \equiv(\text { fun } x \in T: F)](\text { fun } x \in T: F)
$$

Although the function on the right is a refinement of that on the left, the two may be distinguished from each other. Not only is the function on the left proper, while that on the right is improper, but they are also distinguishable when passed as arguments to a higher-order function such as map.

We now consider the function expression
$($ fun $x \in T: E 日 F)]($ fun $x \in T: E)$
and compare it to
(fun $\left.x \in T: E^{\prime} \cap F^{\prime}\right)$
It is reasonable to consider that these two functions should be equivalent since, operationally, there is no observable difference between them. In fact, they are refinement equivalent, $\square$, and can be distinguished from each other only by using the operator $\Delta$.

This operator is defined over $\|$, in chapter 2, by the axiom

$$
\Delta(E \rrbracket F) \equiv \Delta E \wedge \Delta F \wedge(E \equiv F)
$$

An alternative nxiom might be

$$
\Delta(E \| F) \equiv\left(\Delta E \wedge E \subseteq F^{\prime}\right) \vee\left(\Delta F \wedge F^{\prime} \subseteq E^{\prime}\right)
$$

With this axiom, both of the functions in question would be proper and so impossible to distinguish from each other. In fact, it would be possible to prove equivalence, using extensionality.

If this alternative axiomatisation for $\Delta$ was to be used, the semantic definitions described in chapter 6 would require to be revised. Currently they support the axiom for $\Delta$ as included in chapter 2, and a prool' of this is given in section 6.5. However, ili would be useful to explore the possibilities offered by the new axiomatisation, and to find a definition in the semantic domain to support it.

## Program Transformations

In this thesis we have looked at the derivation of programs from specifications, but we have not considered the issue of efficiency. It is likely that a functional program derived using this calculus will not be the most efficient of implementations. However, there are techniques for the transformation of inefficient functional programs into equivalent but efficient programs. It should be possible to prove such transformations using our equivalence laws, or to describe Whe transfomation technicques using our syntax and use the semantic definitions to prove them.

## Data Refinement

The specification language of chapter 2 contains a rich set of data types, which are not present, or not easily implementable, in a pure functional programming language. The whole point of using the model-oriented approach for specification is to model some concept using these rich, but well-understood, types. However, it is not usually possible to use these types in the implementation.

Although we can refine expressions using our calculus, refinements are always between expressions of the same type. In order to change the type of an expression, data refinement methods are needed $[60,61,58]$, as described in section 1.2.1. We anticipate that the same metloods as are used for data refinement of imperative style specifications conld be applied to functional style specifications. Bunkenburg outhes such an approach in liss thesis [18].

## Module Refinement

It is possible to give a formal syntax for modules using ideas drawn from algebraic specifications, object-oriented programming, type theory etc. [28, 36, 49, 51]. Although we did not take such an approach, because we found it was not necessary to achieve our goals, there are a number of reasons for a more formal approach. Modularisation of a large system (of specifications or implementations) has the commonly associated benefits of seperation of concerns and re-use of components.

A formal module syntax would provide the basis of a formal module calculus. Operations over modules, surh as module inclusion, union and difference could be formadly defined and investigated (see [10]). We could imagine the usefulness of building a hierarchy of modules, and employing the concepts of inheritance and specialisation, moving towards an object-oriented approach. More interesting might be the consideration of parameterisation of a module, with respect to values, types and even other modules (see $[80]$ ). Finally, and importantly in a refinement calculus, we could consider the possibility of one module refining another, using both expression and data refinement. It is likely that such refinement of a module would be with respect to some notion of an interface, containing invariants and other necessary information.

## Mechanisation

Tools for the refinement of specifications based on the refinement calculus for imperative programs are currently being developed, for example, the work of Grundy [33, 34] using the

HOL theorem prover. An interesting exercise would be to attempt to build such a tool for our calculus for expressions. The embedding of the semantics of the language would be a huge task. However, if we were to incorporate the rethods for expression refinement into the imperative refinement calculus, as suggested in section 7.2.2, the framework provided by the theorem prover conld be of enomous benefit.

### 7.5 Final Remarks

This thesis has investigated an approach to deriving cxecutable expressions from specifications using a refinment calculus, in the same manner as the refixement calculus for imperative programs. In this way, the calculus could be used to extend the refinement calculus to allow the refinement of non-deterministic expressions in specificalions. It coulkl also be used to form the basis of a refinement calculus for functional programs, or to derive imperative style programs from functional spocifications. The calculus consists of: a specification language of expressions based on a general expression language; a refinement relation with properties to allow the stepwise and piecewise refinement of expressions; and a set of laws which can be used in the manipulation of a specification, the derivation of a program, or in the proof of a property of a specification. We consider the main contributions to the area, as well as the calculus itself: to be the approach taken to constructing large specifications using partial expressions and functions, and the denotational semantics which is based on the idea of sets of possible evaluations.

## Appendix A

## Theorems of the Logic

In this dppendix we list some theorems of the logic as described in chapter 2 .

## A. 1 Theorems of Propositional Logic

Distribution of $\vee$ Disjunction distributes over itself.

$$
P \vee(Q \vee R) \equiv(P \vee Q) \vee(P \vee R)
$$

Involution Negation is an involution.

$$
\neg \neg P \equiv P
$$

Properties of $\Delta$ An equivalence is always proper.

$$
\Delta(E \equiv F)
$$

$$
\Delta \Delta P
$$

De Morgan Conjunction and disjunction satisfy de Morgan's laws.

$$
-(P \wedge Q) \equiv \neg P \vee \neg Q
$$

$$
\neg(P \vee Q) \equiv \neg P \wedge \neg Q
$$

Conjunction Conjunction satisfies the usual properties.

$$
\begin{aligned}
& P \wedge Q \equiv Q \wedge P \\
& P \wedge(Q \wedge R)=(P \wedge Q) \wedge R
\end{aligned}
$$

$$
P \wedge P \equiv P
$$

$$
P \wedge(Q \wedge R) \equiv(P \wedge Q) \wedge(P \wedge R)
$$

Absorption The absorption laws for conjunction and disjunction.

$$
\begin{aligned}
& P \wedge(P \vee Q) \equiv P \\
& P \vee(P \wedge Q) \equiv P
\end{aligned}
$$

Identities True is an identity for coujunction, and False is an identily for disjunction.

$$
\begin{aligned}
& P \wedge \text { True } \equiv P \\
& P \vee \text { Folse } \equiv P
\end{aligned}
$$

Properties of $\Rightarrow$ Implication is reflexive and trichotomons. False is least with respect to the implication ordering, and True is greatest.

$$
\begin{aligned}
& P \Rightarrow P \\
& (P \Rightarrow Q) \vee(Q \Rightarrow P) \\
& \text { H'alse } \Rightarrow Q
\end{aligned}
$$

$$
P \Rightarrow \text { True }
$$

Substitution The substitution rule for conjunction and for implication.

$$
\begin{aligned}
& (P \equiv Q) \wedge E(P)=(P=Q) \wedge E(Q) \\
& (P \equiv Q) \Rightarrow E(P) \equiv(P \equiv Q) \Rightarrow E(Q)
\end{aligned}
$$

## Modus Ponens

$$
P \wedge(P \Rightarrow Q) \Rightarrow Q
$$

Conjunction and Implication Conjunction is a greatest lower bound with respect to implication.

$$
(P \Rightarrow Q) \wedge(P \Rightarrow R)=(P \Rightarrow Q \wedge R)
$$

Absorption We have two further absorption laws, concerning implication.

$$
P \Rightarrow P \vee Q
$$

$$
P \wedge Q \Rightarrow P
$$

Shunting The shunting lizw holds.

$$
P \wedge Q \rightarrow R \equiv P \Rightarrow(Q \Rightarrow R)
$$

Transitivity and Monotonicity Implication is transitive. It is monotonic in its second argument, and antimonotonic in its first (wrt implication).

$$
\begin{aligned}
& (P \Rightarrow Q) \wedge(Q \Rightarrow R) \Rightarrow(P \Rightarrow R) \\
& (P \Rightarrow Q) \Rightarrow((R \Rightarrow P) \Rightarrow(R \Rightarrow Q))
\end{aligned}
$$

$$
(P \Rightarrow Q) \rightarrow((Q \rightarrow R) \rightarrow(P \rightarrow R))
$$

Conjunction Mono wrt Implication Conjunction is monotonic with respect to implication.

$$
(P \Rightarrow Q) \Rightarrow((P \wedge R) \Rightarrow(Q \wedge R))
$$

Disjunction and Implication Disjunction is a least upper bound with respect to implication, and satisfics certain monotonicity properties.

$$
\begin{aligned}
& (P \Rightarrow R) \wedge(Q \Rightarrow R) \equiv(P \vee Q \rightarrow R) \\
& (P \Rightarrow Q) \Rightarrow((P \vee R) \Rightarrow(Q \vee R))
\end{aligned}
$$

Distribution of Implication Implication left-distsibutes over disjunction, over equivalence, and over itself.

$$
\begin{aligned}
& P \Rightarrow Q \vee R \equiv(P \Rightarrow Q) \vee(P \Rightarrow R) \\
& P \Rightarrow(Q \Rightarrow R)=(P \Rightarrow Q) \Rightarrow(P \Rightarrow R) \\
& P \nrightarrow(Q \equiv R) \equiv(P \Rightarrow Q) \equiv(P \Rightarrow R)
\end{aligned}
$$

Properties of Nonequivalence Nonequivalence is symmetric.

$$
P \not \equiv Q \equiv Q \not \equiv P
$$

## A.1. 1 Laws Depending on Proper Values

Excluded Middle If $P$ is proper, then the law of the excluded middle holds.

$$
\Delta P \Rightarrow(P \vee \neg P)
$$

Negation and Equivalence These are related by the law

$$
(\Delta P \wedge \Delta Q) \Rightarrow(\cdot(P \equiv Q) \equiv(P \equiv Q))
$$

Associativity of Equivalence Equivalence is associative for proper boolean terms.

$$
(\Delta P \wedge \Delta Q \wedge \Delta R) \Rightarrow(((P \cong Q) \equiv R) \Longrightarrow(P \equiv(Q \cong R)))
$$

## Distribution over Equivalence

$\Delta P \Rightarrow(P \vee(Q \equiv R) \equiv((P \vee Q)=(P \vee R)))$

$$
\Delta P \Rightarrow(P \Rightarrow(Q \equiv R) \equiv((P \wedge Q) \equiv(P \wedge R)))
$$

$$
\Delta P \Rightarrow(P \wedge(Q \not \equiv R) \cong((P \wedge Q) \not \equiv(P \wedge R)))
$$

## Golden Implication

$$
(\Delta P \wedge \Delta Q) \Rightarrow(P \Rightarrow Q \equiv(P \wedge Q \equiv P))
$$

## Bi-Implication

$$
(\Delta P \wedge \Delta Q) \Rightarrow((P \Rightarrow Q) \wedge(Q \Rightarrow P) \equiv(P \equiv Q))
$$

Conjunction Absorption We can simplify the following conjunctions.

$$
\Delta P \Rightarrow(P \wedge(P \Rightarrow Q) \equiv P \wedge Q)
$$

$$
(\Delta P \wedge \Delta Q) \Rightarrow(P \wedge(P \equiv Q) \equiv P \wedge Q)
$$

$$
\Delta P \rightarrow(P \wedge(\neg P \vee Q) \equiv P \wedge Q)
$$

Exchange Laws

$$
\begin{aligned}
& (\Delta P \wedge \Delta Q) \Rightarrow(P \Rightarrow \neg Q \equiv Q \Rightarrow \neg P) \\
& (\Delta P \wedge \Delta Q) \Rightarrow(\neg P \Rightarrow Q=\neg Q \Rightarrow P)
\end{aligned}
$$

## Contrapositive

$$
(\Delta P \wedge \Delta Q) \Rightarrow((P \Rightarrow Q) \Rightarrow(\neg Q \Rightarrow \neg P))
$$

$$
(\Delta P \wedge \Delta Q) \rightarrow(P \rightarrow Q \equiv \neg Q \Rightarrow-P)
$$

Associativity of Nonequivalence Nonequivalence is associative for well-defined terms, and equivalence and nonequivalence are mutually associative.

$$
(\Delta P \wedge \Delta Q \wedge \Delta R) \Rightarrow(((P \not \equiv Q) \neq R) \equiv(P \not \equiv(Q \not \equiv R)))
$$

$(\Delta P \wedge \Delta Q \wedge \Delta R) \Rightarrow(((P \not \equiv Q) \equiv R) \equiv(P \not \equiv(Q \equiv R)))$
$(\Delta P \wedge \Delta Q \wedge \Delta R) \Rightarrow(((P \equiv Q) \neq R)=(P \equiv(Q \not \equiv R)))$

## A. 2 Theorems of Predicate Logic

## Trading Theorems

$\Delta P \Rightarrow(\forall x: T \mid P \cdot Q) \equiv(\forall x: T \mid \bullet \neg P \vee Q))$
$(\forall x: T \mid P \wedge R \bullet Q)=(\forall x: T \mid P \bullet R \Rightarrow Q)$
$\Delta R \Rightarrow((\forall x: T \mid P \wedge R \cdot Q) \equiv(\forall x: T \mid P \bullet \neg R \vee Q))$

Further Distribution Provided $x$ is not free in $Q$,

$$
\Delta P \Rightarrow((\forall x: T: P \bullet Q) \equiv Q \vee(\forall x: T \mid \bullet \neg P))
$$

Distribution Provided $x$ is not free in $Q$, and $\neg(\forall x: T \mid \bullet \neg P)$

$$
\Delta P \Rightarrow((\forall x: T ; P \bullet Q \wedge R) \equiv Q \wedge(\forall x: T \mid P \bullet R))
$$

## Additional Theorems

$$
\begin{aligned}
& (\forall x: T \mid P \cdot T r u c) \\
& (\vee x: T \mid P \cdot Q \equiv R) \equiv((\vee x: T \mid P \cdot Q) \equiv(\vee x: T \mid P \bullet R))
\end{aligned}
$$

## Weakening, Strengthening and Monotonicity

$$
\begin{aligned}
& (\forall x: T \mid P \vee Q \bullet R) \Rightarrow(\forall x: T \mid P \bullet R) \\
& (\forall x: T \mid P \bullet Q \wedge R) \Rightarrow(\forall x: T \mid P \bullet Q) \\
& (\forall x: T \mid P \bullet Q \Rightarrow R) \Rightarrow(\forall x: T \mid P \bullet Q) \Rightarrow(\forall x: T \mid P \bullet R))
\end{aligned}
$$

Instantiation For any $c$ in $T$

$$
(\forall x: T \mid \bullet P) \Rightarrow P[c / x]
$$

## Generalised DeMorgan

$$
\begin{aligned}
& \neg(\exists x: T \mid P \bullet \neg Q)=(\forall x: T \mid P \bullet Q) \\
& \neg(\exists x: T \mid P \bullet O)=(\forall x: T \mid P \bullet Q) \\
& (\exists x: T \mid P \bullet \neg Q) \equiv \neg(\forall x: T \mid P \bullet Q)
\end{aligned}
$$

## Trading

$$
\begin{aligned}
& (\exists x: T \mid P \bullet Q) \equiv(\exists x: T \mid \bullet \neg(P \Rightarrow \neg Q)) \\
& (\exists x: T \mid P \wedge R \bullet Q) \equiv(\exists x: T \mid P \bullet \neg(R \Rightarrow \neg Q)
\end{aligned}
$$

Distribution Provided $x$ is not free in $Q$,

$$
(=x: T \mid P \cdot Q \wedge R) \equiv Q \wedge\left(\exists x: T^{\prime} \mid P \cdot R\right)
$$

$$
\Delta P \Rightarrow((\exists x: T \mid P \bullet Q) \equiv Q \wedge(\exists x: T \mid \bullet P))
$$

Provided $x$ is nol, free in $Q$, and $(\exists x: T \mid \bullet P)$

$$
(\exists x: T \mid P \bullet Q \vee R) \equiv \emptyset \vee(\exists x: T \mid P \bullet R)
$$

## Additional Theorem

$$
\neg(\sqsupset x: T \mid P \bullet \text { False })
$$

## Weakening, Strengthening and Monotonicity

$$
\begin{aligned}
& (\exists x: T \mid Q \bullet R) \Rightarrow(\exists x: T \mid P \vee Q \bullet R) \\
& (\neg x: T \mid P \bullet Q) \Rightarrow(\exists x: T \mid P \bullet Q \vee R) \\
& (\exists x: T \mid P \bullet Q \Rightarrow R) \Rightarrow((\exists x: T \mid P \bullet Q) \Rightarrow(\exists x: T \mid P \bullet R))
\end{aligned}
$$

Introduction and Exchange For any $c$ in $T$

$$
P[\varepsilon / x] \rightarrow(\neg x: T \mid \bullet P)
$$

Provided $x$ is not free in $Q$ : and $y$ is not free in $P$,

$$
\left(\exists x: T \mid P \bullet\left(\forall y: T^{\prime} \mid Q \bullet R\right)\right) \Rightarrow\left(\forall y: T^{\prime} \mid Q \bullet(\exists x: T \mid P \cdot R)\right)
$$

## Appendix B

## The Printer Control Specification

Here we give an outline of how the final printer control specification looks.

## Given Sets

[ P ERSON], [PAGE]

Initial Definitions
$\operatorname{Joblo} \quad \therefore \mathbb{N}$
File $\quad=$ SeqPAge
Priority $\xlongequal{=\mathbb{N}}$
Burfeir $\xlongequal{=}$ Page

Definitions for State

```
inf:Jobs }\hat{=}[\mathrm{ KnownJobs }\in\mathbb{P}\mathrm{ JobId
    FiloOf C Known Jobs +% F'Ile,
    OwnerOf \in KnownJobs -Hty Person,
    PriorityOf © KnownJobs -1> Priorit'y]
inf: Jobs\vdash SizeOr = # o FileOr
c:CurrmetJor = [CurrentTd }\in\mathrm{ JorTm, PagesPrinted }\in\mathbb{N}
```

```
PrintQueue \(\xlongequal[=]{\operatorname{I}} \operatorname{ISeq}(J o b I d \backslash\{0\})\)
\(q:\) Printqueueb \(\vdash\) JobsWaiting \(\xlongequal[=]{=}\) ran \(q\),
    RemQueue \(\doteq\) (fun id \(\in\) Jobld : \(\operatorname{Remove}(q, i d))\)
```

$q:$ PrintQueul, $c:$ Current.Job $\vdash$ JobsInQuene $\hat{=}$.JobsWaiting U CurrentId,
EmptyQueue $\hat{=}($ CurrentId $=0)$
$u:$ Usfre $\hat{=}$ [KnownUsers $\in \mathbb{P}$ Person,
QuotaOf $\in$ KnownUsers $\rightarrow_{i} \mathbb{N}$,
PagesUsedBy $\in K$ KnownUsers $\rightarrow_{t} \mathbb{N}$ :
( $\forall p \in$ Prison. Qunta Of $p \geqslant$ PagnsUsedBy $p$ )
$\sigma: \Sigma \triangleq[q \in$ Printqueue, $c \in \operatorname{CURrent} J o b, b \in \operatorname{BuFfer}$, inf $\in J o b s, u \in \operatorname{User} s]:$
(PageslPrinted $\leqslant$ SizeOfo CurrentId
$\wedge$ KnownJobs = JobsInQueue
$\wedge$ KnownUsers $\supseteq$ OwnerOf * JobsInQueue
$\wedge$ CurrentId $\ddagger$ JobsWaiting
$\wedge($ CurrentId $=0 \Rightarrow q=\langle \rangle)$

## Operations over the State

## Adding a Print Job

```
\sigma:\Sigma\vdash AddOk ^ (fun p\inPERSON, f\in File: }n\in\mathrm{ Priority :
    p\in KnownUJsers->
        let newId =[]/(N\{{0} UKnownJobs))
        & newq=( EmptyQucuc ; q- (newId \rangle}\\q
        & newc = (nEmptyQueue }->c\\{(newId,0)
        & newInf = {FileOf゙\oplus{newId }\mapstof}
            OwnerOf ¢ {n\inwId }->p}\mathrm{ ,
            PriorityOf(9) {newld }\mapston}
        in (ncwq, newc,b, ncwInf, u))
```

$\sigma: \Sigma \vdash$ AddError $\hat{=}$ (fun $p \in \operatorname{Person}, f \in$ File, $n \in$ Priority ;
Uninown_User_Ehror)
$\sigma: \Sigma \vdash$ Add $\xlongequal{=}$ AddOk $\overleftarrow{\bigcup}$ AddError

## Allocating Quotas

```
\sigma:\SigmaI. Alloc }-\mathrm{ (fun }p\in\mathrm{ Person, q}q\in\mathbb{N
    let newhk = (QuotaOf\oplus{p\mapstoq},
        PagesUsedBy }\in{{p\mapsto0}
    in(a,c,b,inf, n.cwu))
```


## Returning the Active Job

```
\sigma:\Sigma\vdash- Active = (\negEmptyQueue }->\mathrm{ let id - CurrentId | n- PagesPrjated
                                    & size. = SizeOfid
                                    in (id,n, size - n)
    ] Qumur__Fmpty_Error.)
```


## Printing a Page

$q:$ PrintQueue, inf : Jobs $\vdash$ GetNextld $\hat{=}(q \neq\langle \rangle \rightarrow$
let $p r=$ (fun $i \in \mathbb{N}:$ PriorityOf $q[i])$
in $\cap /($ maxWRT pr $\{0 . . \# q-1\}))$
© 0)

```
\sigma:\Sigma\vdash PrintOk = (ᄀEmptyQueue }
        let id = CurrentId|n= PagesPrinted
        & p=OwnerOf }id|f=\mathrm{ FileOf id
        & quola = QuotaOr p| pages= PagesUsedBy p in
        quota > pages }
            let newb = f[n]
            & newu = ChangeUser(quola, pages + 1) in
            (n<SivOOfid }
            let newc: = (ill,n+1)
            in (q, newc,inf, newu, newb)
            ` let newid = GetNextld
            & newc = (ncwid,0)
            & newq = remove newid
            & newInf = RemInf id
            in (newq, newc, newinf, newr, newb)))
```

```
\sigma:\Sigma| QuotaError = (-EmptyQucuc }->\mathrm{ Quota_Error)
\sigma:\SigmaトQEmpty = Error_Quble_Empry
```



## Removing a Print Job

$\sigma: \mathrm{E} \vdash \mathrm{RcmoveOk}=$ (fun $i d \in \mathrm{JobI}$ :

$$
\begin{gathered}
\text { id } \in \text { JobsinQueue } \wedge \text { id } \neq \text { CurrentId } \rightarrow \\
\text { let newq } \cdots \text { RemQuene id } \\
\& \text { newinf }=(\text { Fileon } i d, \\
\text { OwnerOf } \backslash i d, \\
\text { PriorityOf }, i d) \\
\text { in }(\text { newq, } c, b, \text { newinf }, u))
\end{gathered}
$$

$\sigma: \Sigma-$ RemoveCurrent $\xlongequal{=}$ (fun $i d \in \mathrm{JobID}:$


$\sigma: \Sigma \vdash$ RemoveJob $\hat{=}$ RemoveOt ī RemoveCurrent $\overleftarrow{U}$ RemoveFail
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