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Abstract

Site-specific recombination is a process employed by organisms in or-
der to perform spatially and temporally defined rearrangement of
DNA molecudes, such as phage integration and excision, resolution
of circular multimers, inversions for expression of alternate genes, and
agsembly of genes during development. Tn3 is the prototype of a
family of closely related mobile genetic elements referred to as the
clags IT o1 Tnd family of transposons. Tn3 contains the genes encod-
ing a transposase, J-lactamase, and a site-specific recombinase, Tn3
resolvase (Tn3R), that is responsible for the resolution of the coinbe-
grate, an intermediate in the transposition reaction. Tn3R is able to
resolve in vitro supercoiled plasmids containing iwo 114 bp res sites
in direct orientation into two smaller circular plasmnids, each of them

with a single res site.

In this thesis, the solution properties of Tu3R were studied by sed-
imentation equilibrium (SE) and velocity (SV) analytical ultracen-
trifugation and small angle neutron scattering (SANS}. Tn3R was
found to be in & monomer-ditmer sell-association equilibrium, with a
dissociation constant of kp* = 50 uM. SV and SANS demonstrated
that the low-resolution conformation of dimeric Tn3R in solution is
similar to that of v resolvase in the co-crystal structure hy Yang
and Steitz (1995), but with the DNA-binding domains in a rather ex-
tended conformation. In addition, equilibrium binding of Tn3R to the
individual binding sites in res (sites I, II and III) was investigated by
employing fluorescence anisotropy (FA) measurements, This revealed
that site IIL (site II left end) and site III have the highest affinity for
Tu3R, [ollowed by site I, and finally by site IR (site II right end).




The specificity of binding of Tn3RR for non-specific DNA was assayed
by competition experiments, where it was shown that the affinity of
binding of Tn3R to site I is 1000 times higher than to non-specific
sites.

A new approach, involving a combination ol rigid-body and ab ini-
tio modelling was developed for the study of the solution structure
of macromolecules. At first, this approach was tested by applying it
to the reconstruction ol the low-resolution solution conformadion of
a DNA Holliday junction, based on small angle x-ray scattering and
sedimentation velocity data. The scalbering dala were analysed in
two independent ways: firstly, by rigid body modelling using previ-
ously suggested models for the Holliday junction (HJ), and secondly,
by ab initio reconstruction methods. Sedimentation coefficients cal-
culated for the models generated by both methods agreed with those
determined experimentally and were compatible with the results of
previous studies using different techniques, but provided a more di-
rect and accurate determination of the solution conformation of the
HJ. These results confirmed that addition of Mg?* alters the confor-

mation of the 11J from an extended to a stacked arrangement.

The solution conformation of a stable protein-DNA complex formed
by a mutant of Tn3R and DNA was studied by a similar approach.
Hyperactive mutants of resolvase form a complex (X-synapse) con-
taining two site I DNA [ragments and a resolvase tetramer. The low-
resolution solution structure of the purified, catalytically competent
X-synapse was solved from small angle neutron and x-ray scattering
data, by fitting the models constructed by rigid-body transformations
of a published crystallographic structure of a resolvase dimer bound
to site I to the data. This analysis revealed that the two site I frag-
ments are on the outside of a resclvase tetramer core, and provided

some information on the quaternary structure of the teframer.

Finally, the rigid-body modelling method was redesigned into a gen-

eral systematic approach to retrieve the conformation of a macro-

il




molecule that simultaneously agrees with a range of experimental so-
lution properties. In this method, generalised rigid-body modelling
was combined with a Monte Carlo/simulated annealing optimisation
method o search over a large range of possible conformations for the
structure that best fits solution experimental properties derived from
small angle scattering, fluorescence resonance energy transfer, and
analytical ultracentrifugation datasets. This improved methodology
was evaluated by applying it to two bulged DNA fragments with very

different. solution conformations.

iv




Acknowledgements

Quiero agradecer sobre todo a mig viejos, sin cuyo apoyo durante es-
tos dltimos tiempos, ¥ durante tantos anos de sacrificios y esfuerzos que
pusieron en mi educacién. A las chicas, riel y sol, por ser quienes son, y
soportarme a pesar de todo. OQjald pudiéramos pasar més tiempo juntos.

Je veux te remercie, Marie, powr tous les temps bichheureux qu’on a déja
passé ensemble, dans tous ces voyages en Furope et en Amerique, et tous
ces endroits qi’on connalt sans connaitre. Aussi, pour partager ta vie avec
moi, chaque jour, de cette fagon si intensive et passionnante.

Je veux aussi te remerci, Vincent, powr ton soutien, tes conseils et tes naives
petites connerics. Enfin, pour ton sincére amitié pendent ces années.

I should like to express heartfelt thanks to Dr Marshall Stark, for his
continuing gnidance, enthusiasm, and inspiration throughout the course of
this project. It has been a pleasure working with you, Marshall. I wounld
also like to thank Dr Olwyn Byron, for her enthusiasm, positiveness and
advice. I really appreciated the great freedom you both gave me in choosing
research projects and pursuing new directions.

I want to especially thank Seau Colloms and Martin Boocock for useful
discussions and invaluable advice on many aspects of this work, and [or
critical reading of manuscripts.

I am really thankful to Mary Burke, [or heing alwsys so nice and patient
throughout the years, for always having time [or a little question or a chat.
We will miss vou in the 6** floor Mary! Also, L am really grateful to all
the people in the 6 floor past and present, Sally, Jie, Amy, Femi and
Aram, for their patience and help with so many things throughout these
vears. Thanks to the secretaries of both I&I and Cenetics and the prep
room ladies for provisions of all kinds.

Thanks to Mischa and Alex, for the nice timmes and noisy movies in those
long, endless nights spent collecting data.

I should also thank my assesor, Prof. Richard Cogdell, for his always useful
and advice-full meetings, and his impartial assessment of the rescarch in
this project. Also, for his advices carcer-wise.

I particularly thank Giinter Grossman of the Synchrotron Radiation Source,
Warrington, UK, for his invaluable advice and kindness. I would algo like




to acknowledge the help and guidance of Dwmitri Svergun at beamline X33
of the European Molcenlor Biology Laboratory/Deutsches Elektronen Syn-
chroton, ITamburg, Germany; Peter Timmins at beamline D11 of the In-
stitut Laue-Langevin, France; Florian Meneau and Wim Bras at beamline
BM26DB of the European Synchrotron Radiation Facility, Grenoble, France;
and Richard Heenan at beamline LOQ of the Rutherford Laboratory, ISIS,
UK.

vi




Abbreviations

U Partial specific volume

40R. v resolvase

p{r) Pair distance distribution function
AUC Analytical ultracentrifugation

bp Basc pair

CV  Column volumes

Darax Maximum intraparticle distance

FA  Fluorescence anisotropy

FRET Fluorescence resonance cnergy transfor
GFP Green fluorescent protein

HJ  Holliday junction or 4-way DNA junction
HPLC High pressure liquid chromatography
krpm 10° rpm

MC/SA Monte Carlo simulated annealing
NM-resolvase See seclion 3.1.5

PAGE Polyacrylamide gel electrophoresis

R, Radius of gyration
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rpm  Revolutions per minute

5 Svedverg units, equivalent to 107 sec

2 5o Infinite dilution sedimentation coefficient at 20 ?C in water

SANS Small angle neutron scattering

SAS Small angle scattering

SAXS Small angle x-ray Séa,ttering‘

SDS  Sodium dodecyl sulphate

SE  Sedimentation equilibrium

sec  seconds

SV Sedimentation velocity

TE buffer 10 mM Tris-HCL (pH 8.4), 0.1 mM EDTA

TEGGY0 20 mM Tris-HCI (pH 7.5}, 0.1 mM EDTA, 10% v/v glycerol, 200 mM
NaCl, 90% v/v D0

TEGGS 20 mM Tris-HC! (pH 7.5), 0.1 mM EDTA, 20% v/v glycerol, 200 mM
NaCl

TEGGS43 20 mM Tris-HCI (pH 7.5), 0.1 mM EDTA, 20% v/v glycerol, 200 mM
NaCl, 43% v/v D20

TRGGSE5 20 mM This HCI (pH 7.5), 0.1 mM EDTA, 20% v/v glycerol, 200 mM
NaCl, 85% v/v D,O

TES100 buffer 20 mM Tris-Hel (pH 7.5), 0.1 mM EDTA, plus 100 raM NaCl
TES1000 buffer 20 mM. Iris-Hel (pH 7.5), 0.1 mM EDTA, plus 1 M NaCl
TIES30 buffer TE buffer, plus 50 mM NaCl

Tn3R Wild-type Tn3 resolvase
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'Tris  tris -(hydroximethyl)aminoethane
UV Ultra-violet

VIS Visible
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Chapter 1

Biological introduction

Summary

This chapter will introduce the biological problem under study. The dilferent
types of DNA recombination and transposition will be discussed in general terms.
Later, a more detailed deseription of the Tn3 transposon, Tn3 resolvase, the mod-
els for synapsis formation and architecture, and finally the proposed mechanisms

[or strand exchange, will be presented.

1.1 DNA Recombination

The existence of o process leading to gene re-assortment, such as duplication,
deletion, inversion and translocation was rceognised before DNA was discovered
to be the carrier of genetic material. This process is nowadays recognised as DNA
recombination, and since itg discovery it role has also been linked to other phe-
nomena, such as DNA repair, DNA recombination mechanising can be organised

into four main calegoties:

o Homologous recombination is the exchange between homologous sequences
placed anywhere in the genome. The process of homologous recombination
is linked to myriad pathways. The RecA protein in . coli (or its homologues,




1.1 DNA Recombination

e.g. Rad51 in yeast/humans) has been found to be fundamental to all these
pathways, and is responsible [or synapsing homologous sequences prior to
‘strand exchange’. Other proteins, such as I7. coli RecBCD, Recl”, and RecE ;
are probably responsible for generating the snbstrates used by RecA and for H

resolving its products. A Holliday junction is an intermediate in the strand
exchange mechanism. The different strand exchange mechanisms in which
RecA is involved are reviewed elsewhere (Kornberg and Baker, 1991).

o In site-specific recombinotion, exchange occurs when both exchanging part-

ERPIE oDe . Th Tt eet et a0 e s

ners possess specific sequences that are recognised by a specialised recom-
binase enzyme. A well known example of this category is the integration of

NPT

A phage into the E.coli genome.

e Trunsposition is the process by which a mobile genetic element called a
transposon catulyses its own translocation to a new chromosomal location.

In contrast with the site-specific recombination mechanism, transposition

requires a specific sequence only on the DNA fragment belonging to the
transposon, and typically has little specificity for the insertion site in the
chromosomal DNA,

o [licyitimate recombination is the ensemble of recombination events that do
not fall into any of the above categories, Nonhomologous integration of
transfected DNA, as well ag DNA translocations and deletions arc some
of the processes belonging to this group, and do vol involve homology or

site-specific recombinases.

In the next subsections, a more detailed description of some of these processes,
with relevance to the problems studied in this thesis, will be presented.
1.1.1 Site-specific recombination

Site-specific recombination is a process employed by organisms in order to per-
form spatially and temporally defined rearrangement of DNA molecules, such as




1.1 DNA RRecombination

phage integration and excision {e.g. A integrase; Azaro and Landy, 2002), res-
olution of circular multimers (e.g. Xer, Cre and Flp recombinases; Barre and
Sherratt, 2002; Rice, 2002; Van Duyne, 2002), inversions for expression of alter-
nate genes (e.g. Hin and Gin invertases, Johngon, 2002) and assembly of genes
during development. As opposed to homologous recombination, site-specific re-
combination events do not require extensive regions of homologous DNA or the
homologous recombination machinery. In fact, they require only a small number
of proteins, one of which interacts with a short recognition site. Recombination
initiation depends on protein-DNA and protein-protein contacts rather than on
DNA-DNA contacts.

Site-specific recombination reactions share a few features:

e DNA sequences are neither lost nor gained, and so DNA synthesis is not
required.

e Exchange occurs at short DNA recombination sites.

e A small number of recombinase protein subunits recognise the recornbi-
nation sites, and cleave and ligate the DNA. Nucleotide cofactors are not
required for the reaction, which is often assisted by other DNA-binding
proteins.

s Reactions can either be intermolecular, involving two DNA molecules with
a single recombination site each, or intramolecular, invalving a single DNA
molecule containing two recombination sites,

e The relative orientation of the recombination sites defines whether intranolec-
ular rcactions bring about inversion (inversely repeated sites) or deletion
(directly repeated sites) of the DNA fragment between the recombination

sites.

Homology at the amino acid level, and type of catalytic mechanism employed
allows [or a classification of site-specific recombinases into two distinct groups:



1.2 DNA transposition

1. Recombinases in the tyrosine recombinase (slso integrase) family, including
Cre, Flp, A Int and other phage integrases, malke staggered DNA breaks with
5" averhangs of 6 to 8 micleotides, forming a covalent protein-DNA bond via
a tyrosine to the 3-phosphate. Their catalytic activity takes place at the
C-terminal domains that present a relatively high degree of homology {with
specific histidine, arginine, and tyrosine residues completely conserved). On
the other hand, the N-terminal domains, involved in DNA binding, are not,
well couserved (see amino acid alignment in Fig. 1.1A). The process of
strand exchange is a two-step mechanism that utilises o Holliday junction
as a recombination intermediate.

2. In the serine family of recombinases, that includes Tn3 and ~¢ resolvases
and the Hin family of invertases, the protein cleaves the DNA and be-
comes attached to it by a serine-5-phosphodiester linkage, the 3'-OH ends
of the DNA al the cleavage site forniug only & two nucleotide overhang, In
this family, the C-terminal domains are involved in DNA binding, whereas
the highly conserved N-terminal domains are involved in strand exchange
(see amino acid alignment in Fig. 1.1B). As opposed to tyrosine recom-
binases, proteins in the serine recombinase family produce DNA double

strand breaks, and exchange the strands in one step.

The functions of site-specific recombination involve the resolution ol Lrans-
position intermediates, the switching of gene expression, the monomerisation of

multimeric plasmids and clhromosomes and the integration of bacteriophages.

1.2 DNA transposition

DINA mobile elements that catalyse their own movement to new chromosomal
locations are called fransposons, ov insertion sequences. Transposons can be found
in virtually all organisms, namely, bacteria, plants, fungi, insects and animals.
Although some organisms can benefit from transposons genes (e.g. antibiotic
resistance), they essentially act as 'selfish DNA’.
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Figure 1.1: (A) Amino acid alignment of Cre (tnAAQ14086), a phage integrase (gene PP3181,
Pseudomonas putida, strain KT2440, trQ88121), and XerC (spQ7Z219), and secondary structure

elements of Cre (Guo et al.,

1997).(B) Amino acid alignment of Tn3 resolvase (spP03011), vd

resolvase (spP03012) and Hin invertase (spP03013), and secondary structure elements of vd

resolvase (Sanderson et al.,

1990). Completely or partially conserved aminoacids are marked in

red and yellow, respectively. The numbers above the sequences represent aminoacid position.
«v; represent a-helices, 3; represent (3-sheets and 7, represent unstructured regions.




1.2 DNA transposition

Transposition events can be classified into three categories: (1) in non-replicative
transposition, the transposon is transferred from one location of the chromasome
to another; (i} in replicative transposition, the transposon is copied to another site
in the chromosome, leaving a copy of itself in the original site; (iil) in refrotrans-
position, an RNA intermediate is created, reverse-transcribed, and the resulting
cDNA inserted into a new chromosomal site.

In both replicative and non-replicative transposition, the two ends of the
transposon have nearly the same sequence, in inverted repeat. ‘Lransposition is
achieved by a mechanism in which a protein, called a transposase, specifically
binds and cleaves the end sequences.

Most bacterial genomes sequenced have been shown to have acquired a large
proporiion of their DNA from other sources (Normark and Normask, 2002). This
horizontally acquired DNA provides the organism with selective advantages to
antibiotic resistance, virulence and biodegradation pathways. Sevcral types of
mobile genetic elements have been shown to be responsible for the transfer of
antibiotic resistance, such as transposons, intcgrons, resistance islands, and self-
replicating plasmids. The study of the complete genome of the multidrug resistant
Salmonella enterica scrovar Typhi, recently sequenced by Packlill et al. (2001),
shows how the repeated insertion of DNA mobile elemcnts contributes to the
cvolution of multiple antibiotic-resistant bacterial strains. Al one locus, a Lelra-
cycline resistance transposon has integrated a chloramphenicol resistance cassette
flanked by ISI, where a mercury resistance operon cassette, Hanked by [54321,
was found. Lastly, a cassette encoding G-lactam, sulphonamide and streptoniycin
resistance, fanked by 1526, was localed in the mercury resistance cassette. This
example demounstrates that, although there is hope for novel classes of antibiotics
to be developed, bacteria will certainly evolve resistance against them, and thus
the study of how resistance evolves and spreads is paramount to prevent or at
least delay the spread.
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1.3 The Tn3 transposon

Tn3 is the prototype of a [amily of closely related mobile genetic elements re-
ferred to as the class I or Tn3 family of transposons. Transposons in this [amily
encode a transposase protein, and have almost identical terminal inverted repeat
sequences. By employing a replicative pathway, the transposase generates, from
the donor replicon and the target DNA, a transposition intermediate referred to
as a8 cointegrate, which contains two copies of the transposon in divect repeat
orientation (sec Fig. 1.2A). Tn3-family transposons almost always encode a site-
specific reconmbinase that is responsible for the excision of the donor replicon from
the cointegrate, leaving o simple transposon ingertion in the target sequence. In
Tn3 transposition, this is achieved by a serine recombinase of the resolvase/DNA
invertasc family, referred to as Tn3 regolvase (Tn3R). Tu3 is a single iranspos-
able unit, flanked by two 38 base pair (bp) inverted repeats, and contains the
genes cncoding trausposase {{npd), resolvase (tnpR), and F-laclamase (see Fig.
1.2B). A more detailed description of Tn3 transposition can be found in Grindley
(2002}.

1.4 The res site

res is located in the 170 bp intcrgenic region between the tnpAd (transposase)
and tnpR (resolvase) genes of Tn3. These genes are divergently transcribed from
promoters within res (repressed by the binding of Tn3 resolvase). Each res sitc
is composed of three individual hinding sites for resolvase (see Fig.1.3A). Each
binding sitc is made up of inverted copies of an imperfectly conscrved common
recognition sequence, separated by short spacers of slightly different sizes (Fig.
1.3A). In other natural res sites the distances between the centres of sites I and
II vary, but arc always close to an integral number of helical turns of B-DNA
(Grindley, 1994). The most common separation between the centres of sites I
and II is five turns (53 bp}, but shorter (4 turns) or longer (7 turns) distances are
found. The separation between the centres of sites IT and I11 in Tu3 and 44 is 34.5
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Figure 1.2: The Tn3 transposition mechanism. (A) The transposon-encoded transposase
inserts the donor into the target by a replicative pathway, producing a cointegrate. The coin-
tegrate is resolved by resolvase into a regenerated donor replicon and the target with a simple

transposon insertion. (B) Genetic organisation of Tn3.
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bp. These separations have been shown to be critical for recombination, and small
variations have been shown to cause inhibition of the recombination reaction. Tn3
resolvase binds to the three sites in a similar manner (see Fig. 1.3B), so that six
protein subunits bind to each res site. The geometrical differences between the
individual sites might trigger structural differences in the way in which resolvase
binds to them (Grindley, 1994). The crossover reaction occurs at the centre of
site I (Reed and Grindley, 1981).

A .
res site

§-CAACTI GCMA&"MYAHP]LMWAWC‘}YWTWTTOOTTTO‘&TGTOCHTMATOOIMWYMTWTC*OTGWTAWWWMYW ATG
L t 4 L 1 L 1

site | site Il site Il

Tn3R monomer

Figure 1.3: (A) The sequence of res. Individual sites are enclosed by boxes. Inverted repeat
recognition sequences are signalled by arrows, and the crossover site is marked by a staggered
line at site I. (B) Schematic view of a Tn3R dimer bound to each of the individual sites
comprising res.

1.5 Tn3 resolvase

Tn3 resolvase (Tn3R) is a site-specific recombinase belonging to a family which
also includes the v§(Tn1000), Tn21 and Tn501 resolvases, and the DNA inver-
tases Gin and Hin. Tn3 resolvase is able to resolve supercoiled plasmids contain-
ing directly repeated 114 bp res sites into two smaller circular plasmids, each of
them with a single res site.
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Cointegrate
m :
" /] —
res + Tn3R : m

L G W W

Formation of synaptosome Cointegrate resolution Product dissociation

Figure 1.4: Resolution of the cointegrate by Tn3R. Tn3R binds a cointegrate containing
two res sites in direct repeat orientation, giving rise to two resolvosomes. The resolvosomes
come together and form a synaptosome, which is resolved into a 2-noded catenane by strand
exchange. The relative positioning of the protein subunits and the DNA path shown in this
scheme are only hypothetical.
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The Tn3R in vitro resolution reaction requires a buffer, a supercoiled substrate
with two head-to-tail res sites and wild-type Tn3 resolvase {Reed, [881).

The site-specific intramolecular recombination reaction accomplished by Tn3R
can be subdivided into 4 steps (Fig 1.4): (a) resolvase subunils bind to the two res
sites present in a plasmid, forming two res-'Tn3R complexes {resolvosomes); (b)
the resolvosomes come together (see Section 1.7); (¢) a synaptic complex (synap-
tosome) composed of two res sites and twelve Tn3R subunits is formed. This
starting synapse traps three negative interdomainal superhelical nodes; (d} the
DNA strands at sites I and I’ are cleaved and exchanged'; finally, (e) the strands
are rejoined into their new positivns. Each round of recombination introduces
onc interdomainal positive node. Thus, onc round of recombination gives rise to
the product of cointegrate resolution, a (-2) noded catenane,

1.6 X-ray crystallography data

Tn3R and +d resolvase (ydR) share 82% identity at the amino acid level, and
therefore they are treated in this study as structurally identical (see Fig. 1.1).
The structure of Tn3R can be divided into three regions. The globular N-terminus
region (N'T), from amino acid 1 to approximately 100, composed of an alternation
of 8-sheet (F1 — 94} and « helix (el — a3) sccondary elements (see Fig. 1.1),
is responsible for catalylic aclivity. The C-terminus region (CT), spanning from
amino acid 139 to 185, composcd of three « helices (b — a7 in Fig. 1.1) linked
by unstructured loops, is responsible of DNA binding. Iinally, the E-helix, a
long « helix between amino acid 100 and 138 {a4 in Fig. 1.1), links the two
aforementioned regions (see Fig. 1.5).

Two distinct domains were identified by proteolytic cleavage (Abdaol-Meguicl
et al., 1984), a-chymotrypsin cleaves resolvase at Phe-140, producing two do-
mains, oue of 140-residues {catalytic domain) and the other of 43 residues (DNA

binding domain). Crystallographic and mutagenesis studies showed that the

IThe prime being assigned to the second copy of the res site in the plasmid
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147

Ser 10

185

C-terminus domain

N-terminus domain

<

Figure 1.5: (A) Two orthogonal views of the domain structure of monomeric v6R (based on
Yang and Steitz, 1995). (B) Structure of the catalytic domain of y6R determined by NMR
spectroscopy (Pan et al., 2001). (C) Average structure (left) and (D) superposition of all NMR
spectroscopy-determined structures of the DNA-binding domain of 4R (Liu et al., 1994).
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catalytic domain is not only responsible for cleaving the DNA, exchanging the
strands and rejoining them, but also for dimerisation and for higher order inter-
actions leading to the formation of multimeric protein assemblies, which play a
fundamental role in resolvase activity. From a structural standpoint, this domain
is an a — 3 structure consisting of a central 5 sheet made up of four parallel and
one antiparallel J strands surrounded by four « helices (see Iig. 1.5). The active
site lies mainly in a loop on a protruding part of the protein structure between
the first 8 strand (residues 1-9) and an o helix (residues 14-32), Ser-10 being its
most important residue (see Fig. 1.5A and 13). Other residues (R8, D67, R68,
etc) are also part of the active site.

The first crystal structure of the catalytic domain was determined by Sander-
son et al. (PDB accession code 2RSL, 1GDR; Rice and Staity, 1994h; Sanderson
et al., 1990), and is shown in Fig. [.6. The figure shows the crystallographic
asymmetric unit composed of three protein subunits (only the N-terminal do-
main of yé resolvase). The subunits are arranged as two overlapping dimers (1-2
and 2-3) (Fig. 1.6C). The interface between subunits in the 1-2 dimer is well
packed and is largely formed by two highly conscerved E-helices interacting in a
coiled-coil configuration. The distance between the active sites in each subunit
(Ser-10) is more than 30 A, and this dimer does not form a tetramer in the crys-
tal. On fhe other hand, the contacts at the interface of the 2-3 dimer are not
extensive and include amino acids highly variable amongst the resolvase [amily.
The two Ser-10s are, however, only 19 A apart and this 2-3 dimer participates in
a tetramer of 222 symmctry (2-3/2’-3’, see I'ig. 1.6) in the crystal. In addition,
there are experimental (site-directed mutagenesis) data implying that the inter-
actions between the 2 and 37 or 2" and 3 subunits in this tetramer are relevant
for recombination (Hatlull et al., 1989; Sanderson et al.; 1990). This evidence led
in the past to the belief that the 2-3 tetramer constituted the catalytic unit of
resolvase (Sanderson et al,, 1990).

Site-directed mutagenesis experiments (Hughes et al,, 1993) and new crystal-
lographic evidence (see below) have demonstrated that this hypothesis is false,
and that the 1-2 dimoer, cven with its unexpectedly large distance between cat-

alytic sites, is the onc that apparently is implicated in catalysis. However, more
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recent NMR spectroscopy studies on the catalytic domain of ¢ resolvase (I"an
et al., 2001) in monomeric and dimeric forms revealed (sce Fig. 1.5B) that the
conformation of the active site region including Ser-10 changes as the protein
dimerises and binds to the DNA (in comparison with a DNA-bound 4R struc-
ture; see below). The different experimental structures for the 1-2 dimer (Pan
et al., 2001; Rice and Steitz, 1994a; Sanderson et al., 1980; Yang and Steitz,
1995} show slightly different protein-protein interactions between the comprising
subunits, and consequently different distances between the Ser-10 residues. This
implies the existence of conformational changes induced in the active site region

by protein-protein interactions.

The 2-3 interface is thus not involved in the formation of the catalytic sub-
unit, even though it appears to mediate higher order inter-subunit intcractions
(Flughes et al., 1993). The L50C mutation (of a residuc at the 2-3 interface)
affects Lhe efliciency ol recombination but without achieving complete inhibition.
Mutations in the 2-3’ interface (see IFig. 1.6D} have been demonstrated to cause
complete inhibition of recombination. Since each of the monomers taking part in
the crystallographic tetramer (2, 3, 2’ and 3') is attached to a second monomer
through the 1-2 interface, the tetramer can be actually considered as an octamer,
or tetramer of 1-2 dimers (see [ig. 1.6C) (Hughes et al., 1993), This octamer
has been proposed to be the core of the synaptic complex (sce below), linking the
sites IT and III in oue res site to the ones in the other.

NMR structural studies on the binding domain (residues 143-183) of v6R (Liu
et al., 1994) found that this domain is composed of a helix-turn-helix motif (Fig.
1.5C), and that it has a high degree of flexibility when it is not interacting with
DNA (Fig. 1.5D). Footprinting and DNA mutagenesis studies reveal that this
domain interacts with the conserved inverted repeat sequence at site I primarily
in the major groove, with some contacts in the minor groove located nearby.
These results were confirmed by x-ray crystallography studies on ydR {Yang and
Steitz, 1990) and Hin (Feug et al., 18904).

Perhaps the most significant crystal structure of 4§ resolvase has been deter-
mined by Yang and Steitz (PDB accession code lgdt; Yang and Steitx, 1995),
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Figure 1.6: (A) Cartoon model of the three independent resolvase catalytic domains in the
crystallographic asymmetric unit (1GDR, C222; symmetry, Rice and Steitz, 1994b; Sanderson
et al., 1990). Subunit 1 is in yellow, subunit 2 in pink and subunit 3 in green. The non-
crystallographic dyad axis relating subunits 2 and 3 is horizontal (in the plane of the page),
whereas the non-crystallographic dyad axis relating subunits 1 and 2 is oblique to the page.
(B) Subunits 17, 2’ and 3’ are generated by using a two-fold vertical crystallographic axis.
(C) Arrangement of resolvase subunits in 1GDR (C222; symmetry, Rice and Steitz, 1994b;
Sanderson et al., 1990). (D) Specific amino acids involved in the 2-3’ interface (R2, R32, E54,

E56).
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showing a resolvase dimer bound to a symmetrized version of res site I (Fig.1.7).
In this structure, the protein conformation is such that the nucleophilic residues
are placed more than 20 A from the crossover site, and it thus represents an
inactive form of the protein. However, it is worth mentioning that a dimer of
resolvase bound to site I in solution is actually ‘designed’ to be in a catalytically
inactive state, and thus this structure is probably a very good approximation to
how resolvase binds site I in solution. Additionally, it clearly shows the interac-
tions taking place between the N-terminal domains of the two resolvase subunits
bound to site 1. The structure shows a 60° kink in the DNA at its centre which
bends it away from the catalytic domains.

Figure 1.7: Co-crystal structure of a dimer of yd-resolvase (backbone) bound to DNA (back-
bone) site I (Yang and Steitz, 1995).
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1.7 Synapsis formation: slithering versus ran-

dom walk

The first resolvasc #n witro recombination reactions performed by Reed (Recd,
J081) and Cozzarelli (Cozzarelli et al., 1984) demonstrated that the rcaction
products were singly linked 2-noded catenanes. Subscquent rounds of recombina-
tion reactions on the same substrate were demonstrated to generate products with
more complicated topologies, namely, a 4-noded knot, 5-noded catenane, 6-noded
knot, ete (Cozzarelli et al., 1984; Wassermian and Cozzarelli, 1985). By studying
the product topologies, it was concluded that the synaptic complex traps threc
negative interdomainal superhelical nodes regardless of the degree of supercoiling
of the substrate and the distance between the res sites {Benjamin ot al., 1985).
Two models were then proposed to explain the formation of the synapfosome:
Beujamin et al. (1985) suggested that synapsis occurs by slithering of the super-
coiled DNA. Boocock et al. (Boocock et al., 1987, 1986) proposed instcad that
the synapse is formed when, by random collision, two res sites trap three nodes.
The formation of synaptic complexes with other numbers of interdomainal su-
percoils was thus ‘topologically filtered’ by the architecture of the synapse. The
existence of a synaptic complex also ensures that the recombination rcaction is
only intramolecular, as opposed to intermolecular, and that it occurs only when
the res sites arc in direct repeat orientatiou (head-to-tail),

1.8 Synapsis models

Before the recombination process takes place, a complicated mechanism must as-
semhle a protein-DNA complex formed by twelve subunits of resolvase and two
directly repeated copies of res, also referred to as a ‘synapse’ or 'synaptosome’.
Varicus models [or the architecture of the synaptosome, based on the reaction
topology, structural information, and site-directed mutagencsis studics, have been
hitherto proposed. However, there is so far little direct experimental structural
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evidence to support these models, and they all present diflerent kinds ol inconsis-
tencies with the available experimental data. In what follows, we shall present Lhe
most salient features of the proposed synaptosome architectures, thus providing

a conceptual [ramework [or the present study.

An early pre-crystallography synaptic model was proposed by IBoocock et al.
(1987) and was based on the topological information available at the time. The
model proposed that site I interacts with site I’ and that there are two addi-
tional quasi-equivalent dimer-cdimer interactions mediating the interactions be-
Lween sites II-III and ITI-IT° (Fig. 1.8A).

The solutiou ol the first crystallographic structures drastically influenced the
models that appeared thereafter. As noted above, a crystal structure (Sanderson
et al, 1990) of the calalytic domain of +§ resolvase led to the proposal of a
tetramer of dimers being at the core of the synaptic complex at the accessory
sites (II and IiI). This structure also permitted the identification of the 1-2 dimer
as being the solution dimer, binding to the consensus repeat at the six gites within
the synaptosome, These hypotheses gave rise to two models {Grindley, 1894; Rice
and Steitz, 1994a). The most important difference between the models is in the
orientation of the tetramer of dimers with respect to the complex at site I. Both
models considered that sites I and III had to be spatially close to each other, that
the DNA was bent at site II {based on footprinting data from Salvo and Grindley
(1988)), and that the synaptic complex had to trap three negative superhelical
nodes (which therefore would satisty the reaction topology). These constraints

determined the different paths taken by the DNA in the two models.

In the Rice and Steitz model {Rice and Steity, 1994a), the direction of elonga-
tion of the tetramer of dimers is poinfing towards site I, and the DNA is wrapped
around the tetramer as shown in Fig. 1.8B. The two res sites are held together
by the tetramer of dimers bound at sites II, I, 11l and 11T, and 2-3 (not 2-3’) in-
teractions between the DNA-binding domains of the subunits bound at sites I-I°.
‘I'he tetramer of dimers is placed in such a way that the protein subunits hound
to site II interact with the ones hound to site II'. Similarly, the dimers bound

to site III interact with the ones bound to site 111, In the protein-DNA complex
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formed at the site [/T° DNA, the protein catalytic domains are located on the
outside and the DNA-binding domains, together with the DNA sites themselves,
are on the inside. In this way, the site I-bound resolvases are in a pogition of
222 symunetry, but they are not in contact with one another. The major criti-
cism of this model is, indeed, that il requires the breakage and reformation of
any preexisting 2-3’ interactions during synaptosome assembly. In the simplest
case, two resolvase-bound res sites would have to break existing protein-protein
and protein-DNA interactions in order o form the synaptosome. In a second
scenario, two unbound ves siles would come together and wrap around a pre-
assembled resolvase core. None of these possibilities seetus atiractive (Grindley,
2002).

On the other hand, Guindley (1994) proposed an alternative model for the
architccture of the synaptosome (see Fig. 1.8C). In this model, the direction of
clongation of the tetramer of dimers is perpendicular to an imaginary axis joining
the protein subunits at sites I-[' with the complex at the accessory sites. This
constraint makes the DNA take a different path from that in the Rice and Steitz
model. As before, the protein dimers bound to sites [1 and 1II in the same res
site are proposed to interact via a 2-3’ interaction. In this new modecl, however,
the distance between sites II and L1l in the same res site is rather longer than
expected (there are 34.5 bp between sites II and III, and this imposes a centre
to centre maximum distance of 117 A). Sites 11 and IIT’ {similarly I’ and IIT)
are joined by protein tetramers, and the positions and interactions of the protein
dimers at site T/I" are left undefined.

Until recently, there was no experimental information validating or refuting
any of the structural models described above. By using mutant resolvases, Mur-
ley and Grindley (1998} recently proved that 2-3' proficient subunils are required
at sites II-L and III-L, but not at sitc II-R and III-R (see Fig. 1.8E), in order to
produce a competent synaptic complex at the aceessory sites. This finding is comn-
patible with both structural models. In addition, the authors also demonstrated
that, for recombination, 2-3" proficient subunits are additionally required at sites
III-R and I-R. This finding implies that, in the assembly of the final structure
of the competent synaptosome, resolvase subunils at sites III-R and [-R interact
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-
-

Figure 1.8: Schematic representations of the architectures of the synaptosome models pro-
posed by (A) Boocock et al. (1987, 1986); (B) Rice and Steitz (1994a); (C) Grindley (1994)
and (D) Sarkis et al. (2001). (E) Two models of the catalytic protein domains forming the
synaptosome as proposed by Sarkis et al. (2001).
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1.9 Strand exchange mechanisms

directly through a 2-3’ interaction (Fig. 1.8E). This latter finding is, however,
al odds with hoth the Rice and Steitz (1994a) and Crindley (1994) structural
models.

In order to solve this problem, a new structural model was proposed by Sarkis
et al. (2001) (see Fig. 1.8D and L). As in the previous models, a tetramer of
dimers held by 2-3” interactions is at the core of the accessory site synapse. As
a novel ingredient, this model proposes that each resolvase dimer bound at site I
contacts a dimer at site I also through a 2-3" interaction. In this new model, the
architecture of the synaptosome is formed by a fiber of twelve protein subunits
around which the DNA is wrapped. T'wo diflerent paths for the DNA have heen
proposed (see schemes in Fig. 1.8E}, but no experimental evidence so far is able
to discern between the two. In addition, this model 18 inconsistent with some

experimental observations.

1.9 Strand exchange mechanisms

Farly studies of the topology of resolvase-mediated recombination (Sturk et al.,
1989) showed that the motions of the DNA involved in strand exchange are equiv-
alent to a 7 /2 right-hand rotation of one pair of half-sites relative to the other
pair, in the cleaved-DNA intermediate. How this process is achieved is so far a
mystery, although many years of experiments have imposed several restrictions
on the possible mechanism. Stark et al. (1989} discovered that, upon strand
exchange, there is a change in the linkage number of ALk=+4. Further studies
(Btark and Boocock, 1994; Stark ct al., 19417} showed that non-recombinant knot-
ted products can be generated by multiple rounds of strand exchange, by using a
single base substitution at the centre of the crossover site, which would result in a
mismatch after one round of recombination. These studies demonstrated that the
strand exchange mechanism can accommodate apparently confrolled rotations of
2nm (n=0,1,2,...) without the synaptic complex falling apart, and without the

need to form a transiently ligated recombinant product.
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1.9 Strand exchange mechanisms

In addition to these constraints, Mellwraith et al. (1996) have shown that at
least one subuuit of the [our taking part in the crossover site synaptic complex
remains physically attached to the sarue half-site DNA during strand cxchange.
Further experiments have shown (Macllwrailh et al.,, 1997) that two rounds of
recombination can occur without any rejoining of the DNA strands in an inler-

I

mediate recombinant form, eliminating a possible ‘reset’ mechanism' after one

round.

Several models for the strand exchange mechanism have been proposed over
the years, bearing a close relationship to the synaptosome architectural models.

The Rice and Steitz model for the synaptosome is tempting because the mech-
anism of strand exhange wounld involve a simple rotation of the DNA hall-sites
without the need to disrupt the protein architecture (see Fig. 1.9A). The mech-
anism would only require small movements of the DNA hall-sites localed in the
inside of the complex. A mcchanism similar to this has been unveiled for Cre
and Flp recombinases by crystallography data (Cuo et al., 1997; Rice, 2002).
There are, however, a few caveats for this model to hold. The most reasonable
movements for the DNA half-sites are not able to simultaneously satisfy the (+)
node and {+) helical twist required to satisfy the reaction topology (Stark ot al.,
1989). To bypass this problem, Rice and Steitz proposed that the centre of each
site might be unwound by half a turn, and that relaxation after strand exchange
would produce the correct reaction topology. However, the crystal structure
(Yang and Steitz, 1995) did not reveal evidence of the existence of such unwind-
ing. Furthermore, the mechanism itself would not even allow a 2= rotation with-
out, resctting of the complex, thus failing te conform to some of the restrictions

on the strand exchange mmechanism found by the studies aforementioned.

By far the simplest mechanisim for strand cxchange, the subunit rotation model
involves a right-handed /2 rotation of the two protein subunits covalently bound
to one pair of half sites relative to the other (Fig. 1.9B). This mechanism pro-

duces recombinants of the expecled topology, and accounts for multiple rounds

1A mechanism by which the protein aund DNA is rcorganised itto its original state before

the initiation of the reaction.
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1.9 Strand exchange mechanisms

of recombination. In one version of this model, DNA duplexes lie on the outside
of the crossover sitc synapsc and resolvase dimers interact via their catalytic do-
mains. However, it is not so far clear what could hold the cleaved halves together

while the protein subunits are rotating.

Finally, the domain swap model involves a right-handed 7/2 rotation of the
resolvase catalytic domains covalently attached to one pair of half sites relative
to the other half-sites by using the loop at the basc of the E-helix as a hinge
(Fig. 1.9C). The DNA-binding domains and the E-helices remain in place and
thus refain many of the protein-protein contacts giving risc to the crossover site
synapse structure. Uhis mode! satisfies the topology requirements for the reac-
tion. However, multiple rounds of recombination would intcrtwine the rotational
hinges, probably requiring sotne type of resetting mechanism. Both the domain
swap and the subunit exchange models arc compatible with the recently proposed
synaptosome architecture (Sarkis et al., 2001), but not with the Rice and Steitz
model.

The understanding of the synaptosome architecture and the mechanisin of
strand exchange are relevant to the study of many site-specific recombinases in
the serine recombinase family. More importantly, it is also uselul as & paradigm
to comprehend, at the molecular level, fundamental mechanisms in protein-IDNA

interactions.
The aims of this thesis were
e to study the oligomerisation behaviour and low-resolution conformation of
Tn3R. in solution.
o to analyse its interaction with each of the three binding sites in res.

» to develop a rigid-body formalisin to model small angle x-ray scattering
datasets and test it on Holliday DNA junctions.

* to apply this formalism to solve the solution structure of the site I“Tn3R

protein-DNA complex.
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Figure 1.9: Three models for the strand exchange mechanism. (A) The DNA-mediated
mechanism, with its origin in the Rice and Steitz model for the synaptosome architecture. (B)
The subunit rotation mechanism, by which the two resolvase subunits each holding one half-site,
perform a 7 /2 right-hand rotation in the presence of negative supercoiling. (C) The domain
swapping mechanism, where the DNA binding domains of the left-hand half-sites dissociate,
and the DNA-bound catalytic domains of the left-hand side protein subunits perform a 7/2
rotation.
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1.9 Strand cxchange mechanisms

e finally, to extend this formalism and generalise it to also make use of fluo-
rescence resonance energy transfer and sedimentation velocity data in the

modelling procedure.




Chapter 2

Introduction to biophysical
techniques

2.1 Summary

This chapter will provide an introduction {o the biophysical experimental tech-
niques employed in this study, namely, small angle x-ray/neutron scattering, sed-
imentation velocity and sedimentation equilibrium analytical ultracentrilugation,
and fluorescence anisotropy. In addition, it describes the recent applications of

these techniques to problems of relevance to this thesis.

2.2 Small angle scattering

Small angle scattering (SAS) is a technique that provides structural information
on characteristic dimensions and eclectron density inhomogeneities between tan
and a few thousand angstroms. These dislances are large compared to inter-
atomic distances, and thus it is possible to describe the scatterers by using a
continuous function of the electron density, as determined by the chemical com-
position of the particle under study. The scattering objects will be considered, in
this introduction, as non-interacting, and therefore their spatial distribution will

be uniform. Therefore, the scattering intensity will be only analysed in terms of
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2.2 Small angle scattering

the particle scattering form factors.

A small angle x-ray scattering (SAXS) synchrotron radiation instrument com-
prises the following elements: A synchrotron radiation source provides the x-rays.
A monochromator selects one well defined wavelength in the emission from the
undulator. Focusing oplics, mainly composed of either a toroidal mirror; or two
orthogonal elliptically bent mirrors, are used to focus the beam. Tantalum or
tungsten collimating slits are used Lo eliminate parasitic scattering. The sample
position is usnally fixed, and the sample-to-detector distance {d) can be adjusted
by moving the detector, placed inside a vacuum chamber, away from the sam-
ple. As the beam is normally 10*-10° times more intense than the total scattered
intensity, a highly absorbing beam stop is placed between the sample and the
detector to prevent the direct beam from damaging the detector. An z-ray de-
teclor measures the scattering intensity as a function of the scattering angle 26.
"Two-dimensional (Beamline 2.1 at Daresbury, Warrington, UK and beamline 26B
al the ESRF, Grenoble, France) or linear (Beamline X33 at DORIS, Hamburg,
Germany) detectors are often used. Datla acquisition software and hardweare are

beamline-specific.

An introduction to x-ray scattering hy matter is provided in Appendix 1. The
main methods for SAXS and small angle neutron scattering (SANS) date analysis
will be described in the following sections.

[deality means in thermodynaemic terms that the particles in solution do not
have interactions between them. In this approximation, thermodynamic inten-
sive quantities are proportional Lo the particle concentration. Menodispersity is
a concept with two possible meanings. In chemicully monodisperse solutions,
the particles all have identical chemical composition. In solutions with shape
monodispersity, the particies all have the same shape. In the rest of this intro-
duction, I will strictly deal with ideal and monodisperse (in both senses) solutions.
Therefore, all the particles in solution will scatter with the same scattering am-
plitude but in differen( directions. Moreover, the resulting intensity will be the
suim of the intensities of the individual particles (i.e. no interference term). Thus,



2.2 Small angle scattering

the tolal scaltering intensity will be proportional to the number of particles in

the sample.

2.2.1 Global paramcters and special cascs

The scattered intensity I{&) (see Appendix 1) can be written as

i@%i/fﬁmmAMmeﬁﬂw%mé 21)

where the volume integral runs over the particle volume V', 7 and 7] are vectors
inside the particle, §is the scattering vector, and Ap are the fluctuations in the
electron density of the particle with respect to the solution.

The isotropic seattering intensity 7{s) is often expressed in terms of the pair
distance distribution function (PDDF or p(r) function) as follows (Appendix 1)

1) = i [ sy ar @

For homogeneous particles, the p(r) function can be written as

N
1 — —
plr) == > alli =5 - 1), (2.3

3,j=0

where N is the number of electrons in the particle, and é6(a — b) is Kronecker’s
8-function that is 1 when @ = b and 0 otherwise (Appendix 1),

Some quantities can be directly derived from Eq. 2.1, [or example, the scat-
tering amplitude at zero angle is (Vachette and Sverpun, 2000)

1(0) = /f&p(?‘l) Aplry) dVi dVy = Am?® = m® — m],
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2.2 Small angle scattering

where m is the total number of electrons in the particle and myg is the number of
electrons in the solvent displaced by the particle (I(s) is thus proportional to the
particle electron density and to the particle-specific partial vohnume).

Lxpansion of the scattcring intensity in a Taylor series of s around the origin,

gives

dr*R2s?

+rst+ )
3

I(s) =I{0) |1 -

Retention of only the first order term, yields

an? RE’HZ

I{s) ~ I(0)exp™— % , (2.4)

where R, is the particle radius of gyration, defined by the following rclation
{(Vachette and Svergun, 2000)

_ [ Ap()r*dv

2 ——
By = JDp(F)dV -

(2.5)

Eq. 2.4 represents the Guinier approximation (Gluinier and Fournet, 1955),
that states that at very small angles the scattering intensity behaves as a Gaus-
sian, the width of which is dnversely proportional to the radius of gyration (see
Fig. 2.1). The Guinser region is the s-range in which the Guinier approximation
is valid, nsually defined as 0.2 < sR, < 1.3",

On the other hand, assuming that the particle has a uniform electron density
and a sharp interface with the solvent, it is posgible to deduce that the scatlering

intensity in the high-angle region will have the following behaviow (Porod, 1951)

82 lim |s11(s)] = SAp? - Bs', (2.6)

=00

!These approximate values vary for assymetric particles, such as prolates, oblates {Perkins,

1088)
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Figure 2.1: (A) The Guinier approximation for Ry =15, 30 and 50 A.

where 9 is the ares of the interface between the particle and the solvent, and B
18 a correction lactor. 43 can sometimes be quite large, due to the small values
taken hy I{s) at high angles (at high cnough angles the particle always scatters
as the solvent, and so lim, . /(¢) = 0) and this often limits the usefulness of this

relation.
The autocorrelation function y(r) is defined by

~F(r) = /p(rl)p(m —r)drl. (2.7)

By applying the inverse Fowrler transform to Eq. 2.2, the auto-correlation

[unclion in terms of the scatlered inlensity can be obtained, that is to say,

VA = 5 / " r(e i) g (2.8)

st

By evaluating this expression at » == ) it Iy possible to obtain
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2.2 Small angle scattering

VA(0) = 1 /oo s*{(5) ds,
0

Q72

that directly shows how the mean square fluctuation in the electron density is
related to the integral of the intensity over the reciprocal space, without having
anything to do with the particle structure. In this way, the system can suffer any
conformation change, thus changing the intcnsity profile, but without modifying
the value of the integral, upon which Porod’s invariant ¢ is defined:

(=]
Q= / s*I1(s)ds. (2.9)
Ja
By evaluating Eq. A.5 at 7 = 0 it is possible to conclitde that Porod’s invariant

can also be expressed in terms of the mean square of the electron density contrast

(AP = Pparticic — Psotvent) Of the sample:

Q=VAap (2.10)

2.2.2 Simple geometrical examples

The p(r) function of a homogenevus sphere can be calculated analytically by
using Eq. 2.3 and was first calculated by Porod (Porod, 1948),

r = 0.525D, close to Lthe sphere radius, and has a bell-function shape (see Fig.
2.2) with a maximum size of Dy ax (Glatter and Kratky, 1982).

Rod-like particles are another important class of simple shapes common in

biological systems. These parlicles have a constant arbitrary cross-section (with
g ¥ P ¥
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2.2 Small angle scattering

pir)

D

Figure 2.2 Particle distance distribution function p(r} of a sphere of diameter D,

surface area A} whose characteristic dimension (d, e.g. radius for a cylinder)
should be much smaller than its length L, i.e. d << L. For such particles,
starting from Lhe maximum size r = L, the p(r) function will inercase linearly
with decreasing r-values {see Fig. 2.3). The p(r) function is given by {Glatter
and Kratky, 1982)

92 . ‘ 1

The slope of the linear region (long distances, close to 7 < L, see Fig. 2.3) is
proportional to the square of the area of the cross section and the square of the

particle electron density, i.e.

dp(r) _ A%p2
dr  2x

slope = —

This essentially implies that it is possible to estimate the cross-sectional area if

the clectron density g. is known. However, since this linear regioun is very suscep-
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2.2 Small angle scattering

tible to the values taken by the scattering profile at very low angles, special care
must be taken with systematic errors (e.g. exbrapolation to zero concentration
must be made).

2.2.3 Data analysis
2.2.3.1 Direct modelling of the p(r) function

The first class of direct modelling method consisted of building simple (sometimes
more elaborate) models of the particle, whose scattering profile and p(r) function
could later be evaluated and compared with the experimental ones. The multi-

body and geometrical bodies approaches both apply this general methodology.

Multibody-type approaches were first introduced by Glatter in the early eight-
ies (Gilatter, 19&0; Glawer and Kratky, 1982). The p(r) function of a sphere is
known analytically (see above), and thus the p(r) function of any group of spheri-
cal particles can be analytically caleulated (Glatter and Kratky, 1982). Mullibody
is a computer program designed by Glatter and successfully used for a number
of applications over the vears (Sano et al., 1994). It is mainly helpful for highly
symmetric systems, where a simple algorithm for setting the positions of the
spheres in the modcl can be found. However, less conventional shapes can be also
generated with considerable effort from the user.

Many authors have addressed the problem of evaluating the scattering profile
and p(r) function of complex models made of multiple geometric building blocks
(e.g. spheres, cylinders, ellipgoids}, assembled into any excluded volume of in-
terest, that would provide a rough model of the particle shape. For the sake of
brevity, only a few of these approaches will be mentioned here.

The crudest and oldest version of this method was developed by kratky and
Pils {1972) in the early seventies, and produced scattering curves only for very
simple, single geometric shapes (cylinders, spheres). BBarnes and Zemb (1938)

developed a method for calculating the scattering intensity by directly applying
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p(r)
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Figure 2.3: Particle distance distribution function p(r) of cylinders with (A) different lengths
(L, /L = 0.8, solid line; r/L = 0.9, dashed line; r/L = 0.96, dotted line) and equal diameter
(d), and (B) different diameters (d = 0.15L, solid line; d = 0.3L, dashed line) and equal lengths

(L).
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2.2 Small angle scattering

the Fourier transform to the electron density function sampled on a cubic lattice.
Later on, Hansen (1890) developed a similar method based on Monte Carlo sani-
pling. In this approach, the volume occupied by homogeneous geometric objects
were randomly populated, and then the different objects were combined (applying
specific translations and rotations to each of them) in order to produce the final
desired modecl, from which the p(r) function was calculated. From the latter, the

scattoring curve was obtained by TFourier transformation.

Flenderson (1946} extended Hansen’s algorithm by making more complicated
geometrical objects available (ellipsoidal shells, hollow ellipsoidal cylinders, ellip-
soidal helices, triangular prisms, rectangular prisms and semi-ellipsoidal shells).
However, the objects were still modelled as if they were homogeneous. Miiller
et al. (1996) claborated an algorithm that makes use of the maximim entropy
method to find the parameters of single geometrical bodies {such as the diameter
of a sphere or the axes of an ellipse) that best fitted the experimental scattering
data available. In order to apply this method, it is compulsory to have some prior
knowledge of the particle low-resolution shape. Then, the unknown parameters
delining the geometrical hody representing the particle can be calculated from

real-space functions.

Zipper and Durchschlag (2000) developed a method by which an atormic struc-
ture was converted to a SAXS model by representing each atom or residuc by a
sphere of appropriate radius and electron density (similar to the dummy atom
models commonly used in hydrodynamic modelling). The p(r) function was then
derived [rom Lhe models, and the scallering curve was calculated by using the
Fourier transform.

The second family of methods involves the direct calculation of the scattering
intensity from atomnic coordinates (derived from x-ray crystallography or NMR,
when available) of models that could then e compared to available experimental
SAXS profiles.

't'he first approach in this family of methods used variations of what has been
coined the ‘cube method’, which will be described hereafter. For caleulating the
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gcattering intensity of a particle, it is necessary not only to take into account the
contribution to the scattering from the atoms cowmprising the particle, but also
the influence of the particle excluded volume. That is to say, the intensity can

be written as

I{(s) =< | Fpunticte(8) ~ POFbuffer(§J|2 >n, (2.11)

where pg is the bulfer average clectron density, and <>>q is the integral over
the volumme occupied by the particle. One of the main difficulties in calculating
the scattering curve of macromolecules is the estimation of the second term in
equation kEq. 2.11 (the excluded volumne contribution) and this has led to several
methods whosc main difference is the way of tackling this problem. For compact
particles with a small surface-to-volume ratio, the best way of dealing with the
problcm has been sald to be the ‘modified cube method’ (Pavlov and Fedorov,
1083), initially developed in the seventics by Ninio and Fedorov (Fedovov, 1978;
Fedorov and Ptitsyn, 1972; Ninio et al., 1972), according to which vhe particle
occupied volume is modelled with densely packed homogeneous cubes (1.3 A edge
length in the original implementation). However, this approach falls short in ac-
counling for the contributions made by the hydration layer, and does not provide

satisfying resulty when dealing with rather open structures, such as nucleic acids.

An improvement of the method was introduced in the early eighties by 1’avlov
ct al. (Pavlov and Fedorov, 1983), who basically concentrated on improving the
latter approximations (i.e. hydration and openness). Their algorithm is based
on the original cube method, but uses a smaller cube edge length and takes into
account the dilferent van der Waals radii of the atoms comprising the particle. In
addition, it uses a technique developed by Lee and Richards (1971) for calculating
the waler-accessible particle surface by rolling a ball of 1.4 A (that imitates a
water motecnle) on the particle van der Waals surface. However, the anthors only
considered the rolling hall technique for improving the description of the surface
area, and did not attempt to include the full effects of hydration on the scattering
curves (they only looked at the effect of bound waters scen in x-ray and NMR

structurcs).

36




2.2 Small angle scattering

Latiman (1939) proposed a radically new method for estimating the scattering
intensity of a given atomic structure. His approach was based on a decomposition
into spherical harmonics of the Fowler integral needed to calculate the scattering
intensity from the electron density, The main advantage of this method was that
the spherical averaging that [ollows the Fourier transformation of the electron
density is drastically simplified if all the terms are written as products of spherical
harmonie functions. The author, however, failed to recognize the importance of
the hydration layer, and restricted his method to parlicles with some bound water
molecules predicled by x-ray erystallography or NMR. In addition, the excluded
volume was accounted for by placing dummy aloms at Lhe positions of the particle
aloms, thus reducing the overall accuracy of the method to resolutions af up to

20 A (that is to say, regions where the momentum transfer is 0 < s < 0.3 A‘l).

Svergun eb al. (1995) cxtended Lattman’s idea and included the effect of a
hydration layer with a different electron density {pu) to that of the bufler (po).
The inclusion of this effect modifies the scattered intensity shown in Bq. 2.11,

which can be finally reduced to {Svergun ot ai., 1995)

1(8) =< | Frarticte(8) — poFpuger(8) + 800 Fya—tayer(5)]” >, (2.12)

where Fryd—iayer(§) 18 now the scattering amplitude of the water layer and dpp =
Pt — po- Replacing the Cartesian atomic coordinates by their spherical counter-
parts, L.e. taking 7} = (ry,w;) = (7, 6, ¢:), the scattering amplitude in vacuo can
be written as

N
Fparticte(5) = Z fi(s) expi§- 73, (2.13)
i

where N is the number of particle atoms and f; is the form factor of atom j. By
rewriting the exponential function in 2.13 in terms of Bessel (4;(sr)) and spherical
harmonics {Yi,,{w))} functions (Edmonds, 1957; Svergun et al., 1995},
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2.2 Small angle scaltering

expis T = 4”2 Z 2 5p{50) Y (W) Yo (2),

1==0 m=-1

one can express the particle scattering amplitude #n vacuo as

pu'.rm( la 5) Z Z ﬂmfﬁc{s Vm(g) (214-)

-0 m=—{

where £}, are the scattering partial amplitudes

Ff e (s) 4’!”121‘3 Vii(s73) ¥ (). (2.15)

i=1

In a similar fashion, by replacing the atoms in the structure by dummy atoms,
it is possible to rewrite the excluded volume scattering amplitude Fyyg~(3}, as in
Eq. 2.14 but with partial scattering amplitudes given by

N
F () = darit Z!}j(3)31(3?";‘)3’};1.(%): (2.16)

i=1
where g;(s} are the dummy atom form factors.

Finally, it is necessary to write the scattering amplitude of the hydration layer
in a similar manner. To do this, the border layer can be represented as a two-
dimensional angular function F(w) as first described by Stuhrmann (Stulamann,
1G70),

Lo Flw)<r <Fw) A
pur(ry = 0+ 0<r < F{w) (2.17)
0 r>Fw)-A
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2.2 Small angle scattering

Then, as the partial scattering amplitudes are the Hankel transforms of the
real-space radial functions (Svergun ef al., 1995), it is possible to write the border
layer scattering amplitude as in Eq. 2.11, with partial amplitudes given by

P )+A
F!ud aner‘ \/— / ﬁ:%(w)dw/ jg(S?")?‘zd?‘} (218)

)

By replacing each term in BEq. 2.12 by its form in spherical harmonics {as in
Eq. 2.14) and by using Eqgs. 2.15, 2.16 and 2.18, Eq. 2.12 can be rewritten in

terms of spherical harmonics coellicients, that is to say:

I(S Z Z |ﬂf§rﬁdg ) o Ehnﬁrr( )+ ﬁp F;zyd r’ayer(s)gz >, (219)

=0 m=-!

where the truncation value L defines the resolution of the representation. By
taking this approach, the aunthors have been able to produce a fast and accurate
publicly available computer program (CRYSOL) that calculates the scattering
curve from a given atomic structure, taking into account lhe hydration surroud-
ing the particle. Both the hydration contrast (electron density of the hydration
layer) and the average displaced solvent volume per atomic group were allowed to
vary in order to fit experimental curves. The authors have shown that CRYSOL
improves the fit to the experimental data with respeet to the other proposed
algorithms (based on the cube method) up to s < 0.4 A1, where the inhomo-
gencously filled excluded voluimne and the finite number of multipoles start to
produce deviations. In this region, cube methods are expected to outperform
CRYSOL.

Mariani et al. (2000) developed & hybrid method for multi-subunit particles,
for which individual subunit structural atomic information is available. By chang-
ing the arrangement of the subunits, a number of tentative atomic models were
built, and compared with the available experimental data. The overlap between

different components of the created structure was accounted for by using the
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2.2 Small angle scattering

method of Hansen (1990). The particle shape was represented by spherical har-
monics functions (Lattman, 1989; Svergun et al., 1993) and the p(r) function was
caleulated by Monte Carlo methods, as in Hansen (1990).

2.2.3.2 Particle reconstruction algorithms

The last decade has seen a very substantial increase in other methods to analyse
sruall angle scattering data [rom biomolecules. As mentioned above, spherical har-
monics decomposition was succesfully applied to calculate the scattering curves
of structural models, based eifther on high-resolution atomic structures derived
from x-ray diffraction methods and NMR, or on Multibedy-like models (Lattinan,
1989, Svergun et al., 1995).

Based on this decomposition, Svergun et al. (1996) developed a new algorithm
that, instead of using the spherical harmonics cocfficients from a model fto fit the
experimental data, introduced a glohal search algorithm in parameter-space in
order to find the spherical harmonics coefficients that would gencrate the scatter-
ing eurve most similar to the experimental one. After finding these coefficients,
the program (SASIIA) could reconstruct the particle shape, thus providing for
the very lirst time a way of generating an ab instio reconstruction from SAS data
without requiring any previous structural information. Computer simulations
(Svergun et al.,, 1996} have demonstrated that, for error-free data, this shape
restoration procedurc generates unique solutions, even when limited ranges were
used in the simulated curves (only if the number of coeflicients used is smaller
than 1.5 times the number of Shannon channels). The reliability of the shape
restoration produced has been shown to improve if information about the parti-
cle syminetry is available (Vachette and Svergun, 2000). This program has been

employed in a number of applications (Svergun et al., 2000).

Other approaches, based on the same idea, have been implemented since then.
In what follows, only one of the methods (DAMMIN) will be described in detail,
and some of the different characteristics of the other methodologies available
will be briefly mentioned. In DAMMIN, a duminy atom representation (on a

40




2.2 Small angle scattering

hexagonal lattice) of a sphere of diameter larger than the maximum particle size
is created (Svergun, 1999), The dummy atoms can either belong to the particle
or the solvent, thus having different scattering lengths. The scattering profile
produced by this duminy atom model is evaluated by using the same procedure
as in CRYSOL (see section 2.2.3.1). A simulated annealing algorithm is used
to find the dummy atom model whose scattering profile is most similar to the
cxperimental one. This program has been shown to generate good results in a
number of test cases (Svergun, 1999; Volkoy and Svergun, 2003).

DALAILGA is very similar in concept to DAMMIN but, instead of using a
simulated anneuling algorithm, uses a genetic algorithm in order to search the
configurational space of all possible conformalions {defined again on a hexagonal
lattice}(Chacéu et al., 2000). The computer program has been tested with a
nnmber of different protein scattering profiles (with added noise) simulated from
their atomic structures, adequately reproducing their shapes at low-resolution,

GASBOR is the latest of the algorithms developed by Svergun’s group (Sver-
gun et al, 2001). It infroduces two types of beads, with different scattering
lengths, corresponding to the hydration shell and the solvent. In addition, it
adds more consfraints to the connectivity of the beads so as to recreate a recon-
structed particle with scquence-like residue connectivity. Other similar ab tnitio
methodologies have been recently developed by Heller et al. (2003).

These reeonstruction methods have heen applied to several problems in recent
years (ISoch et al., 2003). Howevcr, there are a number of caveats to bear in mind.
First, these methods often give different solutions for the same scattering curve
(N6llmann et al., 2004b; Volkov and Svergun, 2003). Tt is thought that improved
data quality {i.e. higher signal to noise ratio) and extended experimental ranges
increase the probability of the reconstruction method producing a uniqiic solu-
tion. However, it has been recently shown that some shapes (particularly very
assymctric or with voids) cannot be reconstructed by these methods (Volkov and
Svergun, 2003).

41



2.3 Analytical ultracentrifugation

2.2.4 DNA studied by small angle scattering

Miiller (1983) developed an improved cube method for the analysis of DNA and
RNA molecules. This method was used o test whether DNA structures deduced
from x-ray crystallography data agree with the confomation of DNA in solution.
By changing the model parameters the authors predicted a different twist angle
from the one reported for atomic structures derived from x-ray crystallography.
Grassian el ol {Grassian et al., 1983) measured scattering curves for small ds-
DNA (double-stranded DNA) fragments and showed that they are consistent
with those expected for a helix of pitch and radius corresponding to the Watson
and Crick models. This study was designed to demonstrate that previously used
cylindrical models of DINA are not correct, implying that estimations of, for
instance, the thickness of the surrounding ionic cloud based on that approach
are misleading. They also reported the existence of intermolecular interactions
leading to DNA alignment at concentrations above 15 mg/ml. Hammermaim
et al. (2000) used small angle neutron scattering to study the changes of the
DNA superhelix with salt concentration. They showed that the DNA superhelix
diameter varies from 17 to 9 nim when going from 10 to 100 mM NaCl, respectively.
The results found in this study contradict the report of a lateral collapse of the
DNA superhelix in physiological salt concentrations, as shown by cryoc-electron

microscopy (Adrian et al., 1990).

2.3 Analytical ultracentrifugation

Under the force of gravity, a suspension of macroscopic particles {solute) with a
density higher than the solvent would precipitate to the bottom of the cuvette
containing it, creating a sedimentation boundary. In the case of macromolecules,
this effect is so small that it is counteracted by diffusion. In ultracentrifugation,
a solution containing the macromolecule under study is spun at high speeds (=
5 - 60 krpm)}, and the role of gravity is thus replaced by the centrifugal force.

Under these conditions, the macromolecules move to the bottom of the centrifuge
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2.3 Analytical ultracentrifugation

cell as a function of time, causing the depletion of the meniscus and the formation
of a clearly defined sedimentation boundary between macromolecular solution
and solvent. In analytical ultracentrifugation, this process can be monitored by
measuring the concentration of solute (either by absorbance or interference oplics)
as a function of time and radial distance () (see Fig. 2.4A). The cell coutaining
the sample is constructed so that the solute and the solvent sclutions are each
kept in individual cavities surronnded by quartz plates allowing the passage of
light (UV/VIS) required to monitor the solute absorbance (see Fig, 2.48),

2.3.1 Sedimentation velocity

In sedimentation velocity (SV) experiments, the macromolecule under study is
placed in one of the chambers of a two-chamber cell (Fig. 2.4B) and is subjected
to a high rotor speed (~ 50 krpm). The sedimentation of the macromolecnle over
time is monitored by producing a series of absorbance/interference profiles at
different fixed times. At time zero, the solute is homogencously distributed over
the whole r-range. Profiles at later times show the movement of the boundary
towards the bottom of the cell (Fig. 2.4C). From these profiles, the sedimentation
coeficient of the macromolecule can be deduced. The sedimentation coefficient
is defined as (Lebowilz et al., 2002; Svedverg and Pedersen, 1940)

M(1—vp) MD(1 - 3p)
W Naf RT

(2.20)

where u is the observed radial velocity of the boundary midpoint, w is the radial
velocity, M is the molar mass, # is the partial specific volume, p is the buffer
density, f is the frictional coefficient, V4 is Avogadro’s number, D is the diffusion
coefficient, R is the gas constant and T is the temperature. The equation relating
the diffusion and the frictional coefficients D = RT'/N4 f was employed to deduce
the last term in Bq. 2.20. Sedimentation coeflicients are expressed in Svedberg
units (S), which are cquivalent to 10™!% sec.
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Figure 2.4: (A) Schematic diagram of the optical system in an XL-A analytical ultracentrifuge.
(B) Cross-sections of (wo- and six- thannel centrepieces employed for sedimentation velocity and
equilibrium experiments. (C) Characteristic sedimentation velocity profiles a{r,t) as a function
of the radial pnsition » at different times.
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2.3 Analytical ultracentrifugation

By supposing spherical symmetry, and by using Eq. 2.20 and the Stokes
equation to model the frictional coefficient {fy = 6mnRo, where y is the buffer
viscosity and Ry the sphere’s radius), it is possible to express the sedimentation
coefficient of a gpherical particle in water at 20 °C as

S5PReTe = 0.019° 0 (2.21)

The standard correction to calculaie the sedimentation coelficient in water at

20 °C from that at any temperature and bufler is

7.8 (1 — Tp)2oa
oo (1 — D).

820w = 5T,B (2.22)
It is worth noting that the maximum value for the sedimentation coefficient
(S20,0) Of a particle of a given mass M will be that of a sphere of the same mass
s;gf:j?‘ﬂ). As a conscquence, any asymmetry in the particle’s shape will only do-
crease its sedimentation coefficient. Macromolecules in solution carry with them
differents amounts of bound water mainly as o result of the interaction of polar
and nonpolar residues on their surface with water molecules in the solvent. The
presence of this ‘water shell’ (or hydration shell} affects not only the scattering
properties of the macromolecule, as described above, but also its hydrodynamic
parameters. Particularly, the sedimentation coefficient is considerably reduced by
the effect of hydration. This influence will be taken into account when huilding

hydrodynamic bead models (Section 3.3.1).

2.3.1.1 SV data analysis

Myriad methods exist in order to extract the sedimentation coefficient information
from the experimental SV profiles. For the sake of brevity and simplicity, only
the SV data analysis methods employed in this thesis will be described, namely

‘sedimentation coefficient distribution’ and ‘“finite element’ analyses.
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2.3 Analytical ultracentrifugation

The general equation describing the sedimentation process (Lamm equation)
can be deduced by imposing appropriate boundary conditions on the general
transport equation. The Lamm equation is a partial differential equation de-
seribing the coneentration profile x{r, ) as a function of the radial position r and
time £ and can be written as follows

— 29 L. plx\he) 2t
Y B swrix(r,t) (2.23)

—_ P
or

The sedimentation coeflicients of a group of several shinultaneous sedimenting
macromolecular species can be obtained by fitting the experimental SV profiles
a(r, t) with solutions of the Lamm equation of the form x(r,t). As opposed to es-
timating the average sedimentation coefficient [rom the observed radial velocity of
the boundary midpoint, this procedure makes use of the rich information present
in the full sedimentation process. The computer program SEDFIT (Schuck, 2000)
employs numerical finite element solutions of the Lamm equalions in order to
model the sedimentation experimental data. By using this approach, it is neces-
sary Lo assume a model for the inleraction of the macromolecular species present
in the solution under study. Possible available models include non-interacting
(e.g. » non-interacting species) and interacting {¢.g. monomer-dimer association)
species. This methodology generates, upon convergence, the true sedimentation
coeflicients and the relative loading concentrations of each of the species involved

in the sedimentation process.

A more sophisticated method known as sedimentation coefficient distribution
was developed by Schuck {2000). ‘Ihe SV profiles a{r, ) can be thought of as he-
ing composed of a superposition of sub-populations, each with a different s-value
(i.e. sedimentation coefficient) and diffusion coeflicient I, which wounld then con-
bribute $o the radial- and time-dependent signal a{r, ) with a term proportional
to the Lamm equation solution x(s, D, 1) and to its loading concentration. Tn
other words, a(r, () can be expressed as a linear summation of Lamm cquation

solutions x(s, D, r,¢)
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2.3 Analytical ultracentrifugation

j\r

a’(?‘i’tj) ~ ch}{(sth:T‘i:tj).\ (224)
k=1

where ¢y, is the loading concentration of species £. A solution of this set of equa-
tions is thus the distribution of sedimentation coefficients ¢, which are usually
expressed by a continuous function c(s) (Schuck, 2000). This approach does
not require any prior agsumption of the number of gpecies or their association

behaviour, and it is thus considered to be model-free.

In this project, SV data were analysed analysed by using the sedimentation
coeflicient distribution approach, which provides an idea of the number of species
present in the system, and their sedimentation coefficients and loading concen-
trations. Secondly, bascd on thesc findings, an intcraction model was assumed,
and the data were re-modelled by using the finite element, solutions of the Lamm
equation, which provides real and more precise values for the sedimentation co-

efficients of cach of the species present in the gystem.

2.3.2 Sedimentation equilibrinm

Sedimentation equilibrinm (SE) analytical ultracentrifugation involves the cen-
trifugation of a macromolecule at a relatively low angular velocity until a state
of equilibrium is attained. In this situation, the net flow rate is zero throughout
the cell, and the concentration profile is thus stationary due to the compensation

of sedimentation and diffusion effects.

Methods for analysis of sedimentation equilibvium data can be divided into
model-independent and model-dependent approaches. Model-independent meth-
ods are most uscful at the initial stages of sample analysis, when the poal is to
survey sample behavior, or for comparative analysis of samples that are too com-
plex to be fit directly by model-dependent methods. The cquation governing the
sedimentation process for a single macromolecular species can be written as (van
Holde, 1985)
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2.3 Analytical ultracentrifugation

dafr,w,c)  w’rM {1l —9p) _ .
5 = BT a{r,w, ¢}, {2.25)

where M is the molar mass of the macromolecule, T is the specific partial volume,
R is the gas constant, 7' is the temperature, and a(r,w,c) is the equilibrium
concentration profile as a function of the distance to the centre of rotation r,
the loading conecentration ¢ and the angular velocity w. Integration of Eq. 2.25

between the meniscus and a point 7 inside the ccll, gives

Olnalr,w,c) W M(1 - bp) .
Oor? N 2RT (2:26)

For & single, ideal species, a graph of Ina(r,w, ¢) versus r? gives a straight line,
with a slope of “—1’2“”;5;;; %) From this slope, the molar mass M can be determined,
if the partial specific volume o is known.

A typical SIZ experiment involves the measurement of the equilibrium con-
centragion gradients of a macromolecular solution at & different concentrations
and j angular speeds a(r,wy, c1), .., a{r, wy, ¢1}, ..., a(r, w;, cx). Usually, &~ 9 and
7 = 3, which implies a total of 27 independent equilibrium profiles. Model-
dependent analysis involve the global fitting of these &7 concentration gradi-
ents (a{r,wy, 1), ..,a(r, Wy, c1}, ..., a(r,wy, ¢)) to mathematical functions descrilb-
ing various physical models, such as single ideal species, a monomer — 7n-mer
self-associating system, or an A 4+ B — C heterco-associating system, using
nonlinear least squares algorithms. This is the method of choice for detailed
quantitative analysis of sedimentation equilibrium data. This approach gives the
best-fit valucs and the associated statistical uncertainties in the fitting param-
eters (e.g. molecular mass, oligomer stoichinmetry, associafion constants) and
thus provides a statistical basis to discriminate among different putative models.
This global fitting approach helps to ensure that a unique solution is ohtained
and greatly reduces the statistical uncertainty in the parameters. In this project,
an implementation of this approach {computer program sedphat; Schuck, 2003b)

was employed to globally analyse the sedimentation equilibrium data. urther
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information on analytical centrifugation can be found elsewhere ([.ebowitz ot al,,
2002; Richards, 1980; Schuck, 2000, 2003a; van Holde, 1985).

2.4 Fluorescence anisotropy

Spectroscopic methods such as circular dichroism (CD), UV absorption spec-
troscopy, fluorescence emission and anisotropy provide many advantages for the
study of protein-nucleic acid interactions. Steady-state fluorescence is a rapid,
sensitive, non-radioactive and non-invasive method that can be applied at reason-
ably low concentrations (nM range) and that allows for a continuous monitoring
of the binding process. The time scale of the fluorescence emission process {(ns)
allows for the determination of the hydrodynamic parameters of the flucrescent
macromolecule, which is employed to study the association/dissociation of macro-
molecule-maecromolecule interactions (Heydulk et al., 1996; Jameson and Sawyer,
1995; Lohman and Mascotti, 1992). It is also important to note that fluorescence
based methods allow for the measurement of macromolecule-macromolecule hind-
ing in thermodynamic equilibrium, whereas most other methods {such as chro-
matography, ultrafiltration and gel electrophoresis) rely on separation of free and
bound materials, and are thus limited to systems that do not re-equilibrate in

the life-span of the experiment {which might be several hours).

In what follows, the physical basis for Huorescence anisotropy measurements
will be deseribed. The fluorcscence emission polarisation of a fluorescent solution
observed at right angles, both to the direction of propagation of the exciting beam

and the direction of its electric field vector, can be cxpressed as

I — 4o
P=-— 2.27
IH —|—IJ_ ( )

where {| and [/, are the parallel and perpendicular polarised intensities of the

fHuorescence emission. The fluorescence anisotropy is defined as
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_ fn—f_]_ _ .NQP _ 2 )
f= I +2I,  3-P 3(1/FP-1/3) (2:28)

Perrin (1926) determined the mathematical relation existing between fluo-
rescence anisotropy, fluorescence lifetime and rotational diffusion, which can he
written as

-

To

+Z)

f= (2.29)

where rp is the intrinsic fluorescence anisotropy in the absence of depolarising
influences such as rotation or energy tranfer, 7 is the excited state lifetime and
p the Debye rotational relaxation time, which for spherical molecules can be
rewrltten as

p=3V/RT, (2.30)

where V' i3 the molar volume, 5 is the medium’s viscosity, f? is the gas constant

and T is the absolute temperature,

Combining Eqs. 2.29 and 2.30, gives

To

f= 0+ &z (2.31)

Vi

which relates the fluorescence anisotropy to the particle volume. Ilven for non-
spherical molecules, an increase in particle volume implies an increase in its fluo-
rescence anisotropy. In addition to depolarisation due to global rotational motion
of the macromolecule, one must also take into account Lhe problem of local probe
motion (understood as any additional motion of the fluorophore with respect to
its point of attachment}. In the case of covalently bound fluorophores, these lacal
motions are usually restricted by structural barriers.
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Weber (1052) demonstrated that in the case of mixtures, the fluorescence
anisctropies of the components can be added:

Fobs = D _ 0ifi (2.32)

where f; is the fractional contribution of the ith component to the total Auores-
cence emission intensity, and r; is the fluorescence anisotropy of the ith compo-

nenf.

In this project, steady-state fluorescence anisotropy measurements were used
to monitor the changes in the DNA (acceptor) thal accompany protein {ligand)
binding. A titration was performed by adding certain amounts of ligand to a
solution containing the labelled acceptor (DNA fragment). For each addition of

protein, the FA signal (f.s) was monitored.

2.4.0.1 Analysis of binding curves

For the determination of the binding stoichiomelry, the titration is done so that
the concentration of acceptor (C4) is at lcast 10 times higher that of the dis-
sociation constant of the reaction (K}), i.e. Ca =~ 104, (higher acceptor con-
centrations make the stoichiometry determination more accurate}. Under these
conditions, the titration curve takes the shape of the dashed curve in Fig. 2.5
The stoichiometry is then inferred by finding the point of intersection of the

extrapolated linear segments (see Fig. 2.5) (Winzor and Sawyer, 1995).

In order to measure the binding constant of a given acceptor-ligand agsocia-
tion, the titration is done so that the concentration of the acceptor is closc to the
dissociation constant (Kg) for the binding equilibrium, in which case the binding
curve presents a rounded shape (see dotted curve in Fig. 2.5). Provided that
each binding site in the acceptor has the same fractional contribution to the total
fluorescence intensity, the fraction of binding sites occupied (f;) can be wrilten

as (Winzor and Sawyer, 1995)
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. f obs — f f ;

fo = (A (2.33)
whete f; and f; are the fluorescence signals when the fractional occupation of
the acceptor sites is 1 or 0, respectively. This delinition coincides with that of
the normalised fluorescence anisotropy {f:). In the case of having more than
one hinding site, the concentrations of free and hound ligand can be written in
terms of the fractional saturation (f,) and the number of binding sites (p), by

expressing the binding function (v) as

7= fap. (2.34)

In this case, the concentration of free ligand (Cs) can be written as

Cg = Cg —rCly, (2.35)

where Cs is the total concentration of ligand (which changes as the acceptor is
titrated) and C)y the total concentration of acceptor (which only varies during
the titration due to dilution effects). The binding data can now be plotted as
the binding function r versus the free ligand concentralion Cg. Different models
can be employed in order to fit the experimental data, and obtain the association
constant i, and the number of binding sites p.

In the case of a ligand binding to p sites on a single acceptor molecule, and
provided that the interaction of acceptor and ligand is the same for all sites and

occupancy-independent, the binding function r can be written as

pIGCs

where K, is the intrinsic association constant (K, = 1/Ky). In the case of two
different classes of independent hinding sites in the acceptor (with p and ¢ binding

sites each), the binding equation can be rewritten as
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Figure 2.5: Fractional saturation (f,) versus total ligand to acceptor molar ratio (Cg/C4).
Binding curves were generated by using Egs. 2.36 and 2.35, with Ky = 10~% M, and accepior
concentrations of (A) Cy = 1074 M,(B) Cy = 1075 M, and (C) C4 = 10~ M. The binding
stoichlomelyy can be ideally evaluated by extrapolating the two linear segments of each curve
to their point of intersection, when the acceptor concentration {C4) is about one order of
wagnitude higher than the dissociation constant (K y). On the other hand, the binding constant
is ideally measured when Cy ~ K.
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. PEPC gl
11 KCs 1+ KPCs

(2.37)

where KV and /62 ave the association constants of the class (1) and (2) binding

sites, respectively.

Finally, for p occupancy-dependent but equivalent binding siles, cooperativity
can be quantified by using the Hill equation, which can be written as

fom Vo (2.38)

where V', n, and K, are paramelers of the fit. n is known as the Hill constant, and
is a direct measure of cooperativity. At the upper limit » is equal to the number
of binding sites. L'he cooperativity is positive for n > 1 and negative for n < I
There is no cooperativity for n = 1. A more detailed description of binding curve
analysis methods can be found elsewhere (Winzor and Sawyer, 1995).
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Chapter 3

Materials and Methods

3.1 Biological experiments

3.1.1 Bacterial growth

The bacterial strains used for transformations, and overexpression of Tn3R and
Tn3R mutants, are detailed in Table 3.1

Bacteria were grown in either Luria broth (LB; 10 g bacto-tryptone, 5 g bacto-
veast extract, 5 g NaCl made up to 1 1 with de-ionised water, pli adjusted to
7.5 with NaOH) or in Luria agar (LB with 15 g/l agar). For both liquid eulture

Strain (E.coli) Geuotype Souree

BL21 (DE3) |[pLysS| hsd, gal, (A ¢l ts 857, indl, sam?, W. Studier
inib, leeyys-T7 gene-1),
T7 lysozyme expressing plasmid, pLysS)
DS941 AB1157, but recF 143, supkdd, lacZAM15  D.J. Sheralt
lacl?, galK™.

Table 3.1: Descriplion of bacterial strains used
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Antibiotic Stock solution Sclective conditions
Kanamycin {Km) 100 mg/ml in HyO 50 pg/iml
Ampicillin (Ap) 100 mg/ml in H,O 100 pg/mi
Chloramphenicol (Cim) 100 mg/ml in ethanol 25 pg/ml

Table 3.2: Antibiotics nsed and selective concentrations

and agar plates, the temperature was kept constant at 37 °C. Agar plates were
incubated for a minimum of 12 hours. For liquid cultures, agitation conditions
depended on whether cells were being transformed (no agitation) or grown for
either protein expression or large scale plasmid DNA preparation (vigorous shak-
ing at == 200 rpm). For long term storage, overnight liquid cultures were diluted
(1:1 v/v) with 50% glycerol and kept at -70 °C.

The antibiotics employed and their selective conditions, for both liquid cul-
{ures and agar plates, are summarised in Table 3.2,

3.1.2 Various other protocols

Cells were made competent and later transformed by using the calcium chloride
protocol as described by Sambrook and Russell (2001, vol 1, p. 1.116). Small
scale plasmid DNA was extracted and purified by using 3 ml of an overnight
culture using the QIAGEN Spin Purification Kit (Mini-prep) according to the
manufacturer’s instruction manual. Large scale purilicalion of plasmid DNA was
performed by equilibvium centrifugation in CsCl-cthidium bromide continuous
gradients {Sambrook and Russell, 2001, vol 1, p. 1.65). DNA was purified by
ethanol precipitation, as described by Sambrook and Russell (2001, vol 3, p.
Ag.14).
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3.1.3 Oligonucleotides: manufacture, purification and an-

nealing

Oligonucleotides were purchased from either MWG-Biotechnology (Germany) or
Sigma-Genosys (UK), then resuspended in TE buller (10 mM Tris-HCI (pH 8.4),
0.1 M ED'TA).

3.1.3.1 Purilication for fluorescence experiments

For fluorescence experiments, & highly pure oligonucleotide solufion is required.
The protocol employed reflects this need. Oligonucleotide solutions were added
to 1 volume of formamide bulfer (80% formemide, 100 mM EDTA), Lieated at 95
® ( for 10 minutes, and finally purified by denaturing polyacrylamide gel elec-
trophoresis (see Section 3.1.4). The bands were visualised by placing the gel on
a phosphorescent screen and reflecting UV light from a hand-held UV lamp. Re-
gions with high DNA density were seen as shadows, whereas regions with no DNA
were green. This method is less sensitive than others (e.g. ‘stains all’ staining) but
avoids the use of chromophoric markers, which would have to be remaved later in
the purification process. DNA bands were excised, crushed in 1 ml of TE bufler in
a light-tight Nune tube (Camlab, UK}, and finslly incubated at 30 °C overnight
on a rotating wheel mixer. The supcrnatant was loaded into a 0.22 pm cellu-
lose acetate filter (Spin-X, Costar) in order to get rid of excess polyacrylamide.
The flow-through was then concentrated using a ‘Speedivac’ evaporator, and its
buffer was exchanged for TE buffer with a G25 spin-column (Amersham, UK).
Complementary oligonucleotides were annealed by mixing equal molar amounts
in TESE0 (TE buffer, 50 mM NaCl), and heating to 95 °C for 10 minutes, followed

by slow cooling to room tempcerature.
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3.1.3.2 Anncaling and purification for SAXS/SANS experiments

Because of the large amounts of sample required (= 100 nmol) for SAXS/SASS
experiments, the protocol for DNA purification was different from that described
in the previous section. ITigh pressure liquid chromatography (HPLC) or dena-
turing PAGE were ecmployed to pre-purify the oligonucleotides when purchased.
Oligonucleotides were then annealed as described before and re-purified by us-
ing size exclusion chromatography on twa Superose-12 (Amersham Biosciences,
Bucks, UK) columns connected in series, at a flow rate of 0.05 ml/min. krac-
tions were concentrated using 30 kDa or 10 kDa microconcentrators (Millipore,
UK). Monodispersity of the sample was monitored by polyacrylamide gel elec-
trophoresis and sedimentation velocity analytical ultracentrifugation (scc Scction
3.2.2),

3.1.4 Gel electrophoresis methods

Agarose gel electrophoresis, as described by Sambrook and Russell (2001, vol 1,
p. 5.4), was employed [or purification of long DNA fragments (> 200 basc pairs),
analysis of Tn3 resolution reactions, or synapse formation assays. Denaturing
polyacrylamide gel electrophoresis {Sambrook and Russell, 2001, vol 2, p. 10.11)
was employed for the purification of synthetic oligonucleotides. SDS-polyacry-
lamide gel electrophoresis (Sambrook and Russell, 2001, vol 3, p. A8.40) was

cemployed to assay the purity and concentration of proteins.

3.1.5 Purification of Tn3R and Th3R mutants

Wild-type and mutant Tn3 resolvases were purified by a procedure based on that
described previously (Arnold ef al., 1999; Wenwieser, 2001},

The purification procedure for His-tagged mutants was identical to that for

wild-fype resolvase, apatt lrom the chromatography steps. In this case, a HiTrap
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(Pharmacia, UK) Ni affinity column was employed for the purification. The
chromatographic procedure was as follows:

e The column was initially washed with 5 column volunes (CV) of [iltered
distilled water at 1 ml/min.

e One CV of 100 mM NiSQ,4-6H,0 (Sigma, UK) solution was injected, and
the column was again equilibrated with filtered distilled water.

e The column was then equilibrated by flowing 5 CV of buffer Ay, (50 mM
sodium-phosphate bufter (pH 7.6}, 8 M urea, 1 M NaCl).

o The sample was injected at 0.5 ml/min.

¢ The column was re-equilibrated in buffer A;;, until the optical absorbance
at both 260 nm and 280 nm recovered the original values before sample
injection.

» A 0-12% gradient of buffer By, (50 mM sodium-phosphate buffer (pH 7.6),
38 M urea, 1 M NaCl, 0.5 M imidazole) was used to wash off impurities and
weakly bound spccics.

» Lastly, a 12-100% gradient of buffer B, was used to elute the protein from
the colummn.

Protein peaks were collected in 1 ml fractions, and analysed by SDS-polyacry-
lamide gel electrophoresis. ure fractions were pooled together and dialysed in
buffer Byge (20 mM Tris-HCI (pH 7.5), 2 M NaCl, 0.1 mM EDTA, 1 mM DTT),
concentrated to approximately 3.5 mg/ml, and finally stored at -80 °C.

Table 3.3 summarizes the different Tn3R mutants purified during this the-
sis. I'n3R refers to wild-type Tn3 resolvase. NM-resolvase has the following six
mutations from the wild-type Tn3 resolvase sequence: R2A E56K G101S D102Y
M103I Q105L (Burke ot al., 2004), NMh-resolvase refers to NM-resolvase with a
§-His-tag attached to its C-terminus. NM-S10A resolvase has a further mutation
S10A with respect: to the sequence of NM-resolvase.



3.1 Biological experiments

Resolvase Label Chromatography Concentration
mutant method (mg/ml)
Tu3R Tn3R-291001 anion exchange 3 mg/ml
Tn3R Tn3R-150402 anion exchange 3.7 mg/ml
NMh NM-061202 metal chelating 2 mg/ml
NM NM-080803 anion exchange 1.5 mg/ml
Tn3R Tn3R-030204 anion exchange 2.2 mg/ml
NM-S10A NM-S10A-030204  anion exchange 1 mg/ml

TndR Tn3dR-100404

NM-S10A NM-S10A-100404

anion exchange

anion exchange

3.5 mg/ml
2.9 mg/ml

Table 3.3: Description of proteins purified.

3.1.6 In wilro rccombination by resolvase

Tn3R recombination reactions were performed in buffer TEM (20 mM Tris-HC!
(pH 7.5), 0.1 mM EDTA, 10 mM MgCly). After incubation with resolvasce (gen-
erally 1/10 volume), all reactions contained final concentrations of 100 mM NaCl

and 5% v/v glycerol. A typical reaction (20 ul) contained 0.4 pug of plasmid DNA

with 2 sl of diluted resolvase, and was carried out at 37 °C for 1 hour. The reac-

tion was terminated by adding 5% of SDS loading buffer and heating at 70 °C for

5 minutes. Recombination products were analysed by agarose gel electrophoresis.

More details can be found in Wenwieser (2001).
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3.1.7 Purification of the X-gynapse

NM-resolvase and site TDNA were mixed at a molar ratio of 30:1 in TEGGS buffer
(20 mM Tris-HCI (pH 7.5), 0.1 mM EDTA, 20% v/v glycerol, 200 mM NaCl) pius
4% w/v ficoll, and the mixture was incubated at 37 °C for 30 minutes. The X-
synapse was then purified by size exclusion chromalography in TEGGS buffer,
using two Superose 12 columns (Amersham Biosciences, Bucks, UK) connected in
series, at a flow rate of 0.05 ml/minute. SV analysis was employed to show that
the purified X-synapses were monodisperse (more details in chapter ). Bandshift

assays were performed as described by Sarkis et al. (2001).

3.2 Biophysical methods

3.2.1 Measurement and calculation of densities, viscosi-

ties and protein concentrations

Resolvase concentration was estimated by absorbance measurements, by using an
estimated extinction coeflicient at 280 nm of € = 2500 M~" em~(Tn3R) or 3200
M~ em™' (NM-resolvase), obtained by using the approximations in Pace et al.
{1995). Buffer densities were measured by using a density/specific gravity meter
{Model DA-510, Integrated Scientific Ltd, Rotherham, UK). Buller viscositics
were calculated from buffer composition, using the viscosity values reported by
Matsunaga and Nagashime (1983) and the computer program SEDNTERP (Laue
et al., 1992) {see Table 3.4).
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Buffer Temperature Densily Viscosity Determinalion

[eC] l[g/ml]  [Poise]
H,0 4 0.999 (L0187  computational
4 0.999 - experimental
25 0.997 - experiiental
TE 4 1.001 0.0157  computational
20 0.999 0.01 computational
TES50 4 1.002 0.0157  computational
20 1.001 0.01 computational
TES100 4 1.004 0.0157  computational
20 1.003 0.01 computational
TES1000 4 1.040 00157  computational
20 1.039 0.01 computational
TEGGS 4 1.038 0.0316  computational
4 1.041 - experimental
25 1.036 - experimental
TEGGS43 4 1.113 0.046  computational
4 1.114 - experimental
25 1.107 - experimental
TEGGSG65 4 1.136 0.048  compulalional
4 1.14 - experimental
25 1.129 - experimental

Table 3.4: Densities and viseosities of the buffers employed in this project.

62



3.2 Biophysical methods

3.2.2 Sedimentation velocity analytical ultracentrifugation

Sedimentation velocity experiments were performed nsing a Beckman Coulter
(Palo Alto, CA, USA) Optima XL-I analytical ultracentrifuge and an AN-60 Ti
rotor. The experiments were carried out at a constant temperature, and at a rotor
speed of 45000-60000 rpm. A geries of scans was obtained with a radial step size
of 0.003 cin and interference and/or absorbance optics. Sample concentration de-
pended on the specific experiment. The samples (380 yl) were loaded onto double-
sector centrepieces. Sedimentation profiles were analysed with the computer pro-
gram SEDEFIT (Schuck, 2000) (http://www.analyticalultracentrifugation.com),
which allows the uscr to subtract radial and timec-independent noisc, and to
directly model boundary profiles as a continuous distribution of discrete non-
interacting species (so-called cfs) analysis, sce Section 2.3.1.1). The sedimenta-
tion coefficients were also evaluated by using the finite element method to find

the sedimentation cocfficicnt that best fitted the Lamm cquations (also using
SEDFIT).

3.2.3 Sedimentation equilibrium analytical ultracentrifu-

gation

Sedimentation equilibriwun experiments were carried out in a Beckman (Palo Alto,
CA) Optima XL-A or XL~ analytical ultracentrifuge. The experiments were per-
formed al 4 ¢C and at xotor speeds of 23000 and 36000 rpuu. Scans were obtained
at each speed until satisfactory overlay of traces separated by 5 h was obtained,
thus indicating the attainment of equilibrium. Six samples of Tu3R in buffer
TES1000 (20 mM Tris-HCL (pH 7.5), 0.1 mM EDTA, T M NaCl) at concentra-
tions between 0.5 and 5.5 mg/m] were loaded into six-channel centrepieces. Scans
were obtained in continuous mode with a 0.001 cm radial step size over the radial
range 5.7-7.2 cm. The optical baseline was obtained by doing an overspeed run

at 45000 rpm. The SE data were analysed as described elsewhere (Ackerman
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ct al., 2003), and values for fhe protein molar mass and dissociation constants

were obtained as a result of the analysis.

3.2.4 VFluorescence anisotropy

Steady-state [luorescence anisotropy (FA) measurements were used (o ruonitor
the changes in the ligand (DNA) that accompany protein binding. Fluorescence
anisolropy measurements were taken with a ThermoSpecironic series 2 lumines-
cence spectroscope (Aminco-Bowman, Illinois, US)., The temperature was regu-
lated using a temperature-controlled water bath (Haake, Karlsruhe, Germany).
FA signals from fluorescein and tetramethylrhodamine were measured by setting
the excitation wavelength at 494 or 530 nm, and the cmission wavelength at 513
or 550 nm, respectively. A titration was performed by adding certain amounts of
ligand to a solution containing the labelled acceptor (DNA fragment), followed
by thorough mixing. After each titration event, the FA signal was left to stabilise
for at least 10 minutes, in order to be certain both that the equilibrium temper-
ature was reached and that the binding process was fully completed. The quartz
cuvette employed for the essays was thoroughly washed with methanol and a 4
M NaCl solulion aller each use. The FA signal was normalised by using Eq. 2.33
(Section 2.1.0.1).

3.2.5 Small angle neutron scattering

Small angle neutron scattering (SANS) data were obtained on beam line D11,
at the Institut Lauc-Langevin (ILL, Crenoble, France) and on the LOQ small-
angle diffractometer at the ISIS Spallation Neutron Source (Rutherford Appleton
Laboratory, Didcot, UK). Experiments were performed in I mm {samples in HyO-
based buffers) or 2 mm (samples with DaQ) optical pathlength quartz cuvetles.
Samples were first prepared in normal buffer and then introduced into the D;O-

bascd buffer by extensive dialysis.
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On D11, low-s data (s = ﬂ%M, where 28 is the scattering angle and A is
the neutron wavelength) were obtained with a wavelength of 8 A with the two-
dimensional detector located 5 m from the sample, whereas a wavelength of 5 A
and a sample-to-detector distance of 2 m were used at higher s-values. The overall
s-range measured was 0.01 < s < 0.15 1/A. Data collcction times were of the
order of 8 hours per sample or buffer. At D11 neutrons scattered from the sample
are detected on a 64x64 cm *He multi-detector mounted on a moveable trolley
within an evacuated detector tube. The position of the beam centre was found
by using the program windet on a transmission file. A mask of the beam was
then produced with the program rmask. rnils was used for angular integration
of the data, converting a 2D image into 1D scattering data. zpolly was employed
to generate a detector response file from a vanadium sample transmission, and
background and HyO scattering data. Bufter and sample datasets were identically
treated and then mamually substracted using PRIMUS (Konarev ct al., 2063).

More details on the data treatment procedure can be found in Ghosh et al. {1989).

At LOQ, a fixed-geometry time-of-flight instrument that uses nentrons with
wavelengths ranging from 2 to 10 A provided an s-range of 0.02-0.2 1/A. In this
case, data collection times were of the order of 15 hours per sample or buffer. A
mask file was produced and employed for data reduction by using the program
COLLETE. The same program was then employved to calculate the transmission
of the sample, to reduce the 2D scattering data to 1D by azimuthal averaging,
and to introduce additional corrections. A detailed description of the procedure
employed is described by King et al. {2000). Buffer and sample scattering curves
wore identically treated. 'The scattering of the buffer was then subtracted from
that of the sample, and the difference curves were then scaled for concentration

using the computer program PRIMUS (ISonarev e al., 2003).

In all cases, the radius of gyration (I?,) was determined by using the Guinier

approximation (Section 2.2.1, Guinicr and Fournat, 1955).
p ) '
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3.2.6 Small angle x-ray scattering

On Beamline 2.1 at the Synchrotron Radiation Source (Daresbury, UK), beam
currents were between 80 and 170 mA, with an electron energy of 2 GeV and a
wavelength of 1.54 A. The camera lengths used in the experiments were: 1.25 m
to cover an s-range of 0.03 < s < 0.6 1/A, and 3.25 m for 0.01 < s < 0.2 1/A.
The detector was calibrated using a sample of wet rat tail collagen. The experi-
mental data were collected and averaged as 30 x 60 s frames. The data were then
normalized to the intensity of the incident beam, and corrected for the detector
response hy using the computer program XOTOKO (Bonlin et al., 1938). The
scattering of the buffer was subtracted, and the difference curves were then scaled
for concentration using the computer program PRIMUS (Konavev et al., 2003).
The final scattering curve was obtained by merging the low-angle region of the
low concentration curve with the high-angle region of the high concentration mea-
surement (using PRIMUS), in order to eliminate possible interparticle interaction
effects in the low-angle region of the high concentration data. The particle max-
imum dimension (Dprax) and the particle distance distribution function (p(r))
were obtained hy using the indirect Fourier transform program GNOM (Svergun,
1992). The radii of gyration (R,) werc detcrmined by using both the Cuinier
approximation and GNOM.

Experiments on the X33 camera of the EMBL Hamburg outstation at the
storage ring DORIS Lll of the Deutsches Elektronen Synchroton (DESY) were
performed by employing procedurss similar to those used for analysing the SAXS
data at SRS. The sample-to-detector distance used was 2.2 m, at which the
momentum (ransler range was 0.02 < 5 < 0.35 nm™*. In this case, however, the
raw data were processed by using the computer program SAPOKOQO, and similar
procedures to those described in the previous paragraph. This beamline contains
a 1D linear detector, and so it was not necessary to perform a circular average
of the scaltering data. A detailed description of the methodologies employed for
data analysis specific to this beamline can be found elsewhere (Boulin el al., 1988;
Koch aud Bordas, 1883).
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3.3 Computational methods

3.3.1 Hydrodynamic bead modelling

High-resolution structures, when available, are of utmost utility in producing
madels with which to interpret experimental hydrodynamic measurements. How-
ever, hydrodynamic computer simulations are computationally expensive. Even
a hydrodynamic calculation for a small structure {e.g. a 36 base pair DNA frag-
ment) would take of the order of 1 h with a modern Pentium IIT processor. A
simplified approach is thus necessary, if these calculations are to be done on a
repetitive hasis. The AtoB program (I3yron, 1997) can be used to grid a struc-
ture of a macromolecule on a cubic lattice, thus producing a so-called bead model.
NewAteB, a more extended version of this algorithm, was developed for this thesis
(see chapter 7). This computer program was systematically employed to reduce
the resolution of high-regolution models when performing hydrodynamic calcula-
tions.

In this implementation of newAtoR, a cubic lattice of parameter dz was gen-
erated, and the centre-of-mass (CM) of the structure was placed at the origin of
coordinates. The coordinates of each atom # () were used to determine which
voxel (3, 7, k) in the laltice it occupied. The resolution of the model was reduced
by placing a single bead for each occupied voxel (4, 1, k). The coordinates of the
bead were calculated from the CM of the atoms that it replaced. Similarly, each
bead radius was estimated so that its volume was identical to the total volume
of the atoms in the voxel. In order to take into account hydration eflfects, the
coordinates of the beads were updated by using the rule 7, = 7 - 3, where § > 1
is the so-called outward translation coefficient (see below). Tinally, the radii
of the beads were updsted in order to eliminatc bead overlaps and voids in an

asynchronous ianner (see DB2overlap, Appendix 13).

The output of newAtoB is in both BEAMS (Spotorno et al., 1997) and HY-
DRO (Garela de la Torre et al., 1994) formats. In this study, only HYDRO was
employed to caleulate the hydrodynamic parameters of reduced models. The
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value of the outward tronslation coeflicient 8 was estimated as follows: (i) the
sedimentation coellicient of the original domain structwre was calculated by using
the computer program HYDROPRO (Garcia de la Torre et al., 2000}, which hy-
drates the macromolecule; (ii) the computer program HYDRO was then used to
calculate the sedimentation coellicient of the bead model preduced with newAtoR,
(iti) The value of 3 was then modified and the process from {ii) restarted, until
the sedimentation coellicient calculated from the bead model equalled that of
the original high-resolution structure as calculated with HYDROPRO. A further
deseription of this computer program can be found in Appendix i3.

The amount of hydration § of a macromolacule is defined by (van Holde, 1985)

1. N
5= —(V;..ﬂ;

'60

%), (3.1)

where V), iz the volume of the hydrated bead model, © is its partial specific
volume of the anhydrous macramolecule, A4 is its molecular weight, ¢9 Is the
specific volume of the solvent, and N4 is Avopgadro’s number. As a last step in
the generation of a bead model, it was verified that its value of § was within
avceptable limits for protein and DNA {0.3-0.4 g water/g macromolecule; Garcia
de la Torve, 2001; Tanford, 1961).

3.3.2 Hydrodynamic calculations

The program HYDROPRO (Garcia de la Torre et al., 2000) was employed (o
calculate the hydrodynamic parameters of high-resolution models. HYDROPRO
computes the hydrodynamic properties of rigid particles from their atomic struc-
ture (specified in a protein data bank (PDB) format file), Firstly, HYDROPRO
produces a shell mocdel for the surface of the macromolecule by representing it by a
collection of minibeads of equal size. The hydrodynamic properties (translational
diffusion coeflicient, sedimentation coefficient, intrinsic viscosity, and relaxation
times) are calculated for shell models with different minibead sizes. The appar-
ent hydrodynamic properties are estimated by extrapolation to zero minibead
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size. The ellective radius of the atomic elements (AER) is set at the beginning
of the caleculation and kept constant throughout it. HYDROPRO hydrates an
inpul high-resolution model by adjusting the values of the AER of the dilferent
molecules (e.g. aminoacid sidechains).

In this project, the effective radius of the atomic elements was fixed at 2.8 A
for DNA, 3.2 A [or proleins and 3.0 A lor protein-DNA complexes, as suggested
by the authors {Garcia de la Torre et al., 2000). All runs were performed using five
minibead radii, producing models with 400 to 2000 minibeads. In all calculations,
it was verified that the amount of hydration was within acceptable limits for
protein and DNA (0.3-0.4 g water/g macromolecule; Garcia de la Torve, 2001;
Tanlord, 1961).

Similarly, HYDRO (Garcis de la Torre et al., 1994) calculates the hydrody-
namic parameters and other solution properties of rigid macromolecules from
reduced bead models given the coordinates and radii of the beads comprising the
model. HYDRO does not hydrale the model, and thus a properly hydrated model
has to be built before using this program (see Section 3.3.1).

3.3.3 Computation of scattering curves from structural

models

The simulation of scattering curves, and their fits to experimental data were
calculated by using the computer program CRYSOL (for SAXS) or CRYSON (for
SANS) (Svergun et al,, 1998, 1995). The maximum hydration shell scattering
contrast was allowed to vary between O and 150 e nm™3, and the maximum
excluded volume allowed was increased in order to allow for higher hydration of
the DNA samples (compared with protein). The x-value produced when fitting
the scattering intensity of the models (7(s;)) to the experimental data (Z.(s;))
was calculated by:
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XJ ) { cI(s)]j 3.2)

where N, is the number of experimental points, 6(s;) are the experimental errors,
and ¢ is a scale factor (more details are in Section 2.2.3.1 or in Svergun et al.
(1995)).

3.3.4 Construction of DNA structurcs

The computer programs NAMOT (Tung and Carter, 1994) and NAB (Macke
and Case, 1998) were employed to build nucleic acid slructures from sequence.
NAMOT was employed to construct the Holliday junctions, whereas NAT was
used to generate straight DNA [ragments. Kinked DNA was generated by using
the program NAD, which inputs a set of points placed manually along the pre-
sumed kinked DNA and interpolates the positions of the base pair origing using
a cubic spline function. This approach was similar to that used by Strater et al.
{1999).

3.3.5 Superposition of reconstructed models

Superposition of both ab initic models and high-resolution structures was per-
formed using the computer program SITUS (Wriggers ef al., 1998). Situs is a
package for combining multi-resolution data from a variety of biophysical sources,
including cEM, electron tomography, SAXS, and x-ray crystallography, using vec-
tor quantization techniques. A minimum of 4 codebook vectors were employed

for any superposition. Visualisation of results was done by using the program
VMD (Hwmphrey et al., 1996},

70



Chapter 4

Tn3 resolvase in solution and its
interaction with res

Summary

The solution properties of Tn3 resolvase (Tn3R) were studied by sedimentation
equilibrium (SF)} and sedimentation velocity (SV) analytical ultracentrifugation,
and small angle ncutron scattering (SANS). TndRR was found to be in 2 monomer-
dimer self-association equilibrium, with a dissociation constant of K52 = 50
#M. SV and SANS demonstrated that the low-resolution conformation of dimerice
Tn3R in solution is similar to that of ¢ resolvase in the co-crystal structure
determined by Yaug and Steitz (1995), but with the DNA-binding domains in
a rather extended conformation. In addition, the equilibrium binding properties
of Tn3R to the individual binding sites in res were investigated in solution by
employing fluorescence anisotropy (¥A) measurements. It was found that site
IIL and site III have the highest affinity for Tn3R, followed by site I, and finally
by site IiR. Finally, the affinity of Tn3R for non-specific DNA was assayed by

compefifion experiments.
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4,1 Introduction

The Tn3 res site is composed of three individual subsiles made up of inverted
copies of an imperfectly conserved common recognition sequence (12 bp lor each
resolvase), separated by short spacers of slightly different sizes (4 bp in site I, 10
bp in site IT and 1 bp in site I1I). The crossover reaction has been shown to occur
at the centre of subsite I {Reed and Grindley, 1981). The distances between the
three binding sites vary (22 bp between sites | and 11, and 5 bp between sites 11
and 111). In gel-retardation studies, 0 resolvase has been shown to form three
separable protein-DNA complexes with y§ res, implying the binding of one, two
or three 6 resolvase dimers. Under similar conditions, Tn3R was found to form
six complexes, corresponding to the binding of individual monomers of Tn3R.
The unusual diflerences between the individual sites in res at the sequence level
were proposed to trigger structural differences in the way in which Tn3R binds
lo them (Blake et al., 1993; Crindley, 1994). These different binding modes
have been proposed to be dne to protein conformational flexibility or to DNA
distortion at the centres of the binding sites (this has not been proven yet). The
DNA bending caused by the binding of Tn3R to the different binding sites in
res has also been supposed to differ. In the case of sifie I, a vd resolvase-site [
co-crystal structure {Yang and Steitz, 1995} showed that, in the crystal, site I is
kinked by 60° towards the major groove. Gel mobility studics on 6§ resolvase
have shown that at sites IT and IIT the bend is even more pronounced {Grindley,
2002). DNase cleavage and cyclisation studies on ¢ resolvase showed that the

bend in sie II is directed towards the minor groove (Grindley, 2002).

Blake et al. (1995) studied the binding of Tn3R to res binding site II. It
was shown that monomeric I'n3R binds to site 1l in a two-step process. A frst
monomer was found to bind to the left end of site IT, followed by the cooperative
hinding of a second monomer to the right end of site 11, as opposed to d resolvase
which has been found to bind to site II as a dimer. The authors also reported
that the Tn3R-site II protein-DNA complex was highly structurally asymmetric,

and that this asymmetry was functionally essential.



4.2 Materials and methods

In this chapter, the oligomerisation behaviowr and solution confermation of
Tn3R will be studied. Also, the properties of binding of Tn3R to sites I, I, IIT and
non-specific DNA will be investigated in equilibrium and in solution. The chapter
is organised as follows. First, the study of the oligomerisation properties of Tn3R
in solution with sedimentation equilibrium analytical ultracentriflugation will be
presented. Later, the investigation of Tn3R dimeric conformation in solution
employing sedimentation velocity analytical ultracentrifugation and small angle
neutron scattering will be described. Finally, the study of the binding properties
of Tn3R to the mdividual binding sites in res by using {luorescence anisotropy
will be introduced.

4.2 Materials and methods

4.2.1 'Tn3R preparation

The methods employed for protein overexpression, purification and purity, and
concentration assessment can be found in Section 3.1.5.

4.2.2 DNA synthesis and purification

The synthesis and purification methods for the oligonucleotides employed in this
study are reviewed in Section 3.1.3. The specific sequences of the oligonucleotides
employed are as in Fig. 4.1. Plasmid DNA was purified by the CsCl method as
described in Section 3.1.2.
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28 34 25
22

o site Nl

| I I} I ]

Sl b"-CAACCGTTCGAAATATTATANATTATGAGACATAGT
Siled FI  5'-CAACCGITCGAAATATTIATAAAKTATOAGACATAGT
TMAI TMR-S"-CAACCGTTCGAAATATTATANAATTATCAGACATAGT

L IR
sl TG AATICGTCATTTITCGCATAAT AGACACAT
Fll F-5'-TAGTGTCCATTAAATCGTCATTTTCGCATAATAGACACAT
SIL  5-TAGTGICCATIARATIGGTCATTTTGES TCAT

Sile i FIL F-5'~TAGIGTC ATCATCATTTTG

Site |11 Sl B-TOATATCTGATATTCGATTTAASGTACATTT

Figure 4.1: The res site and the sequences of the top sirands of the oligonucleotides employed
in this study. I' and TMR refer to fluorescein and tetra-methyl-rhodamine, respectively, X
refers to a thymine base modified with a C; aminolinker labelled withh Auorescein at its end.
The scquences of the bottom strands were designed Lo be completnentary to the top strands, so
as to obtain a final DNA fragment with blunt ends. The left-hand boxes in site Il correspond
to wild-type site Il sequence (SII, FII, SIIL, FIIL, solid line) or to a random sequence (STIR,
FIIR, dashed line). Similarly, the right-hand boxes correspond to wild-type site II sequence
(SII, IF1I, SITR, FFTIR, solid line) or to the same random sequence as employed for SITL (SIIR,
F11R, dashed line).
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4.2.3 Fluorescence anisotropy methods and binding data

analysis

Details on the experimental methods employed to make the fluorescence anisotropy
(FA) measurements can be lound in the Malerials and Methods chapter. Solu-
tions of fluorescently labelled oligonucleotide solutions were initially prepared at
concentrations ranging from 20 to 50 nM, in bulfer TESS0 (20 mM Tris-HCI (pH
8.4}, 0.1 mM EDTA, 50 mM NaCl). Protein was added from a stock at ~ 1
mg/ml. A thorough description of the methods employed in the data analysis

can be found in Section 2.4.0.1.

4.2.4 Small angle neutron scattering

SANS datasets were collected at the D11 station at ILL, France. All experiments
were performed at 4 °C, at a protein concetration of 6 myg/ml, in buffer TES1000
(20 mM 'Lris-l1Cl {(pH 8.4), 0.1 mM EDTA, 1000 mM NaCl). Detfails on the
data collection procedures and analysis of SANS datasets can be found in the
Materials and Methods chapter.

4.3 Results and analysis

4.3.1 Behaviour of Thn3R in solution

The solution behaviour of Tn3R was investigated by scdimentation equilibrium
(SE) and velocity {(SV) analytical ultracentrifugation.

Five Tn3R, concentrations, ranging from 5.5 to 0.5 mg/ml, and three ro-
tor speeds, 16000, 23000 and 33000 rpm, were utilised for the SE cxperiment.
A global fit of the 15 datasets was performed using a series of possible mod-

els, namely one-species, monomer-dimer cquitibrium {1-2 model), and monomer-
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dimet-tetramer equilibrium (1-2-4 model). The model that best globally rep-
resented the experimenial dalasels was the 1-2 model, with K})"z = 50 pM
(monomer-dimer dissociation constant). The 1-2-4 model fitted the data as well
as the 1-2 model but the predicted total concentration of tetramer, even al the
highest concentrations, was negligible (<1%)). A typical and representative fit to
the SE data with a one-species and a 1-2 model are shown in Fig. :.2B. The 1-2
model produces a considerably better fit to the data with smaller and more ran-
domnly distributed residuals (Fig. 4.2A). From the dissociation constant obtained
from the fit to a 1-2 model, it was possible to calculate the relative distribution of
each species assuming monomer-dimer sell-association equilibrium (see Fig 4.3).
At the highest 1n3R concentration (5.5 mg/ml), the relative amounl of dimer
would be expecled Lo represent more than 80% of the species present. At the con-
centrations used for binding experiments (< 1 ulM, see section 4.3.2), however,
Tn3R would be expected to be > 95% monomeric.

In order to confirm these findings, SV experiments were performed. At a
Tn3R. concentration of 5 mg/ml, and a rotor speed of 50000 rpm, the sample
behaved as a siugle species according to ¢fs) analysis (Fig 4.2C), with an apparent
sedimentation coeflicient of s,,20 = 2.3 S. The SV data were also fitted with a one-
species non-interacting model by using the [(inite element method implemented in
SEDFIL (Schuck, 2000). In this case, the resulting true sedimentation coefficient
Was S0,y = 2.4 8.

The computer program HYDROPRO {Garcia de la Torre et al., 2000) was
employed to simulate the scdimentation cocfficient of a monomer and a dimer
of ¢ resolvase, extracted from the co-crystal structure of the yd-site I complex
(PDB code 1gdt Yang and Steitz, 1995) (Fig. 4.4B). These models were expected
to represent the low-resolution structures of monomeric and dimeric Tn3R in
solution, at least for the catalytic domains. The wvalucs for the simulated sedi-
mentation coefficients for the monomer and dimer specics were S‘Tgﬁ\l = 1.7 and
seag = 2.7 8 (with a hydration of 0.4 and 0.36 g water/g protein), respectively.
When no DNA is present, the DNA-binding domains of Tn3R. are expected to be
highly flexible and partially disordered in solution (Rice and Steitx, 1994b), thus
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Figurc 4.2: Experimental seditmentation equilibrinm and velocity data for Tn3R. (13) A rep-
resentative experimental S profile for Tnd3R at 33000 rpm (open civcles) with a fit produced
by a 1-2 model (solid Jine) and a one-specics model (dashed line). {A) Residuals of the fits. (C)
Size distribution c(s) profiles from SV data analysed with SEDFIT (Schuck, 2000) for 'I'n3R
(solid line).
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equilibrium model with K}, ® = 80 uM.

decreasing the obscrved scdimentation coefficient. A sccond model for the confor-
mation of Tn3R in solution {(Tn3R-ext, Fig. 4.4C) was generated by extracting
the protein component of 1gdt and extending the DNA-binding domains so that
they would have a more expanded conformation. The sedimentation coefficient
of Tn3R-cxt was simulated as above, resulting in a sedimentation cocficient of
.qf'ftz'dDm = 2.31 S (with a hydration of 0.45 g water/g protein). These findings
confirm that Tn3R is essentially dimeric at concentrations higher than  mg/ml,
and would sugeest that the DNA-binding domains of Tn3R in solution are rather
elongated.

SANS experiments were performed on Tn3R in solution, at a concentration
of 6 mg/ml (Fig. 4.4A, circles). The radius of gyration {Ry) of Tn3R was frstly
estimated by using the Guinier approximation to he: 34.7 = 2 A. The particle dis-
tance distribution funetion (p{r)) was calculated by using the computer program
GNOM (Svergun, 1992). The R, obtained from the p(r) function is 35 1.3 A,
in agreement with that from the Guinier analysis. The low-resolution structure
of dimeric Tn3R was modelled using the protcin content of lgdt, as described
above (Fig. 4.4B). The SANS scattering curve from such a model was simnlated

by using CRYSON (Svergun ot al., 1998}, producing a good agreement with the
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Figure 4.4: SANS of Tn3R. in selution. Experimental (circles) and simulated {dashed and
solid lines) SANS curves. Structural models for dimeric ‘I't3RR in solution were generated by
using thic protcin component of the co-crystal structure lgdt {dashed line, Yang and Steitz,
1995) (B) and a modified version in which the DNA-hinding domains of 1n3R. werc extended
in an open confornation (solid line, Tn3R-ext, panel C).

experimentally obtained SANS curve (Fig. 4.4A, dashed line, K, = 30.1 A).
This agreement wos further improved by using Tn3R-ext, a structure in which
the DNA-binding domaius of Tn3R are extended in an elongated configuration
(Tn3R-cxt, structural model in Fig. 4.4C and fit of the data in Fig. 4.4A, solid
line, R, = 35.7 A). These findings support the SV data in that Tn3R appears to
be dimeric in solution at high concentrations. In addition, they are, in general
terms, consistent with the confornalion of ~§ resolvase in its co-crystal structure
with DNA (Igdt, Yang and Stettz, 1995), and with the solution NMR structure
of the catalytic domain of «yd resolvase (Pau et al., 2001). Finally, they are con-
sistent with the proposal put forward by Rice and Sleitz (1994Db), by which the
DNA-binding domains of resolvase would be expected to be hiphly flexible and
partially disordered in solution. Because of the low resolution of the SV and
SANS dala presented, other possible structural alterations can not be discarded.
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4.3.2 Binding to site 1

In order to investigate the equilibrium binding of T'n3R to site I in solution,
the fluorescence anisotropy of a fluorescein-labelled site I (FI) was monitored as
the Tn3R concentration was increased. The total Huorescence intensity was also
monitored as FI was titrated, but there was no systematic change with Tn3R
concentration {data not shown). TFrom this, it is assumed that the quantum yield

of FT does not change upon complex formation.
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Figure 4.5: litration of FI (= 30 nM) with Tn3R at 20 °C (open circles) and Hill model best
fit (solid curve), with KA = 40 nM and n = 1.2. r represents the binding function and Cis the
free Tn3R. concentration (see Section 4.4.0.1 and Winzor snd Sawyer (1995)). FA signal varied
from 0.015 to =~ 0.1.

A series of titrations of FI was performed at different temperatures, ranging
from 5 to 35 °C. The resulting binding curves were analysed by using the Hill
model (see Section 2.4.0.1}. At 20 °C, the equilibrium dissociation binding con-
stant (K5') was 40 nM, and there were sigus of weak cooperativity in the binding
process (n = 1.2, Fig. 4.5). As the temperature increased or decreased from
20 °C, the dissociation binding constant increased, suggesting a decrease in the
binding affinity (Fig. 4.6A). The degree of cooperativity (n) also varied with tem-
perature, having its maximum (1.8) at approximately 25 °C (Fig. :.8B). From

these experiments it is possible to conclude that the optimum temperature for
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Tn3R binding Lo site T is approximately 20 °C. The following experiments were
performed at a fixed temperature of 20 °C.

The influcnee of the buffer conditions in the binding of site I to Tn3R was
investigated by performing competition measurements. Tn3R was added to a
solution containing FI at 20 nM until the fluorescence anisotropy (FA) signal in-
creased to about half its saturation value. This solution was titrated with NaCl,
and the FA signal was monitored as a function of NaCl concentration ([ig. 4.7A).
From an initial concentration of 50 mM, the FA signal monotonically decreased
with NaCl concentration, with half the amount of initial Tn3R-I'I complex at
= 220 mM NaCl. A similar experiment showed a sharp decrease in the amount
of Tn3R-FI complex as a function of MgCls concentration (Fig. <4.7B), with hall
the amount of initial Tu3R-FI complex at =~ 20 mM MgCl,. In order to rule
out a possible change in the FA of '] due to the interaction of fluorescein with
the added ions, the experiments were repeated under the same conditions but
without protein, observing no change in the FA signal (data not shown). More-
over, similar experiments using tetramcethylrhodamine-site I {TMRI) as acceptor
reproduced identical results (data not shown). These data are in agreement with
the hypothesis that ionic interactions are important in the binding of Tn3R to
site I.

4.3.3 Binding to site 1I

A similar approach to that employed to measure the equilibrium binding constant
of site | was employed for sitc JI. A fHuorescein-site IT (FLI) DNA fragment was
synthesized and purificd as described in Section 3.1.3. Titrations of FII with
‘['n3R were perforined nnder conditions identical to those nsed with FI (Fig. 1.8,
open circles). A fit of the binding data with a Iill model produced a dissociation
binding constant of -I?gﬁ = 20+ 1 nM, with » = 1.5, suggesting a reasonable
cooperativity between binding sites IIL and TR in site 1T (see Fig. 4.1).

The binding of Tn3R to these sites has been previously reported to be highly
asymmetric (Blake et al., 1995), In order to investigate this possibility, two
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Figure 4.6: (A) Temperature dependence of the dissociation binding constant KT and (B) the
degree of cooperativity n for the binding of Tn3R to site 1 DNA in solution, as nbserved with FA
measuremenis. K IF)I and n were calculated by fitting a Hill model to the binding curves produced
at different temperatures (data nol shownj. Solid linos represent spline approximations, and
serve as a ‘guide to the eye’,
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Figure 4.7: Competition titration of the Tn3R-FI complex with (A) NaCl and (B) MgCl,
(see text for details). Plots show the normalised finorescence anisotropy signal (f}) as a func-
tion of NaCl or MgCle concentrations. Dashed curves represent spline approximations to the
datapoints and serve as ‘guides to the eye’. The FA signal takes values between 0.1 and 0.02.
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4.3 Results and analysis

additional fluorescein-labelled DNA fragments were synthesized. IFIIL had the
wild-type sequence of the left end of site II and a random sequence replacing
its right side end. Similarly, FIIR had the wild-type sequence of the right end
of site IT and a random sequence replacing its left end side (Fig. 4.1). FIIL
and FIIR were titrated with Tn3R as before (Fig. 4.8, flled circles and crosses,
respectively). FIIL shows o much higher affinity for Tn3R than FIIR. The FIIL
binding data were fitted to a Hill model, resulting in K3™ = 50 & 3 nM and
n = 1.8 (Fig. 4.3, dashed line). A one-binding-site model could nol fit this
dataset. The FIIR binding data were fitted to a one-binding-site model, with
KRR = 14010 nM (Fig. 4.8, dotted linc). These results show that the binding
of Tu3R to site IIL is about three times sironger than to site IIR.
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Figure 4.8: Titration of FII (17 nM, open circles), FIIL (18 nM, filled circles) and FIIR (18
nM, crosses) with Tn3R at 20 °C. Binding data were fitted with a Hill model (I'TT and FIIL)
or a onc-species mode! (FIIR), resulting in KET = 20+ | nM (solid line), K™ = 50 £ 3 nM
(dashed line) and KEMR = 140 & 10 uM (dotted line). FA signal varied from 0.030 to ~ 0.20
for TIT, from 0.050 to == 0.19 for I'll and from 0.050 to =~ 0.19 for FTIR.

Competition experiments were performed to confirm the differences in speci-
ficity bLetween sites TIL and IIR. Tn3R was added to a 20 nM solution of I'II
so that the FA signal increased to half the saluration value. The solution was
titrated with unlabelled site 1T (SII), site [LL (SIIL) and site IIR (SIIR). The
decrease in FA signal with increasing added amounts of competitor DNA was
due to competition for Tn3R bound to FII The IC;y was defined as the FII to
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4.3 Results and analysis

competitor DNA molar ratio at half the FA starting signal. When SIT was used
as a competitor, the ICsy was 1 4= 0.1 (Fig. 4.9). This showed that the specifici-
ties of FII and SII arc equal, so the presence of fluorescein in FII does not affect
the binding of Tn3R. The 1Css for SIIL and SIIR were 2.0 &+ 0.2 and 10 &+ 1,
respectively. I'hese findings show thal the binding of Tn3R to site IIL is stronger
than to site IIR, iu [ull agreement with the binding experiments reported above.
From the values of the binding constants K5 and KF®, the ICsps for SIIL and
SIIR would be expected to be ICE — 2.5 and ICE = 7, in good agreement
with the values determined by competition experiments.
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Figure 4.9: Experiments to assess the specificities of binding of SII (filled circles, dashed line,
ICsg == 1.0 4 0.1), SIIL {open circles, solid line, IC50 = 2.0 £ 0.2) and SIIR (crosses, dotted
line, IC5p = 10 4= 1) to Tu3R in compeiition with FII (see text for details). The lines represent
spline approximations to the datapoints and serve as ‘guides to the cye’.

4.3.4 Relative site specificities

Competition experiments were performed to assess the relative specificities of
binding of sites [, I and 111. In3R was added to a 20 nM solution of FII so that the
FA signal increaged to half the saturation value. This solution was then titrated
with unlabelled site 11, site I (SI) and site III (SIII). As above, the decrease in FA
signal with increasing added amounts of competitor DNA was due to competition
for Tu3R bound to FII. From these experiments, it was determined that SIII is



as specific in binding Tn3R as SII, with both sites having an IC;, = 1.0 (Fig.
4.10, solid and dashed curves). Oun the contrary, the specificity of binding of Si
(ICs0 = 2.0) was half that of STT or SIII (Fig. 4.10, dotted curve). These results
agree well with those reported above for the hinding constants of resolvase to

each of these sites.

01 1 10 100
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Figure 4.10: Experiments showing the specificities of binding of SI (crosses, dotted line,
ICs¢ = 2.0), SII (filled circles, dashed kne, ICso = 1.0) and SIlI (open cireles, solid line,
1C50 = 1.0) to Tn3R, in competition with FII (see text for details). The lines represent spline
approximations to Lhe datapoints and scrve as ‘guides to the eye’,

4.3.5 Binding of Tn3R to non-specific DINA

Competition experimnents were performed under conditions gimilar to those re-
ported above to assess the specificity of binding of Tn3R to non-specific sites in
closed supercoiled DNA (plasmid DNAJ. In this case, however, Tn3R was added
to a solution of fluorescein-labelled site T (FT) until half saturation of the FA
signal was achieved. This solution was further titrated with three different plas-
mids: pUCTLK, a 3900 bp plasmid with no Tn3R binding site; pCO1, a 2530
bp plasmid with only one binding site for Tn3R (binding site I}; and pMML, a
4600 bp plasmid with six binding sites for Tn3R {two complete res sites). The
FA signal was monifored as the solution was titrated with competitor DNA (Fig,
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4.11)., The molar ratio of non-specilic binding sites in the plasmid DNA to the
total number of specific binding sites was calculated as

T = EO] ,_?f_(ijP B Nbs) - [C‘] X *NS.S‘
[FI]+ [C] X Ngs ’

where [C] and Npp are the molar concentration and number of base pairs in the
plasmid DNA, IV, is the lenglh in bp of the specific binding site, [F7] is the molar
concenbration of FI, and Nsg is the number of specific binding sites in the plasmid
DNA. z is the molar ratio of non-specific binding sites in the plasmid DNA to
labelled sites, assumiug thal the specific binding sites in the plasmid DNA bind
resolvase with the same affinity as FI. When a plasmid containing no specific
binding site for Tn3R is employed (pUCTLK, Ngs = 0}, the FA signal drops to
approximately half its original value when = = 1000 (this defines zsp), implying
that onc specific Th3R binding site in FI had the same binding specificity as
1000 non-specific binding sites in pUCTIK {Fig. 4.11, solid line). On the other
hand, the existence of specific Tn3R binding sites in the plasmid DNA reduced
this number to approximately zg =2 100 (Fig. 4.11, dashed line}. These findings
imply that when a plasmid DNA contains binding sites specific for I'n3R, the
affinity of the non-specific binding sites is enhanced by about ten fold.

4.4 Discussion

In this chapter, the behaviour of Tn3R in solution and its interaction with the
different binding sites in res has been explored.

Sedimentation equilibrium analytical ultracentrifugation was employed to s-
tudy Tn3R oligomerisation in solution. It was found that the protein is in a
monomer-dimer sell-association equilibrium, with a dissociation constant of 50
uM. Accordingly, the protein was found to be mostly dimeric at high concentra-
tions (> 200 M) and monomeric at low concentrations (< 10 2M).
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Figure 4.11: Competition experiments to determine the specificities of binding of Tu3R to
specific and non-specific sites in plasmid DNA, by using pUCTIK (open circles, solid curve,
w50 = 1000), pCOT (crosses, dashed curve, 255 = 100), and pMM1 (filled circles, dashed curve,
z50 = 200). z is defined in the text.

SV and SANS experiments arc consistent with Tn3R. being dimeric at high
concentrations. The solution conformation of dimeric TndR was modclled from
the crystallographic and NMR high-resolution date of the catalytic domains of
~8 resolvase (IPan et al., 2001; Sanderson et al., 1990) and a v§ resolvase-DNA
co-crystal strncture (Yang and Steitz, 1995). SV and SANS experiments were, in
general terms, in agreement with this model. A second model for dimeric Tn3R.
in solution was built by modifying the torsion angles at the hinges between the
three a-helices comprising the DNA-binding domains so that they would acquire
a rather extended conformation. T'he existence of such conformations has been
previously proposed by Rice and Sleitz (1994h). The sedimentation coefficient
and SANS profile simulated from this new model itmproved the fits to both SV and
SANS experimental datasets. Other models, where the DNA-binding domaing
were modified in a similar fashion but to different exients, were produced. T'he
data simulated from these models fitted the cxperimental datasets equally well.
In accordance, the experiments presented in this chapter are consistent with an
extension of the DNA-binding domains with respect to their positions in lgdt
(Yang and Steitz, 1995), bus are not of high enough resvlution as to clearly define
their final configurations. This extended conformation could help the protein in
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the initial stages of binding to a prospective DNA binding site. Moreover, it could
be important for the protein to be able to adopt different configurations when
binding fo binding sites with very different geometries, such as those in res. This
ability of the DNA-binding domains in Tn3R to adopt different conformations
might have a role in the assembly of the synaptosome, as previously proposed by
Blake et al. {1995).

Fluorescence anisotropy was employed to study the binding of resolvase to
the three binding sites in res, namely sites [, 11 and 11 It was shown that the
highest binding affinity of Tn3R. to site I is at 20 °C, resulting in a dissociation
binding constant of K5! = 40 nM. At this temperature, there was only a. weak
degree of cooperativity (n ~ 1.2) so that, in practical terms, the binding of pro-
tein monomers to the two binding sites in site [ can be considered as independent
events. Previous gel-shift assays studying the binding of Tn3R to site I revealed
a high cooperativity of binding of 'I'n3R. to site I {Bednarz et al., 1990; Grindley
et al., 1982, Watson ot al,, 1996). This conclusion was reached from the obser-
vation that, in such experiments, the site I-dimeric Tu3R complex is much more
ahundant than site I-monomeric Tn3R complexes. However, gel-shilt assays can
artefactually stabilise some of the complexes in a mixture, and thus not reflect

their real equilibrium concentrations in solution.

The presence of cations in the buffer (Na™ or Mg®*) was shown to greatly
allect the hinding of Tn3R to site I, reflecting the existence of an electrostatic

component in their interaction.

The equilibrium binding of Tu3R to site IT in solution was investigated in a
stilar fashion. In this case, Tn3R was shown to have very different affinities and
specificities [or the two binding siles in site II. The binding of Tn3R fo site 1T,
was shown to be at least three times stronger and more specific than to site IIR.
T'hese results agree well with those reported by Blake et al. (1995), who reported
an asymmetric binding of Tn3R to site II from gel-shift assay data. The anthors
hypothesised that the higher affinity of Tn3R. for site IIL might be related to its
need to assemble at res in an organised manner, to prepare the complex for its

role in the rececombination reaction.
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Figure 4.12: Model for the equilibrium binding of Tn3R to the different binding sites in
res. Binding site saturation is assumed at a protein concentration ten times higher than the
corresponding dissociation binding constant and a very low DNA concentration with respect to
that of Tn3R.
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Binding of Tn3R, to site LII was shown to be of the same affinity as that to site
IT, but twice thal to site [. Based on this result, assuming binding saturation when
the protein concentration is 10 x Kp, it is possible to design s simplified model
for the occupancy of the sites in res at different Tn3R, concentrations (Fig. 4.12).
According to this model, at the lowest concentration Tn3R. is mainly bound to
site ITI and site [1. Because of the high cooperativity of binding of site II, both
sitcs IIL and IIR are occupied at this first stage. At larger concentrations, site
I also becomes occupied. In the latest, and arguably most accepted, structural
model for the architecture of the synaptosome (Section 1.8) (Sarkis et al., 2001),
it has been proposed that the resolvase monomer bound to site IR is at the centre
of the accessory sites synapse. It could be proposed that, because of the weaker
interaction between TndR. and site IIR, the monomer bound to this site would be
more likely to unbind res should any struectural rearrengement is required in the
assembly of the synaptosomc at the centre of the accessory sites synapse. This
model, although vague, agrees with all the binding data for Tn3R presented in
this chapter and previously reported in the literature (Blake et al., 1995; Grindley
et al., 1982). The different affinities of Tn3R to sites I, IT and 11T in res might be
also associated with the role of res as a regulatory sequence in the expression of
the correct in wvivo levels of TndR and I'nd transposase.

Last but not least, the specificity ol binding of I'm3R to non-specific super-
coiled DNA was assayed. It was found that the specificity of binding of site T
is equivalent to that ol approximately 1000 non-specific hinding sites. From this
figure, it can be estimated that the dissociation binding constant of Tn3R fo
non-specific plasmid DNA is = 40 uM. Hence, in genomic DNA, a monomer of
Tn3R would be expected to be bound in equilibrium to a region of 1000 non-
specific bp per monomer hound to a specific binding site. When plasmid DNA
containing binding sites specific for Tn3R were employed, this figure showed a 10
fold reduction, even though the specific binding sequences in the plasmid DNA
were congidered as having an affinity to Tn3R. equal than that of site I DNA. Two
possible mechanisms could account for this difference. As a first possibility, mul-
tiple Tn3R monomers could be self-oligomerising at the specific binding sites in
plasmid DNA, thus increasing the effective observed affinity of non-specific sites.
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4.4 Discussion

Alternatively, the specific binding sites could be functioning as nucleation or
landing sites for Tn3R, thus indirectly increasing the ohserved specificity of non-
specific sites. It is so far unknown whether this could be a general phenomenon
in the interaction of many DNA-binding proteins with DNA. In any case, both
models are able to explain these findings, and more experiments, outwith the

scope of this thesis, would be required to refute or confirm them.
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Chapter 5

Low-resolution reconstruction of
a synthetic DNA Holliday
junction

5.1 Summary

'The low-resolution solution conformation of a Holliday (or 4-way) DNA junction
was studied by using small angle x-ray scattering (SAXS), sedimentation velocity
(SV), and computational modelling techniques. The scattering data were anal-
ysed in two independent ways: firstly, by rigid body modelling of the scattering
data using previously suggested models for the Holliday junction (I1J), and sec-
ondly, by ab initio reconstruction methods. The models found by both methods
agree with experimentally determined sedimentation coefficients and are compat-
ible with the results of previous studies using different techniques, but provide a
more direct and accuwrale defermination of the solution conformation of the HJ.
These results show that addition of Mg?* alters the conformation of the [1J from
an extended to a stacked arrangement. The contents of this chapter are based on

published material (N6llmann et al., 2004h).
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5.2 Introduction

DNA recombination was originally thought of as a mcans for creating genctic
diversity. However, more recently, its fundamental importance in the repair of
double-strand breaks and for replication through DNA lesions has been estab-
lished (Cox et al,, 2000; Haher, 2000). Holliday (Holliday, 1964} first proposed
that a 4-way junction (so-called Holliday junction, HJ) is generated as an in-
termediate in recombination when DNA strands cross over between homelogous
duplexes. HJs are substrates for proteins that induce structure-specific cleavage
(White cf al,, 1997) or branch migration (Rafferty et al., 1996) and are also in-
termediates in site-specific recombination by the integrase family of recombinases
(Kitts and Nagh, 1987, McCulloch et al., 1994). Proteins involved in homologous
and site-specific reccombination bind specifically to their substrate HJs (Kitts and
Nash, 1987; McCunlloch et al., 1994; Schwacha and Kleckner, 1995) in a manner
dependent not only on the TJ sequence but also on its tertiary structure. This
males the study of the three-dimensional structure of HJs essential to pave the
way towards a deeper insight into these fundamental biological processes.

The first 4-way junctions studied were cruciform structures formed by in-
verted repeats in supercoiled DNA (Gellert et al., 197%; Lilley, 1980; Panayotatos
and Waells, 1981). These are, however, impractical for most structural studies
since the cruciforms are stable only when within topologically constrained cir-
cular DNA. Cloned or synthesised short DNA segients were later used to build
more stable 4-way junctions by hybridising sequences that are incapable of ex-
tensive branch migration (Bell and Byers, 197%; Blanchi et al., 1089; Kallenbach
et al., 1983). Chemical probing {(Furlong and Lilley, 1986; Gough et al., 1986)
and NMR. (Weminer et al., 1985) showed that these 4-way junctions were stable,

and that full base-pairing was preserved.

Barly attempts to model the structure of the HJ involved pairwise coaxial
stacking of pairs of helical ‘arms’ {Calascibetta et al., 1934; Sigal and Alberts,
18472; Sobell, 1972), and most placed the double-stranded helices side by side, with

parallel alignment of the continuous strands. In the mid-cightics, it was noted
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(Gough and Tilley, 1985; Kosak and Kemper, 1980} that a HJ had an anomalously
low mobility in polyacrylamide gel shift assays, suggesting the existence of a sharp
kink or bend at the junction. The mobility was also shown Lo depend on the
added counterion concentration, leading to the conclusion that, in the prescncc
of counterions {(eg Mg?*), the HJ has an ‘X’ shape; the helical arms are stacked
in coaxial pairs which are rotated with respect to cach other. This arrangement
maximizes base pair stacking interactions, and reduces steric and electrostatic
interactions between the stacked arms. In the modecl, the continuons strands
show an almost anti-parallel arrangement (Dnckett et al., 1988; Lilley aud Clegg,
1993). In contrast, in the absence of metal ions, data from gel electrophoresis and
other techniques (Duckett et al., 1988) clearly suggest an extended square planar
configuration of the arms. Chamberlain et sl (1998) used SANS to study the
structure of a synthetic HI sandwiched between lwo telrawmetric Mycobaclerium
leprae RuvA complexes. The authors reported no change in the radius of gyration
of the HJ with Mg?t concentration.

In this chapler, the low-resolution structure of a HI in solution in the pres-
ence and absence of Mg?* will be determined by using small angle x-ray scattering
(SAXS) and sedimentation velocity (SV). Two independent methods were imple-
mented in order to analyse the scattering data, and hydrodynamic modelling was
used to validate the models on the basis of their sedimentation coeflicients. This
study supports an extended square planar conformation in the absence of Mg?™,

but a stacked structure in the presence of Mg?t,

5.3 Materials and methods

5.3.1 Sample preparation

The oligonucleotides forming the 4-way DNA junction were purified and annealed
in T buffer (10 mM 'Iris-HCI (pH 8.4}, 0.1 mM EDTA) as described in Section
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5.3 Materials and methods

3.1.3.2. The scquences of the oligonucleotides (the same as those nsed by Fogg
et al. (2001) in their FRET studies) are shown in I'ig. 5.1.

strand b strand h

ZANSIANAr o0’
ANerAGMaAdQRANIAANN

7' —CCTCCETCCIAICAASA TORGCERTIOTTARMGE- '
1'—CARIAOCAGRATIAQTTCC ACTCACCACCAACTTCC-5'
T2

artrapd % atvnnd a

OOMNERFACENNEAY R
NAMOPAEBNRAIXANA

Figure 5.1: Sequence of the synthetic 11J oligonucleotides uscd in this study.

5.3.2 Sedimentation velocity and hydrodynamic mod-

elling

The experiments were carried out at 10 °C in TIS buffer at a rotor speed of 60000
rpm. Both absorbance and interference optics were used in separate experiments.
For the experiments performed with absorbance optics, a series of 40 scans, 6
minutes apart, was obtained for each sample, in continuous mode with a 0.003
cm radial step size and three averages. For the experiments carried out with
interference optics, a series of 600 scans, 1 minute apart, was obtained with the
same radial step size as before.  All experiments were carried out with a HJ

concentration of 800 nM (unless stated otherwise). The samples (380 ul) were
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5.4 Results and analysis

loaded into double-sector centrepieces. Sedimentation profiles were analysed with
the computer program SEDFIT (Schuck, 2000) (see Section 2.3.1.1).

‘I'he program HYDROPRO (Garefa de la Torre et al., 2000) was employed
to calculate the hydrodynamic parameters of high-resolution models construcied
with the program NAMOT (Tung and Carter, 1994) (see Sections 3.3.2 and 3.3.4
for details}).

5.3.3 Small angle x-ray scattering

Smaell angle x-ray scattering (SAXS) experiments were performed on the X33
camera of the KMBYL Hamburg outstation at the storage ring DORIS III of the
Deutsches Elektronen Synchroton (DESY). The scattering curves were measured

ab Lwo sample concentrations, 25 and 100 M (see more details in Section 3.2.6).

The program GASBOR was employed for the reconstructions presented in this
chapter (see more details in Scction 2.2.3.2). The HJ investigated in this study
contains 17 bases in each arm, or 68 Watson-Crick bases in the whole particle.
Models with 280 or 840 beads were generated by using the ab indtio reconstruction
program GASBOR (Svergun et al., 2001). These models contained 2 or 6 beads

per base.

5.4 Results and analysis

5.4.1 Scdimentation velocity

SV was employed in order to assess the monodispersity of the purified samnple
and to complement the low-resolution SAXS-based modelling with an indepen-
dent technique. Solutions of HJs over a range of concentrations (800 nM Lo 8
pM) in a variety of buffers were examined with SV. Ahsorbance versus radius
distributions at different times of the sedimentation at 60000 rpm for the 0 mM
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5.4 Results and analysis

Mg2+ HJ sample and lits to the experimental data produced using c(s) analysis
and residuals of the fits are shown in Fig. 5.2, When studied at low concentration
(800 nM), the HJ displays & qualitatively different behaviour depending on the
presence or absence of Mg (see Fig. 5.3 A). At 0 mM Mg”", the c(s) analysis
clearly shows two peaks, corresponding to two distinct species, with apparent
sedimentation coefficients of 2.2 and 3.9 S. In contrast, the same sample behaves
as a single species when 50 mM NaCl is added to the solution, or when the sample
concentration is increased by ten fold (Fig. 5.3 B). It is possible to conclude from
these observations that, in the absence of any metal ions from the buffer, and at
low concentrations, the HJ structure is not stable and partially dissociates into a
secondary species whose sedimentation coefficient is consistent with that of two
partially annecaled oligonucleotides. The HJ structure is stabilised by the addition
of either Mg** or Na* to the buffer, as shown in Fig. 5.3 A and B. An increase in
I1J concentration, without counterions, also produces a single peak in the size dis-
tribution analysis (Fig. 5.3 A, dashed curve), by shifting the equilibrium between
the different species towards that with higher sedimentation coefficient (and thus
probably higher mass, presumed o be the HJ). In the presence of 10 mM Mg?* at
800 nM HJ concentration, a single species (presumed to be the slacked form of
the HI; see below) is observed. At this Mg®* concentration, c(s) analysis yields
identical results to the measurements at low or high sample concentrations, in
the presence or absence of NaCl (data not shown).

The apparent sedimentation coefficients for the 0 mM and 10 mM
Mg?* samples are 3.9 S and 4.3 S (the centres of the peaks in Fig. 5.3 A). Fits
using [inite element analysis yield true sedimentation coefficients of 3.9 and 4.4
S, and masses of 41 and 40 kDa respectively (the mass of HJ calculated from its
compusition is 41.5 kDa, without taking counterions into account), for the same
samples (fits not shown). These experiments confirm that the method employed
for sample purification producecs a highly homogencous HJ sample at concentra-
tions higher than 8 M (for SAXS experiments the sample concentration was 100
#M). In addition, these rcsults confirm that the HJ undergoes a conformational
change to a less extended structure (ie with a larger sedimentation coefficient)
upon addition of Mg?t,
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residuals

absorbance

O B I (ST o v A v o MW

r (cm)

Figure 5.2: Absorbance profiles of the sedimentation of HJ at 10 mM Mg?*. The absorbance
distributions were scanned at 260 nm, at time intervals of 6 minutes, for a total time of 300
minutes. (A) Experimental (circles) and best-fit (solid lines) distributions constraining the
sedimentation coefficients to sy, 20(1) = 3.9 S and sy, 20(2) = 2.2 S, with relative concentrations
of 0.7 and 0.3, respectively. (B) Residuals of the fit with a rmsd of 0.005.
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Figure 5.3: (A) Size distribuiion {c(g)) analysis obtained with SEDFIT (Schuck, 2000} for
the HJ {800 nM) in the absence of Mg?* (dushed curve) and in 10 mM Mg?* (solid curve); (B)
c(s) analysis for the HJ (8 M) in the absence of Mg®t or Na' ions (dusked curve) or HI (800
nM) in 50 mM NaCl (solid curve).
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5.4 Results and analysis

These results also show the applicability of SV measurements to the study of
DNA stability under different experimental conditions. The relative mass con-
centrations of the fully and partially assembled HI can be quantified at different
lemperatures and buffer conditions, allowing for the investigation of the thermo-

dynamic stability of these molecnles in solution.

5.4.2 Small angle x-ray scattering

Scattering curves for the HJs were obtained in TI buffer supplemented with
different concentrations of Mg+ (0, 10, 40 and 100 mM). All the analyses in
the presence of Mp?™ yiclded identical results. Tlence, only the measurements
at 0 and 10 mM MgCl, are shown here. Addifionally, scattering curves were
acquired at three different HJ concentrations for cach buffer in order to account for
effects of interparticle interactions. At each Mg?+ concentration, the scattering
curves at the two lowest HJ concentrations (25 and 50 pzM} were indistinguishable,
indicafting that at these concentrations the interparticle interactions are negligible.

The processed curves are shown in Fig. 5. A.

The radins of gyration (R,) of the HlIs was firstly estimated by using the
Guinier approximation to be: 3941 and 38+1 A for the 0 mM and the 10 mM
Mgl samples, respectively. The values of I{0)/¢ (where 7(0) is the scatter-
ing intensity at zero angle and ¢ is the sample concentration] for these samples
were indistinguishable within experimental error, as expected for two species with
identical molecular mass. The particle distance distribution functions {p(r)) for
these samples are shown in Fig. 5.4 B. The Dprax for the {0 mM MgCl, sample
is 1424:7 A and that for the 10 mM MgCly sample is 14845 A, indistinguishahle
within experimental error. The R, obtained from the p(r) functions are 4041
and 41::2 A, in agreement with those from the Guinier analysis. In the follow-
ing sections, analysis of these data both by direct modelling and by ad initio

reconstruction methods will be presented.
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Figure 5.4: {A) X-ray scalleriug daia froin Lhe HIs al O (solid line) and 10 M (circles) Mgt
(B) Particle distance distribution functions from the scattering of the IJs at 0 mM Mg?" (solid
Hine) and 10 mM Mg?* (open circles) calculated using the program GNOM (Svermun, 1992),
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5.4.2.1 Rigid-body modelling of scattering data

Distinet structures have previously been proposed for the conformation of the
HJ in solution at low and high Mg** concentration (Clegg et al., 1994; Duckett
et al., 1988). In the absence of metal ions, the HJ has an extended conformation
presenting an open central region (the square planar model). Upon addition of
Mg>**+ {or other metal ions), the junction changes its structure into a pairwisc
stacking of helices (Lilley and Clegg, 1993; Secmman and Kallenbacly, 1994) (the
stacked model). These models were employed as a starting point in order to
find the structure that best [itted the experimental solution scattering data. The
models were parametrised as shown in Fig. 5.5. To parametrise the stacked model
the [ollowing variables were used: angle belween arms as seen {rom the axis that
passes through the points of strand exchange and that is perpendicular to the Cs
symmetry axis (°), distance between the centres of the two stacked helices at
the point of strand exchange (d), and the kink angle of the helices (¢°). Variation
of these three variables within reasonable ranges allowed for the mapping of the
gtacked model paramoctor space. In this model, the angle between arms 1 and
2 (see Fig. 5.5 A} is the same as that between arms 3 and 4. Tn addition,
when introducing a kink, both stacked arms arc symmetrically deviated from the
helical axis by the same amount. As a convention, when 1) is positive, the arms

are kinked away from each other, whereas they get closer when 1 is nopgative.

Similarly, the square planar model was parametrised using the angle hetween
arms as seen from the axis perpendicular to the plane containing the centres of
the first four innermost basepairs of each arin (¢”), and the kink angle hetween
opposite arms (¢} at the strand exchange point (see Fig, 5.5, C and D). In this
instance, there were only two parameters as the out-of-plane distance hetween
the helices at the point of strand exchange in this model is always zero. As for
the stacked moddl, the angle between arms 1 and 2 (see Fig. 5.5 D) is the same
as that between arms 3 and 4. Ilowever, in this case, when % is positive the two
arms 1 and 3 are kinked in the opposite dircetion to arms 2 and 4. The kink has
the same direction in both arms when ¢ is negative.
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Figure 5.5: Parunetrisation of HJ models. (A) Angle between arms (i°) in the stacked mode;
(B} distance between centres (d) of straud exchange in the stacked model; {C) kink angle for
one arm (¥° and 1%7) in either the stacked or the square planar model; (D) angle between arms
{1pP) in the square planar model.
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The scripting language of the computer program NAMOT (Tuang and Carter,
1994) wns used to produce high-resolution modcls for the HJs. The four indi-
vidual basepairs at the point of strand exchange were firstly positioned. Their
coordinates, twist, roll and tilt angles were caleulated from the paramcters of the
model to be produced. The four arms were subsequently built from these hases
assuming B-form DNA. In order to speed up the generation of high resolution
models, a computer program was developed (namot@script). The user defines
the model employed, the range of the parameters that is to be explored, and the
nuimber of structures in the chosen parameter range. The program then generates
scripts in NAMOT scripting language thal are used to produce structural {iles
in PDB format. The scattering curves for each of these structures, and their [its
to the experimental data were then calculated by using the conmiputer program
CRYSOL (Svergun et al., 1995). The maximum hydration shell scattering con-
trast was allowed to vary between 0 and 150 ¢ nm™®, and the maximum excluded
volume allowed was increased from 44 wn® to 65 nm? in order to allow for higher
hydration of the DNA {compared with protein). TFinally, the steric clashes (k)
within each structure were estimnated by using the program PLBZoveriap, also
developed by me (see Appendix 13).

With this procedure, the parameter space defining each possible structure
for a given model was mapped onto a scalar field representing the goodness of
fit, ar in other words, each set, of given parameters was assigned a corresponding
goodness of fit (x{re,0p, ¥, ¢, d)). In swmary, the parameters were mapped onto
a scalar lield () that takes into account how well the structural model generated
from those parameters fits the experimental data, and penalises steric clashes
(&(2, ¢, d)) within each structure,

E(re, 6p, 4 ¢, d) = x{ro, 6p, ¢, @, d) -+ 100(k(, ¢, d) — 7), (5.1)
where 6(z) 18 a step-like function that has a value of 0 when the argument = < 0

and 1 when @ > 0, and 7 is a steric clash (hreshold (defined so that the overlap
volume is smaller than 5% of the total model volume)., The introduction of
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5.4 Results and analysis

this penalty term did not modify the ultimatc results but served to discard the
structures containing slevic clashes as possible models.

In order to find the minkmum in = with respect to the model parameters,
a simple exploration of the parameter space was performed to identify the best
fit by visual inspection. Figure 5.6 A shows the E field as a function of " and
¥ for the 0 mM Mg?t sample data analysed with the square planar moedel. A
well-defined unique minimum at ¢ =904-20°, ff = 0 10° defines the best fit to
the experimental data (see Fig. 5.6 A). A criterion to decide how to estimate the
uncertainties in the parameters had to be established. By visual inspection of the
experimental scaltering curves and the fits produced by parameters at the global
minimum and nearby, it was found that fits with ¥ < x(©5,%5)+0.2 (where o} and
18 define the position of the minimum in parameter space) are indistinguishable
from the best fil. Accordingly, the contour levels are defined so that the difference
hetween Z at the global minimum and 2 at the second contour level is 0.2, and
so the width of the lower contour Jevel in every parameter direction defines its
uncertainty. An identical approach was used to determine the uncertainty in the
parameters for the stacked model. The values for the parareters in the square
planar model that best fit the experimental data for the HJ at 0 mM Mg+ are in
full agreement with all the previous experimental data, which suggests a square
planar conformation (¢” = 0) with an angle of 90° between adjacent helical arms
(10? = 90).

A similar approach was used to find the set of parameters for the stacked
model that best fitted the experimental data for the 0 mM Mg** sample (see
Fig. 5.6 B). There is also a minimum at ¢ = 904 20%, d°* = 22 A, but it is much
shallower than that found for the square planar model, representing a poor fit to
the data. Similar poor [its were [ound when the distance between arms was fixed
at d° = 22 A and the parameter space in the directions ¢° and ¥ was explored
{data not shown}. Therefore, the data do not support a stacked structure at 0
mM Mg*t,

In the same fashion, the mapping procedure was used to analyse the 10 mM
Mg+ sample scattering data with the square planar and the stacked models.

106

2enim e Sk

B
it
i
1
]
3
&l
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Figure 5.6: (A) Contour plots of = as a function of the kink angle (1”) and the angle between
arms (pP) for the 0 mM Mg?* HJ sample data fitted with the square planar model. The white
areas in the plots specify structures with overlap; (B) Contour plots of = as a function of the
distance (d*) and the angle between arms (¢*) for the 0 mM Mg?+ H.J sample data fitted
with the stacked model; (C) Contour plots of = as a function of the kink angle (¢7) and the
angle between arms (@) for the 10 mM Mg?* HJ sample data analysed with the square planar

model: (D) Contour plots of = as a function of the distance (d*) and the angle between arms
(¢*) for the 10 mM Mg?t HJ sample data analysed with the stacked model. d is in units of A.
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Figure 5.7: Comparison between best-fits for the 0 and 10 mM Mg?* HJ samples. (A) 0 mM
Mg?t experimental data (circles) and best fit using the stacked madel (solid fine). (B) 10 mM
Mg** experimental data (circles) and best-ft using the square planar model (solid line). {C)
Square difference between best fit and experimental scattering curves for the 0 mM Mg?+ HJ
sample using stacked {grid) and square planar (shaded) models. (D) Square dillerence betwees
best fit and experimental scattering curves for the 10 mM Mg?* ILJ sample using stacked (grid)
and square planar (shaded) nmodels.
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Firstly, the Z space defined by varying ¢ and ¥ was explored assuming a square
planar model (see Fig. 5.6 C). There is one extended minimum in the overlap-
free region at ] = 90° (almost independent of %), but with an absolute value

£ = 3.2) that does not represent an acceptable fit to the scattering data, implying
that a square planar model cannot correctly represent the data for any reasonable

value of ¥ and )P,

Secondly, = was mapped as a funetion of ¢* and d using the stacked model (sce
Fig. 5.6 D). Now, there are two naxrow global minima located at @] = £55410°,
dy = 18 £3 A. These minima represent two identical low-resolution structures
that are related by a symmetry operation (reflection). Even though there are
differences between these alternative structures at high resolution (due to DNA
chirality and differences in the arm scquences), this technigue is not able to
distinguish between them. In order to find whether changes in the kink angle
improve the fit to the experimental data, 1¥° was varied between —30¢ and 30, and
¢® fram —90° to 90°, keeping the distance between the arms constant at dg = 18
A (the position on the d-axis of the global minimum found when varying d and
). In this case, a well-defined narrow minimum was found at ¢f = 2=55 4= 10°
and ¢ = 0=5°, confirming that, in the structure that best fits the experimental

data, the arms are not significantly kinked.

The aclual fits to the experimental data procuced by the models are presented
in Figure 5.7 A (for 0 mM Mg?**) and B (for 10 mM Mg*+). The values for the
model coefficients at the minima are in full agreement with those previously
measured hy Duckett ef al. (in the absence of Mg?**, the HJ has a square planar
conformation with p = 90°; in the presence of at least 100 M Mg?', the HJ has
a stacked conformation with ¢ == 60°) (Duckett ot al., 1988; Lilley and Clegg,
1993).

5.4.2.2 Ab initio reconstructions

‘'he computer programs GASBOR, (Svergim et al., 2001) and DAMMIN (Sver-
gin, 1909) were employed to restore ab initio models of the HJ from the SAXS
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5.4 Results and analysis

data; however, only results obtained from GASBOR, will be reported here (since
the results obtained with DAMMIN were virtually identical). Ten independent ab
initio reconstructions were generated from the 0 mM Mg?" scattering data, sturt-
ing from different random configurations and using different numbers of beads
(leading to different packing radii). In all the runs, C4 symmetry was imposed.
The average Ry of the generaled models was 39.540.5 A. The fits of the models
to the experimental data were excellent and almost identical for all the models,
yielding in all cases a gooduess of fit smaller than 1.4 (arb. units).

Superimposition of the restored models was performed using the computer
program SITUS (Wriggers et ol., 1998). Once superimposed, the models were av-
eraged using a computer program I developed as part of this project (pdbZaveruge)
to remove voids in the structure by the combined use of a modified version of the
improved cube method introduced by Pavlov and Fedorov {1983} with cycles of
expansions and contractions as implemented by Lee and Richards (1971) in Cheir
algorithm for calculating the accessible surface area of a protein. The programn re-
cursively loads the input structures onto the same cubic lattice, calculates the cu-
mulative Gaussian electron density, performs a series of expansions/contractions
to reduce the appearance of voids, and finally samples the protein structure using
a Monte-Carlo algorithm. This procedure produces the average bead model that
contains the structural festures that all the individual restoved models have in
common, and eliminates the traits that are not shared between them. A similar

procedure has been used by Petoukhov et al. (2002).

TFigure 5.8 shows side and [ront views of three of the reconstructions for the
HJI at 0 mM Mg?* in the same orientations in which they were averaged. The
same running parameters were used to generate the second and third structures,
whercas a. much smaller number of beads was used for the first one. However, the
models are remarkably similar, A mesh model of the average reconstruction, and
the best square planar model (in CPK colour code) for the FJ at 0 mM Mg+
found in the previous section are shown in Fig. 5.9. The two models are clearly in
agreement, showing that two independent methods to interpret the experimental
SAXS data result in essentially the same model for the HJ at 0 mM Mg?'.

110




5.4 Results and analysis

Figure 5.8: TFront and side views of three models restorad from SAXS data for the D mM
Mg+ HJ using GASBOR (Svergun eb al., 2001). 280 beady were used lor reconstrucsing model
{A) and 840 beads for models (B) and (C). The three reconstructions are significantly similar.
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Figure 5.9: (A) Front and (B) side views of a mesh model of the average reconstruction
superimposed onto the high resolution NAMOT (Tung and Carter, 1994) model for the HJ at
0 mM Mg?* found using rigid body modelling.
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In addition to these C4 constrained simulations, models with other symmetry
constraints, such as C; and C; were generated. The models made in this way
produced fits to the experimental data that were equally as good as those of the
reconstructions presented (data not shown), but that in all cages had physically
unrealistic conformations. In order to restrict the number of possible reconstruc-
tions and discard unrealistic ones, a series of criteria that the reconstructions
had to fulfil in order to be acceptable was defined: (a) because of the sequence
complementarity of the oligonucleotides comprising the junction, the structure is
expected to be formed by a combination of four arms representing the B-DNA
fragments composing the I1J; (b) the models can not be disconnected; and fi-
nally, (c) the sedimentation coefficients of the models simulated with HYDRO
(Carcla de la Torre et al., 2000) have to agree with the experimentally deter-
mined sedimentation coefficient. All the reconstrnctions were tested according to
those criteria, and only those generated with specified Cy symmetry were able to
satisfy all the requirements.

A similar procedure was applied to the ab initio reconstruction of the HJ at 10
mM Mg*", but in this case Cp symmetry was imposed (other symmetry conditions
will be mentioned later). The reconstructions were superimposed and averaged
as for the 0 mM Mg**t scattering data. Figure 5.10 shows a mesh model of the
average reconstructed structure superimposed on a high resolution model that
was generated by finding the best docking of two independent non-overlapping
34 bp straight DNA fragments. The angle between arms in the resulting model
is 60° and their centre-to-centre distance is 17 A, similar to the model proposed
in the rigid body maodelling analysis. However, in this new structure the point
of strand exchange appears slightly displaced. Even though the arm lengths are
symmetric in some individual reconstructions, the process of averaging indepen-
dent reconstructions will inevitably accentuatc the asymmetry of the arms by
docking together reconstructions where the crossover point is displaced from the
centre. Ultimately, these results emphasize the inherent variability of the recon-
struction process. As before, a series of simulations was performed with different
symmetry constraints, namely C; and G4, and the same criteria as before were
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Figure 5.10: (A) Front and (B) side views of a mesh model of the average reconstruction
superimposed onto the high resolution NAMOT (Tung and Carter, 1994) model for the HJ at
10 mM Mg?* found using rigid modelling.
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used to define their acceptability. In this case, only the models with Co symmetry

satisfied these criteria while at the same time fitting the scattering data.

5.4.3 Hydrodynamic modelling

The computer program HYDROPRO (Carcia de la Torre et al., 2000) was em-
ployed to calculate the hydrodynamic parameters of high-resolution models (scc
Section 3.3.2 for details). The calculation for the square planar structure that
best filted the 0 mM Mg?™ sample scatiering curve gave a sedimentation cocf-
ficient of 3.96 S, which is in full agrcement with the sedimensation coefficient
determined experimentally (3.9 3). The ealculation for the stacked structure that
best fitted the 10 mM Mgt scattering data yielded a sedimentation coefficient of
4.38 S, which is again in complete accordance with the experimentally determined
value {4.4 8). Thus, the hydrodynamic propertics of the SAXS-based models are

consisbent with the hydrodynamic parameters measured experimentally.

5.5 Discussion

In this chapter, the changes in the low-resolution solution conformation of a
Holliday junction with Mg** concentration were studied by using small angle
x-ray scattering, sedimentation velocity, and various computational modelling

techniques. Two indcpendent analvses of the scattering data were implemented.

The first method was based on previous models for the HJ (Lilley and Clogg,
1993) in the absence and presence of Mg?*, and was therefore model-dependent.
The square planar model successfully fitted the scattering data for the 0 mM
Mg2*+ HJ sample, with ¢ = 0+ 10° (kink angle) and @ = 90 £ 20° (angle between
arms), whereas the stacked model could not fit the scattering data. In confrast,
the stacked model was shown to fit the 10 mM Mg** HJ sample scattering data,
with a distance between arms of 18-£3 A, a kink angle of 04£5°, and an angle be-

tween arms of 55+10°. In this casc, a square planar model could not £t the scat-
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tering data. This rigid body modelling approach allows for the determination of
the model parameters for each of the conformations adopted by the HJ in solution,
providing higher accuracy than other experimental technigues, such as FRE'L or
gel-shift electrophoresis assays (Lilley and Clegg, 1993). However, prior additional
information on the possible conformation of the macromolccule under investiga-
tion is required in order to define the model and its parameters. The SANS study
of Chamberiain et al. (1998) on a HJ and its complex with RuvA reported uo
variation in 7(0) or R, of the HJ sample with Mg®~ concentration. The results
presented in this chapter confirm these findings and show that the difference in
scattering between HJ samples in the absence and presence of Mg+ appears only

at scattering angles s > 0.4nm™?.

The same experimental scattering data were analysed using model-
independent ab initio reconstruction methods., These methods have recently heen
show to be able to recreate the low-resolution structures of macromaolecules (pro-
tein, DNA) in solution (Koch et al., 2003). The resolution of such models is not
defined by the radii of the beads used but by the range of the scattering data fitted
(in this study 27/Smax ~ 17 A) The reconstruction process is ambiguous, in that
a variety of models is obtained which fit the experimental data equally well. Some
of these models can be ruled out by specifying a set of rules based on predictable
properties of the slruclure and on other experimental measurements (such as the
sedimentation coefficient). The models that both fitted the experimental data
and satisfied these rules were shown to differ ouly in fine details. This method-
ology again showed a striking agreement with both the solutions found by rigid
body modelling and previously reported results using other techniques (Lilley and
Clegg, 1993}, The models found by both methods not only fitted the scattering
data but also agreed with the sedimentation coefficients found experimentally.

These results provide a direct determination of the low-resolution conforma-
tion of Hoiliday junctions in solution. The methocds applied in this chapter could
be used for the study of the low-resolution struetures of other hiologically sig-
nificant nucleic acid structures such as DNA hairpins, bulges, bent sequences,
tetraplexes, and RNA as well ag their complexes with proteins. This method-
ology combined with small angle neutron scattering could also be successfully
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applied to the assignment of the individual DNA and protein components in

protein-DNA complexes by using contrast matching.
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Chapter 6

Solution structure of the Tn3
resolvase-crossover site synaptic
complex

Summary

Tn3 resolvase is a site-specific DNA recombinase which catalyses strand exchange
in a synaptic complex containing twelve resolvasc subunits and two res sites. Hy-
peractive mutants of resolvase can form a simpler complex (X-gynapse) containing
two shorter DNA segments at which strand exchange takes place (‘crossover site’
or site I), and & resolvase tetramer. The low-resolution solution structure of the
purified, eatalytically competent X-synapse was solved from small angle neutron
and x-ray scattering data, using novel methods in which the data are fitted with
models covstructed by rigid-body transformations of a published erystallographic
structure of a resolvase dimer bound fo site I. Thig analysis reveals that the two
site I fragments are on the outside of a resolvase tetramer core, and provides
some information on the quaternary siructnre of the tetramer. Implications ol
this structure for the architecture of the natural synaptic complex and the mech-
anism of strand exchange are discussed. The contents of this chapter have been
published elsewhere (Néllnann et al., 2004a).
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6.1 Introduction

The large synaptic complex formed by Tn3 resolvase and two res sites prior to
strand cleavage and exchange (the synaptosome, see Section 1.8) can be regarded
as being composed of two parts. One part, that includes a resolvase-binding
site (site I) from each res and four resolvase subunits, is primarily responsible for
catalysis (the ‘X-synapse’) . A second ‘accessory’ part, that includes binding sites
11 and III of each res along with a further eight resolvase subunits, is implicated
in the regulation of activity (Grindley, 2002). Despite the solution of a number of
crystal and NMR structures of 74 resolvase, a close relative of Tn3 resolvase (Pan
et al., 2001; Rice and Steitz, 1994a,b; Sanderson et al., 1990), and a co-crystal
structure of a dimer of vd resolvase bound to site I (Yang and Steitz, 1995, Fig.

6.1A), the architectures of these synaptic complexes are currently unknown.

A B

Figure 6.1: Structural models for the X-synapse. (A) Representation of the co-crystal struc-
ture of vé resolvase bound to site 1 (PDB code 1gdt) (Yang and Steitz, 1995). Protein is
represented as ribbons and DNA as surface contour. Arrows represent the approximate po-

sition of residue V139 in both resolvase subunits. (B) and (C) Schematic representations of

the DNA-out and DNA-in models, respectively. DNA is shown as a grey bent cylinder, with
protein subunits in darker grey.
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6.1 Introduction

Tyrosine site-specific recombinases use a difierent mechanism for strand ex-
change. After formation of a synaptic complex, only one DNA strand in each site
is cleaved; strand exchange then gives rise to a Holliday junction intermediate
(HJ). Exchange of the two other DNA strands of the HJ completes recombination.
Crystal structures of Cre and Flp synaptic complexes have provided important
insights on the strand exchange mechanising employed by the tyrosine vecom-
binases (Chen and Rice, 2003; Van Duyne, 2001). Other, non-crystallographic
evidence suggests that the solution structures of the Flp and Cre synaptic com-~
plexes might differ in some details from the crystal structures (Crisona et al.,
1999; Hullman and Levene, 1999).

Wild-type Tn3 resolvase forms a specific dimer complex with res binding site
I, but a 2 x site I X-synapse has not been observed (Beduarz et al., 1990; Grindley
et al., 1982; Watson et al., 1996). ‘Hyperactive’ mutants of Tn3 resolvase have
been selected Lhat promote recombination at site I in the absence of the res
accessory binding sites (Arnold et al., 1999; Burke et al., 2004). Some of these
mutants can form a stable X-synapse, which has been shown to contain two
site Is and four resolvase subunits (Sarkis et al., 2001; J. He and W. M. Staxk,
manuscript in preparation).

Two very different configurations for the X-synapse have been proposed, both
of which have approximate Dy symmetry, consistent with the topology and in-
ferred rotational mechanism of strand exchange (Stark et al., 1989). In the ‘DNA-
out’ configuration, the N-terminal, catalytic domains of two resolvase dimers come
together to form a protein tetramer that binds the DNA [ragments on the outside
(Fig. 6.1B}. In the ‘DNA-in’ configuration, the two DNA duplexes come close to-
gether at the cenfre of the synapse, and the catalytic domains are on the outside
(Fig. 6.1C). Models for the full 2 x res synapse have been proposed in which the
X-synapse component has either a DNA-out {Grindley, 1994; Sarkis et al., 2001,
Stark et al., 1989) or a DNA-in (Rice and Steits, 1994a; Yang and Steitz, 1995)
configuration. The architecture of the X-synapse has important implications for
the mechanism of strand exchange, In the DNA-in configuration, the DNA ends
created by resolvase-mediated cleavage would have to move only a small distance

to effect strand exchange (Rice and Steitz, 1994a). In the DNA-out configuration,
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the sites of DNA cleavage arc far apart. It is as yet unclear how resolvase could
transport the DNA ends over the requisite large distance to bring about strand
exchange, whilst at the same time holding the synapse together. Nevertheless,
current experimental data lend support to the DNA-out model (Leschainer and
Grindley, 2003; Sarkis et al.,, 2001), and activating mutations that stabilise the
X-synapse are in the part of the catalytic domain predicted to be involved in
dimer-dimer interactions to form a DNA-out synaptic tetramer (Burke et al.,
2004).

In this chapter, the solution structure of the X-synapse is derived from small
angle x-ray scattering (SAXS), small angle neutron scattering (SANS) aud an-
alytical wltracentrifugation sedimentation velocity (SV) data. It is concluded
that the X-synapse has a DNA-out structure. The analysis presented uses novel
computational methods that should be generally applicable to the structural char-
acterisation of other large protein-nucleic acid complexes.

6.2 DMaterials and Methods

6.2.1 Sample preparation

The oligonuclcotides uscd to make X-synapses for subsequent sedimentation ve-
locity or scattering studies contained a phospherothicate modification of the scis-
sile phosphodiesters, to avold resolvase-mediated cleavage. Oligomicleotides were
synthesised and purified as described in Section 3.1.3.2. The scquences of the
top strand for the 50-mer and 36-mer oligonucleotides containing binding site
I were respectively: CGTGACTCAACCGTTCGAAATATTATaAATTATCA-
GACATAGTGGGGCGG and CAACCGTTCGAAATATYATaAATTATCAGA-
CATAGT (the nucleotide with the 5 phosphorothioate modification being in
lower casc). Tn3R and NM-resolvase were purilied by a procedure described in
Scction 3.1.5. NM-GFP comprises NM-resolvase and GFPE (Brejc ot al., 1897)

linked by the peptide sequence SGGGGS between resolvase residue 185 and GFP
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residue 1. The purification method for NM-GFP was similar to that employed for
NM-resolvase. Protein purity was assessed using SDS-PAGE gels, and function
by standard in vitro recombination assays (He et al., 2002},

6.2.2 X-synapse purification

X-synapse purification details can be found in Section 3.1.7. X-synapse sam-
ples for SANS experiments were purified in TEGGS buffer and then extensively
dialysed against the appropiate DaO-containing buffer.

6.2.3 Sedimentation velocity and hydrodynamic mod-

elling

Sedimentation velocity experiments were performed as described in chapter 3.2.2.
The experiments were carried out at 4 °C in TEGGS buffer at a rotor speed of
45000 rpm. A series of 75 scans, b minutes apart was obtained, with a radial step
size of 0.003 ¢m using interference optics. All experiments were carried out at an
approximate sample concentration of 5 puM. The samples (380 pl) were loaded
into double-sector centrepieces. Sedimentation profiles were analysed with SED-
FIT (Schuck, 2000) as described in Scction 2.3.1.1. Buffer density and viscosity

measurements, and hydrodynamic simulations were as described in Section 3.3.2.

The percentage difference between experimental (sg, ) and modeled (s3] )
sedimentation coefficients f(7,, p, Mo, T} = 100[s%,, — o33 i/ 1(s% . + 938 .,)/2]
was calculated as a function of the specific partial volume (@) of the protein-
DNA complexes in the range 0.6 — (.73 ml/mg for both the DNA-in"® and X-exp
structural models (see Resulls section), and was used Lo evaluate the degree of
discrepancy between experimental and modelled sedimentation coefficients.
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6.2 Materials and Melﬂhods

6.2.4 Small angle x-ray and ncutron scattering

SAXS and SANS experimenis were performed nsing solutions of the X-synapse at
concentrations >10 pM, at a temperature of 6-7 °C, using the mecthods described
in Sections 3.2.6 and 3.2.5. SANSI0 data (sce below) were obtained on beam line
D11, at the Institut Laue-Langevin (ILL, Grenoble, France) in buffer TIEGS90
(20 mM Tris-HC! (pH 7.5), 0.1 mM EDTA, 10% v/v glycerol, 200 mM NaCl,
90% v/v D20). Datasets SANS43 and SANS65 were obtained on T.0Q), a fixed
geometry time-of-ight small angle diffractometer at the ISIS Spallation Neutron
Source (Rutherford Appleton Laboratory, Dideot, U.K.) in buffers TEGGS43 (20
mM Tris-HCl (pH 7.5), 0.1 mM EDTA, 20% v/v glycercl, 200 mM NaCl, 43%
v/v D;0) and TEGGSE5 {20 mM Tris-HCI (pH 7.5), 0.1 mM EDTA, 20% v/v
glycerol, 200 mM NaCl, 65% v/v 12,0), respectively. For these datasets, data
collection times were of the order of 15 hours per sample or buffer.

The SAXS dataset was obtained on the Beamline 2.1 al the Synchrotron Ra-
diation Source {Daresbury, UK), and analysed by using the procedures described
in Section 3.2.6 in buffer TEGGS (20 mM Tris-HCl (pH 7.5), 0.1 mM EDTA,
20% v/v glycerol, 200 mM NaCl). Scaitering curves were measured at two sam-
ple concentrations, 1 pM and 10 M. The scattering profiles of all structural
models produced were caleulated by using either CRYSOL or CRYSON (x-rays
and neutrons, respectively) (Svergun et al., 1995), as described in Sections 2.2.3.1
and 3.2.6. The y-value produced when fitting the scattering intensity was used
as defined in Section 3.3.3.

I developed the computer program domain-rot in order to generate the dif-
ferent structures for given values of the parameters d, ¢ and o, and to calculate
from them (as described above) the y-values that the simulated scattering curves
produced when fitived to the experimental data.
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6.2.5 Construction of structural models

The Cartesian axes in all strmctures derived from the 4 resolvase/site 1 co-crystal
structure (PDB code 1gdt, Yang and Steitz (1995)) were defined as follows (Fig.
6.4E): the z-axis is parallel to the line passing through the atom O4* in residue
T19, DNA chain E (atom 4806) and atom O in residue Met 106, chain B (atom
3124) on the same 1gdt unit; the x-axis is parallel to the line passing through the
atom CZ in residuc Phe 4, chain A (atom 916) and atom CG in residue Leu 3,
chain BB (atom 2328) on the same lgdt unit. The y-axis was constructed by using
the vector product between the z-axis and the x-axis versors in order to obtain a
right-handed Cartesian coordinate system. The sitc I DNA axis was defined as
the line joining atom C6 in residue G 1, chain C (atom 2863) and atom C2 in
residue G 35, chain D (atom 3561) in 1gdt.

DNA5Qp was built as a 80 bp B-DNA fragment using NAMO'T (Tung and
Carter, 1994), Site I B-DNA fragments with different kink angles (DNAR(g,
DNAB04, DNAS0g and DNA5S0,) were built by using the computer program
NAB (Macke and Case, 1998) with a similar procedure to that employed by
Strater et al, (1999). 1gdt50 was built using protein and DNA coordinates from
1gdt, and the DNA was extended by adding two 7 bp B-DNA fragments to its
ends. To model variations in the angle o {see Resulls section), the lgdl structure
was cut after the protein residues V139 (scc arrows in Fig. 6.1 A) to produce two
substructures: 1) lgdtyrp containing the two catalytic domains of resolvase up
to residue V139, and 2) the site I DNA fragment together with the two resolvase
DNA binding domains (1gdtpyaicrp). 1gdt, was produced by fixing lgdtarp
and rotating lgdtpyarcrn by an angle o in the z-axis. The angle ¢ is measured
so that 1gdi is recovered at o = 0. ¢ can be determined from a particular X-
synapse structure as the angle between the site I DNA axis and the x-axis minus
59.4°,

NM36 X-synapse models were assembled from a ‘fixed’ lgdt unit in the xyz
coordinate system as shown in Fig. 6.4E, and a second ‘movable’ unit added by
a 1807 rotation around the y-axis from the position of the fixed unit. The second

unit was then subjected to subsequent translations and/or rotations about the
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z-axis. Further models were built by translating one lgdt unit along the y-axis
(data not shown). The distance d between the two lgdt units is defined as the
distance hetween atom O5* in residue A20, DNA chain E (atom 4831) on the fixed
lgdt unil and atom C4 in residue A20, DNA chain B (atom 4817) on the movable
1gdt unit. ¢ is defined as the angle of rotation ol the movable lgdt unit in the
z-axis direclion, and can be determined from a particular X-synapse structure
by measuring the angle between x-axcs of each lgdt. The angle between the
two gite T DNA fragments in any given X-synapse structure can be deftermined
by measwring the obtuse angle between their axes. NMS0 and NM-GFP36 X-
synapses were assembled from 1gds30 and 1gdt-GFP in an identical manner.
The atomic coordinates of GEP were obtained from the Protein Data Bank, code
lemb (Breje et al., 1997).

The DNA-out ‘back-to-back’ model of Sarlds el al. (2001) (PNA-out®?) can
be built by wsing the procedure described above, using the parameters (d,¢) =
(63A,0°). Similarly, the DNA-in ‘hand-shake' model (DNA-in#5) as proposed
by Yang and Steitz (1995) can be built by using (d,¢) = (=31 A, =75%) .

6.3 Results

6.3.1 Formation of stable X-synapse

Wild-lype Tn3 resolvase forms a complex containing two protein subunits and
one site I DNA fragment, which can be observed in & polyacrylamide gel ‘band-
shift’ assay (Bednarz et al., 1990; Blake et al,, 1995) (band II in lane 2, kig.
6.2B). Hyperactive mutants, such as NM-resolvase (which has the six mutations
R2A ES6K (11018 D102Y M103I Q105L; Bwrke et al., 2004) make, instead, an X-
synapse with lower electrophoretic mobility, which contains four protein subunits
and two site Is (Sarkis et al., 2001; J. He and W, M. Stark, manuseript in prepa-
ration) {(band III, lanes 3-7 in Fig. 6.2B). The X-synapse made by NM-resolvase




6.3 Results

with unmodified site I is unstable, being lost following resalvagse-mediated cleav-
age of its DNA (lane 4 in Tig. 6.2B). Howcever, a stable X-synapse is observed
if the site I DNA conlains a phosphorothioate modification at both scissile phos-
phodiesters (lane 6), or if an inactive mutant of NM-resolvase (NM-S10A) is used
with unmodilied site | (lane 3). This, and other evidence (J. He and W. M. Stark,
manuscript in preparation) that NM-resolvasc cleaves the DNA in the X-synapse
conlirms that it is in an active configuration, and is not an unproductive ‘dead

end’.

6.3.2 Size exclusion chromatography and analytical ultra-

centrifugation

Three versions of the X-synapse were purified, all with phosphorothivate-modified
site I oligonucleotides, to block resolvase-mediated DNA cleavage (see above).
NM36 contains NM-resolvase and two 36 bp blunt-ended site T DNA fragments,
the same as were used to generale Lhe complexes shown in Fig. 6.2B; NM5O
contains NM-resolvase and two 50 bp site I DNA fragments; and NM-GFP36
contains NM-GFP, which has a 23 kDa green fluorescent protein {GFP) domain
fused to the C-terminug of NM-resolvase, complexed with two 36 bp site I DNA

fragments (see Section 6.2.1).

X-synapses were purified by size exclusion chromatography (see Section 3.1.7).
Traces in Iig. 6.2A show UV absorbance at 260 nm and 280 nin of the eluate from
the size cxclusion columns during NM36 purification. Fractions were concentrated
and assaved by native polyacrylamide gel electrophoresis, showing that fraction
2 (lane 7 in Fig. 6.2B) corresponds to X-synapsc.

Solutions of the three X-synapses were analysed by sedimentation velocity
(SV} analytical ultracentrifugation. SV profiles were fitted using ¢(s) and fnite
elements analysis with the computer program SEDFIT (Schuck, 2000). Figure
6.2C shows c(s) profiles of a solution of the purified NM36 X-synapse (corre-
sponding to band 2 in Fig. 6.2A and band III, lane 7 in Fig. 6.2B) compared
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Figure 6.2: X-synapse purification and characterisation. (A) Size exclusion chromatography
optical absorbance traces versus eluted/total column volume: (1) peak corresponding to ficoll
(400 kDa), (2) NM36 X-synapse, and (3) site I (36 bp) DNA. V,./Vy values refer to the up-
per curve (260 nm); the lower curve (280 nm) is slightly shifted to the right. The extinction
coefficient of NM-resolvase at 260 nm (2500 M~! em~!)) is negligible with respect to that of
site I DNA (467000 M~! ¢m™!), and so the absorbance of the X-synapse is essentially due
to its DNA component. Re-separation of the X-synapse fraction (peak 2) by size exclusion
chromatography indicated that it was at least 85% pure (data not shown). (B) Native poly-
acrylamide ‘band-shift’ assay of resolvase-site I complexes. Lane 1, 36 bp site I; lane 2, site I
incubated with Tn3 resolvase; lane 3, natural site I incubated with NM-resolvase-S10A; lane
4, natural site I incubated with NM-resolvase; lane 5, phosphorothioate-modified 36 bp site I;
lane 6, phosphorothioate-modified site I incubated with NM-resolvase; lane 7, peak (2) fraction
from the size exclusion purification in 6.2A. Bands I, II and III represent uncomplexed site I
DNA, a dimer of resolvase bound to site I DNA, and NM36 X-synapse, respectively. The X-
synapse is not completely stable during a band-shift experiment, hence some uncomplexed site
I DNA is observed in lane 7. Because the NM-resolvase is His-tagged and NM-resolvase-S10A
is not, complex III in lane 3 runs slightly faster than in lanes 4-7. (C) Size distribution c(s)
profiles from SV analytical ultracentrifugation data analysed with SEDFIT (Schuck, 2000) for
NM36 X-synapse (solid line, as extracted from peak 2 in panel (A)), 36 bp site I DNA fragment
(dashed line) and NM-resolvase (dotted line).
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with solutions of NM-resolvase or 36 bp site T DNA.

The c¢(s) profiles of the three purified X-synapses show single peaks, with
apparent sedimentation coeflicients of 5.9 S (NM386) (Fig. 6.2C), 6.4 S (NM50),
and 7.0 S (NM-GFP38) {data not shown). Finite element analysis using a two-
species non-interacting model yields true sedimentation coeflicients of 6.0 S, 6.5 S,
and 7.0 S respectively, for the main species (>98%), which are at concentrations
of >1 pM.

The program HY DROPRO (Garcia de la Torre et al., 2000) was employed to
simulate the sedimentation cocfficients ($q0. ) Of the structures deduced from the
scattering data (see below) and previously proposed models for the X-synapse.
A series of simulations of the sedimentation coeflicients for the X-exp[SANS43],
X-axp[SANSG5] and X-exp[SAXS] modcls (see below) and tlie DNA-in® config-
uration of the NM50, NM-GFP36 and NM36 X-synapses were performed (see
Table 6.1). For the DNA-out models of the X-synapscs, the dillerences be-
tween experimental and modelled sedimentation coefficients (see Section 0.2.3)
were fo% < 18%, whereas these differences were f™ > 28% when the DNA-
in’$ configuration was employed. Thesc significant differences are the result
of uncertainties in the calculations of the partial specific volumes (7) for the
protein-DNA complexes (Chalikian, 2003; Maluf and Loliman, 2003; Petry et al.,
2001) that ultimately lead to the appearance of systematic errors in the mod-
elled sedimentation coeflicients. Also, other phenomena, such as the presence of
non-homogeneous viscosity gradients during centrifugation (Schuck, 20034) can
cauge systematic errors in the experimental determination of the sedimentation
coellicient. A further investigafion into these systematic discrepancies is out-
with the scope of this study. All in all, the modelled sedimentation coeflicients
agreed better with DNA-out models of the X-gynapses than with their DNA-in

counterparts.

6.3.3 Small angle scattering

Four sets of small angle scattering data were collecfed.

128




6.3 Results

>

n{)

Ry = 6048 A

1

SANSQ0

s (1/A)

0.05 0.

1

0.15

T
SANG65

0.04 0.08
s (1/A)

0.12

0.16

In(}

In(l}

o

I
SANS43

i

A2

s (1/A)

Figure 6.3: Experimental SANS and SAXS intensity daty (cresses), with error bars (vertical
bars) and a Bezier approximation as a ‘guide to the eye' (solid line). Radii of gyration (RRy)
were estimated by using the Guinier approximation (Guinier and Fournet, 1953). (A} Dataset
SANS90: SANS data acquired at 90% (v/v)} DyO for NM36 X-synapse. (B) Dataset SANS43:
SANS data acquired at 43% (v/v) D20 for NM50 X-synapse. (C) Dataset SANSGS: SANS data
acquired at 65% (v/v) D20 for NM-GTP36 X-synapse. R, is not quoted as the experimental
range did nob fully extend over the Guinier region. (D) Dataset SAXS: SAXS data for NM36

X-synapse,
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X-synapse sample Expor“i.nﬁ;ntal X-exp DNA-in#¥
Son,u (S) So0,w (S) 1 [ | gpg, (S) | 7
NM50 6‘5 7.8 18% 8.9 31% _
NM-GFP36 7.0 7.2 3% 9.9 34%
NM386 6.0 6.8 12% 7.9 28%

Table 6.1: Experimental and modelled sedimentation coefficients for the three X-synapses.
f-values {see Section 6.2.3) represent the percentage discrepancies between experimental and

mndelled sedinentation coefficients,

(1) Dataset SANS90: SANS was used to study the low-resolution solution
structure of the NM36 X-synapsc, in a buffer with 90% (v/v) D20 (Fig. 6.34).
Under these conditions, the scattering curves predicted from the DNA-in and the

DNA-out modcls are markedly different only in the Guinier region (0.01 < s <
0.03 A1y,

(2) Dataset SANS43: The protein component of the NM50 X-synapse was
contrast-matched by using SANS in a bufler with 43% (v/v) D20 (Fig. 6.3B).
At this D,O concentration, most of the ohserved scattering is due to the DNA
component in the X-synapse. A 50 bp DNA fragment was employed in this
experiment in order to enhance the differences between {he neutron scabtoring
profiles predicted by the DNA-out and DNA-in models, as well as to increase the
sigual-to-noise ratic of the SANS profile.

(3) Dataset SANS65: The DNA component of the NM-GI'F36 X-synapse was
contrast-matched by using SANS in a buffer with 65% (v/v) D0 (Fig. 6.3C).
At this DO concenfration the main contribution to the observed scattering is
duc to the protein component. When the DNA component is contrast-matched,
models for the DNA-in and DNA-out conligurations of the X-synapse contain-
ing NM-resolvase (not GFP-tagged) produce very similar simulated SANS curves
(and accordingly similar Rys). The use of NM-GFP, with its large GFP domain
attached to the NM-resolvase C-terminus, greatly increases the structural dif-

ferences between the protein components of the two configurations. A DNA-out
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model incorporaling NM-GFEP is more elongated and less globular than a DNA-in
one, regardless of the exact positions of the GI'T” domains (see below).

(4) Dataset SAXS: SAXS was used to analyse the low-resolution sclution
structure of the NM36 X-syuapse (Fig. (.2D).

The direct modelling procedure for analysis ol the scattering data was sim-
ilar to that used in Section 5.4.2.1. The object under study (in this case the
X-synapse} is parameterised by regarding it as being composed of a small num-
ber of sub-structures for which structural information is available {(c.g. crystal
structures). Model structures are then made by transformalions (translations
and rotations) of these substructures. Each structural model is thus defined by a
small number of parameters, such as the distances und angles between the sub-
structures. A computer program domain-rot (see Section 6.2.4) is used to produce
a lavge number of structures {>> 2000) thal map a wide range of the parameter
space. The scattering profile and its x (fit to the experimental data) are caleu-
lated for each structure by using either CRYSOL (for SAXS) or CRYSON (for
SANS) (Svergun et al., 1998}, The set of parameters that generates the scat-
tering profile with the best fit to the experimental data is identified by visual
inspection of the contour plots of x. The criterion used here for estimation of the
uncertainties in the best-fit parameters was identical to that cmployved in chapter
3.4.2.1. Tn3 resolvase and 8 resolvase have 82% identity at the amino acid level,
and are freated in this study as identical. The structural differences hetween 46
resolvase and Tn3 rcsolvase, and between Tn3 resolvase and NM-resolvase, arc
likely to be insignificant at the resolution of the experiments presented here. The
structural models that best represent the experimental datasets are defined as
X-exp[SANS43], X-exp[SANSG5] and X-exp{SAXS] (see below).

6.3.83.1 The X-synapse has a DNA-out configuration, with kinked
DNA

First, the confliguration of the DNA component of the X-synapse will be anal-
ysed. In dataset SANS43, thc measured scattering is primarily from the DNA
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component of the NM50 X-synapse (see above). ‘L'herefore, initial models were
built with two 50 bp site I DNA fragments. In order to test whether alter-
ation of the kink angle at the centre of site I would affect the results, a series
of five alternative site I conformations were constructed, with kink angles of
= ° (DNA50g), 9 = 20° (DNAB50), ¥ = 40° (DNA5Q), @ = 60° (DNA50g)
and 1 = 70° (DNABOz). For each simulation, models containing two copies of
DNASQ, were created by antiparallel alignment of the DNA [ragments, followed
by variation of distance and angular parameters (d, ), as shown in Fig. G.4A:
d is the distance between the DNA fragments in the complex, whereas ¢ is the
angle of rotation of one DNASO, with respect to the other in the z-axis direction
{p = 0° when the obtuse ungle botween the DNAS3O, fragments is about 1209,
becoming larger for positive ¢-values; sce definitions in Section 6.2.5). Parameter
values of {d, ) = (=31 A, —=75%) generate a ‘hand-shake’ DNA-in configuration
(DNA-inf5) (Yang and Steitz, 1995; see Fig. 6.1C), whereas (d,¢) = (63 A, 0°)
generate a ‘back-to-back’ DNA-out configuration {DNA-out®®) as proposed by
Sarkds et al. (2001) (see Fig. 6.113). Several extended explorations of the pa-
rameter space in the ranges —I180° < @ < 180° and —200 < d < 200 A were
performed. An example, showing contour levels of x versus d and ¢ for DNASOg
(with 4 = 20°) is presented in Fig. 6.5A. The global x minimum is located at
(d,) = (75 £ 15 A 60 £ 90°) (Fig. 6.5A; note that the contour plot is periodic
in ¢, with period 180%), consistent with a DNA-out configuration. A secondary
local minimum at (d,¢) = (—-100 £ 20 A, 60 = 90°) would represent & DNA-out
model where the DNA fragments are kinked towards each other. However, the
fit to the experimental data at this minimum is much poorer, and the structure
is physically unrealistic, having a d-value so large that the two Tn3 resolvase
subunits would not meet each other. Note that y is sensitive to variation in the
angular parameter ¢ only ncar d = 0A. The global minimum at d = 75 A is
thus virtually independent of .

Simulations using site I DNA fragments with other kink angles gave similar
results, in that they all yielded a global minimum in ¥ at d = 75415 A with little
sensitivity to p. Figure 6.513 shows plots of x versus d for DNAS0,, DNABDg; and
DNASBDo at ¢ = 60° (other values of ¢ are less informative, as seen in Fig, 6.54).
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Figure 6.4: Diagrams showing the variables used in direct modelling of the SAXS/SANS
data. (A) Two DNA fragments, kinked by an angle of v, and separated by a distance d,
are used to model the NM50 X-synapse SANS data, in which the protein is contrast-matched
(dataset SANS43); (B) Two lgdt structures separated by a distance d and rotated relative
to each other by an angle ¢ in the z-axis are employed to model the SAXS data from NM36
X-synapse (dataset SAXS) (see panel D for definition of o, also used in modelling the SAXS
data); (C) Two 1gdt-GFP36 structures are used to model the NM-GFP36 X-synapse SANS
data (dataset SANS65); (D) o represents the angle of rotation of the DNA and resolvase CTDs
with respect to the resolvase NTDs about the z-axis. (E) Definition of coordinate axes, as used
in all simulations, with respect to a representation of 1gdt in which the catalytic domain dimer
is shown as a ‘domino’, and the DNA as a bent cylinder.
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The y-value at the global minimum varies with the kink angle + (Figs. 6.5 and
C), having & minimum at ¥ = 30 & 20°. None of the DNA-in models produces

acceptable fits to the experimental data (Fig. 6.5A, and data not shown).

NM50 X-synapse models that include the protein were built similarly, using
both protein and DNA coordinates of a modified structure made by adding two
straight 7 bp B-DNA fragments to the ends of the sile I DNA in the co-erystal
structure lgdt (this object is called 1gdt50). The site I DNA fragment in 1gdt
is kinked by about 60° (Yang nnd Steitz, 1995). Predicted scattering curves
for the models were compared with the NM50 experimental dataset SANS43, as
described above for the DNA-only analysis (Fig. 6.5D). The global minimum is
located at (d, @) = (55 10 A, 50 £ 50°). This particular model is referred to
as X-exp[SANS43] (see the fit to the experimental data in Fig. 6.6A). Models
that include the protein component of the X-synapse produce better fits to the
experimental data (xy = 0.85) than those that do not (x = 1.7) (compare Figs.
G.5A and 6.5D). X-exp[SANS43] resembles the DNA-out?? model. Apain, DNA-
in models do not produce acceptable fits to the experimental data (Figs. 6.5D
and G.6A).

6.3.3.2 Refinement of the model: SAXS data analysis

SAXS data were acquired for the X-synapse NM36. The procedures for comparing
the experimental data with scattering curves generated from models, based on
two copies of the & resolvase-site I co-crystal structure lgdt, were essentially
as described above. The global minimum in y is located at (d,¢) = (64 = 3
A, 254 10°), and is sensitive to variation in both d and i (data not shown). The
minimum (y & 4.0) corresponds to a DNA-out model, in which the alignment of
the two resolvase dimers is twisted about the z-axis by an angle ¢ = 25° relative
to that of the DNA-out®? model.

The N-terminal (catalytic) and C-terminal (DNA-binding) domains of re-
solvase in lgdt are joined by a short sequence ol amino acids (V138-I146) in

an extended conformation, which might be flexible enough to allow considerable
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Figure 6.5: Direct modelling of small angle scattering data for NM50 (A to D), NM-GFP36 (E)
and NM36 (F) X-synapses. In A, D, E and F black circles identify the position of the DNA-
out?Z and DNA-in"'% configurations and red circles indicate the position of the structural
models that best represent the experimental datasets (X-exp). (A) Contour plots of x as a
function of d and p for NM50 X-synapse SANS data (dataset SANS43) modeled with two
DNAjq fragments (see text for more details). (B) Variation of y with d at ¢ = 60° for DNA50,
(black solid line), DNA50,4 (red dashed line), and DNA50, (blue dotted line). (C) x-value at
the global minimum plotted versus the kink angle . (D) NM50 X-synapse SANS data modeled
with two 1gdt50 structures. The structure with minimum y is defined as X-exp[SANS43|. (E)
NM-GFP36 X-synapse SANS data (dataset SANS65) modeled by employing two 1gdt-GFP
units with angles (0, ¢) = (—35°,5?) (see text for more details). The structure with minimum
x is defined as X-exp[SANS65]. (F) NM36 X-synapse SAXS data (dataset SAXS) was modeled
by using two 1gdt,—g units. The two minima in x (with ¢ differing by 180?) correspond to the
same low-resolution structure, defined as X-exp[SAXS].
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freedom of movement of the DNA (and the small C-terminal domains bound to it)
relative to the catalytic domains (see also Leschziner and Grindley, 2003). Two
sib-structurcs were generated from lgdt by ‘cutting’ the protein subunits after
residue V139 (the positions marked by arrows in Fig. 6.1A}, thereby separating
the dimer of N-terminal catalytic domains (NTDs) and the C-terminal domains
(CTDs) bound to the site I DNA. New lgdt, structurcs were then generated by
rotation of the DNA and CTDs with respect to the NTDs about the z-axis by an

angle o (see Section 6.2.5 for more details).

Simulations were performed by variation of o between —90° and 90 in initial
X-synapse models with fixed values of d and ¢, ranging from 50 to 90 A and from
0 to 90°, respectively (data not shown). The minimum x (3.6} was found when
(d,o,¢) = (64 +3 A, 8432 20 & 10). Therelore, the angle ¢ = 25° found when
1gdt was used for the modelling may be regarded as being the result of two types
of structural distortion: a twisting about the z-axis of the resolvase catalytic
domain dimers by ¢ = 20, relative to their positions in the DNA-out®® model,
and a rotation of the two site I DNA-CTD substructures by o = 8° relative to the
NTDs in 1gdt. Together, these contributions change the angle of alignment of
the two DNA fragments from 120° in DNA-out®Z to 124°; that is, they become

slightly closer to antiparaliel (or parallel, in low-resolution terms).

Finally, X-synapse mnodels were generated using the structural unit 1gdt, s,
in which the site I DNA is twisted relative to the catalytic domains as indicaled
in the previous analysis, instead of 1gdt. The global minimum in x was found at
(d,) = (64 £ 3 A, 20 4 10°) (Fig. 6.5F). This refined model, with parameters
(d,o,p) = (64 A, 8°, 20°) is hereafter referred to as X-exp[SAXS|. The fits to the
SAXS experimental dataset predicted from this model, and, for comparison, to s
‘hand-shake’ DNA-in model (DNA-in#®) are presented in Fig. 6.GC.

Simulations were also performed Lo explore less sytnmetric models for the X-
synapse, where the pseudo-dyad axes of the two resolvase dimers do not coincide.

However, no good fits to the experimental data were lound (data not shown).
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Figure 6.6: Small angle scattering experimental data (crosses) with error bars {veriical bors)
and best fits with the models. Best fits of simulated curves from the X-exp experimentally
derived models arc shown as solid lines, and fits with the DNA-in*’® model are shown as
dashed lines. (A) Dataset SANSA3; model X-exp[SANS43]. (B) Dataset SANS65; model X-
exp[SANS63]. (C) Dataset SAXS; model X-exp[SAXS].
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6.3.4 Modelling of the X-synapse structure containing
GFP domains

The NM-resolvase-GFT fusion protein NM-GFP was used to make if casicr to
detect differences between DNA-out and DNA-in configurations of the protein
component of the X-synapse (see above) The direct modelling approach was em-
ployed to analysc the SANS curve of the NM-GFP36 X-synapse (dalaset SANSES,
65% D20, contrast-matching the DNA). In this case, the unknowns were not only
the relative positions of the 1gdt siructural units in the X-synapse but also Lhe
relative positions and orientations of the GFPs. A two-step procedure was thus
used to analyse this dataset.

First, the positions of the GFPs were varied (whilst constrained by their
flexible linkage to the resolvase C-terminus), while two 1gdt structural units were
locked into either a X-exp[SAXS] or & DNA-in'¥ conformation. In this way, the
position of the GFPs that best fitted the experimental data for each of these
two possible X-synapse architectures was found. Calculation of the fit to the
cxperimental data included a term to penalisc structures in which there was
overlap between the electron density of the GFP domains and that of other parts
of the stricture (sce Section 5.4.2.1 and Appendix I3). Later, having found the
best-fit positions of the GFPs for the X-exp[SAXS] and DNA-in*"¥ configurations,
the GI'T’s were then fixed at these positions in cach igdt-GFP unit, and the

relationship of the two 1gdt-GFP units was varied (sec below).

In the (irst approach, the structure of NM-GFP36 X-synapse was ussembled
using either X-exp[SAXS] or DNA-in“S, and four GFP (Breje el al., 1997) sub-
units. Initially, one GFP was positioned with its fivst residue at 15 A from N183
(last residue in ¥4 resolvase) and its main axis of incrtia in an orientation perpen-
dicular to the plane defined by the resolvase-site [ DNA molecular surface close
to N183 (2'-axig) (see Fig., 41). The &’ and ¢ axis are arbitrarily defined perpen-
dicular to z’. A large number of positions for this GFP subunit was generated
by applying discrete rotations (¢ and #) about the @’ and ' axes, respectively
(Fig. 6.7A). The ofher GFPs were generated by 180° rotations around the -, y-
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and z-axis of the X-synapse, respectively. Structures in which there was overlap
between the electron density of the GFP domains and that of other parts of the
structure were penalised as described in Chapter b and in Appendix B. The
parameters ¢ and # were varied between -180 and 180°, and a large number of

structures with different combinations of these parameters was calculated.

The optimal positions for the GFP subunits in a NM-GFP36 X-synapse built
from DNA-inf¥ are (6,¢) = (30 & 6°,—35 & 10°) (Fig. 6.713, shaded regions
implying heavy overlaps). This model has a high value of x; regardless of the
position of the GFPs, & DNA-in model for the NM-GFP36 X-synapse cannot fit
the experimental data acceptably (Fig, 6.61).

Similar simulations based on X-exp[SAXS] produced a single global minimum
ab (8, ¢) = (—35+10°,5 + 5°) and two olher local minima with higher x-values
(Fig. 6.7C). The scattering curve simulated from the model at the global mini-
mum fits the experimental SANS data very well (Fig. 6.6I3).

In swnmary, the direct modelling presented in Lhis section shows thal a DNA-
out model based on X-cxp[SAXS] is able to fit the SANS experimental data for
the NM-GFP36 X-synapse, whereas a model based on DNA-in#S does not [it the
data.

In the second approach, the spatial relationship of the resolvase dimers was
considered. Having found the best-it positions of the GFPs for the X-exp[SAXS]
configuration, the GFPs woere then fixed at these positions in each [gdt-GEFP unit,
and the relationship of the two 1gdt-GFP units was varied. The distance between
the resolvase dimer units in the model with optimal fit to the experimental data
(defining the paramcters for X-exp[SANS65]) (d) was 58 &= 8 A, corresponding
to a DNA-out model very similar to that deduced in the previous sections (Fig.
6.5E, fit to experimental data in Fig. €.613). Tlowever, the it at the minimnm wag
insensitive to variations in the angle of alignment an the z-axis (¢). No models
based on a DNA-in configuration could he fitted acceptably to the experimental
data (I'ig. 6.61, and Fig. 6.7). Equivalent results were obtained when only the
protein content of lgdt and the corresponding GEFP subunits were used for the
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A
%/

Figure 6.7: Optimisation of the position and orientation of the GFP domains in an X-synapse
model. (A) GFP subunits are modelled into the NM-GFP36 X-synapse structure by adding
one GFP to each C-terminus of NM-resolvase (‘oval shape’; in the x'y'z' coordinate system)
using the spherical coordinates ¢ and € (see text for more details). The site I DNA fragment is
represented as a ‘cylinder’. (B and C) Contour plots of x as a function of ¢ and # for dataset
SANS65 with the GFP domains attached to the DNA-in’S (B) or X-exp[SAXS] (C) model
structure (see text for details). Areas corresponding to structures having substantial steric
clashes are shaded.
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modelling {data not shown).

6.4 Final Model

The final model, illustrated in Fig. 6.8B, is built by combining the parameters
from the best models X-exp[SANS43], X-exp[SANS65] and X-exp[SAXS| {the
new d-value was calculated as an error-weighted average of the different d-values),
resulting in a structure with (d, o, @) = (62 A 8e 207).

6.5 Discussion

The solution structure of the X-synapsc has been modeled from small angle x-
ray/neutron scattering data. In summary (see Fig. G.8A), the data indicate
that:

1. The X-synapse has a DNA-out structure, with the site I DNA segments
separated by about 62 A .

2. The site I DNA is kinked or bent by about 30°, away from the resolvase
catalytic domains,

3. The angle ¢ between the dimerised resolvase calalytic domains and the site
T DNA differs slightly from that in the crystal structure (lgdt) of a site
T-resolvase dimer complex.

4. The two resolvase calalytic dimers arc docked in a configuration distinct
from that proposed by Satkis et al. (2001},

[

. Madels with the DNA on the inside of a resolvase tetramer, or other ar-
rangements such as a side-by-side alignment of the two dimers, are not
supported by the data presented in this chapter.
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A Final model DNA-out BB
\p=30°

y=60°

o=8°
5 " x-axis
124°

Figure 6.8: The final model for the X-synapse solution structure. (A) Schematic representa-
tions comparing the different parameters obtained for the final model and those for DN A-out?B,
(B) Mesh representation of three views of the final model for the X-synapse produced by docking
two lgdt structures (ribbons) using the parameters d = 624, o = 87, and ¢ = 20°.
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Mutation studies (Burke et al., 2004), in vitro experiments (Sarkis et al,
2001), and crystallography-based madelling (Sarkis et al., 2001) have previously
becn used to support a DNA-oul model for the X-synapse. From én vitro studies
with conformationally restricted DNA substrates, Leschziner and Grindley (2003)
proposed that the X-gynapse has a DNA-out architecture, with an angle between
the site I DNA segments of approximately 150°, in reasonable agrcement with
the results presented in this chapter, which indicate an angle of about 121° (Fig,
6.8A). However, this study also suggested that the angular relationship between
the dimeriged catalytic domains and the site [ DNA. in the X-synapse is o > 709,
a value inconsistent with the results presented here, which indicate o = 8¢ (IMig.
(.8A). A possible explanation for these discrepancies is that the experiments of
Leschziner and Grindley might report on a later synaptic intermediate which has
underzone further conformational changes alter formation of the X-synapse, in

order to initiate catalysis of strand exchange.

The method used here for structure determination, which involves [itting scat-
tering data to models built from known structural units, has implications for the
strength of cortain aspects of the conclusions made here. The approximale shape
and relationship of the two DNA segments in lhe X-synapse can be assigned
with high confidence (dataset SANS43), because it is virtually certain that the
gtructurc of the DNA will show only minor variations (e.g. bends) from normal
A/B form; it can therefore be modeled reliably. Likewise, It i3 very likely that
the resolvase tetramer is formed by interactions of the catalytic domains of the
two dimers, with the C-terminal domains on the outside of the tetramer, because
the scattering data with NM-GFP resolvase (dataset SANSG5) are definitely in-
compatible with alternative models (Fig. 6.5 and 6.7). T'hercfore, the analysis
of datasets SANS43 and SANSGS strongly supports u DNA~out structure for the
K-synapse. The predictions regarding the detailed shape of the tetramer of re-
solvase N-terminal domains are less certain, because some protein conformational
changes upon synapsis might be expected, whereas the structure has been mod-
eled by juxtaposing dimers folded as in the crystal structure of Yang and Steitz
(1995) (1gdt), at various distances and angles. Published high-resolution strue-
tures do not reveal what structural changes might be expected upon synapsis,
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and therefore more detailed modelling would have been very speculative, Cur-
rent moethods for ab indtio computational determination of biomolecnlar structures
from scattering data arc still too primilive to make uscful predictions of the shape

of the protein in the X-synapse (see Section 2.2.3.2).

6.5.1 Implications for synapsis and strand exchange

In order to obtain an X-synapsc that was stable enough for solution structural
analysis, a mutant version of Tn3 resolvase had to be used. The mutations in
NM. resolvase were identified as allowing resolvase to recombine at site I, in the
absence of the accessory resolvase-binding sites II and III (Burke ot al., 2004).
The natural X-synapse might be thermodynamically unstable in the ahsence of
the remainder of the natural Tn3 synaptic complex. Alternatively, the mutations
might remove a natural kinetic barrier to stable synapsis of two site T-resolvase
dimer complexes. Interestingly, the wild-type Hin invertase, a recombinasc rclated
to resolvase, does make relatively stable synapses of two dimer-bound sites prior
to catalysis (Heichman and Jolmson, 1990), This synapse is predicted to be
structurally very similar to the X-synapse reported here. A barrier to interaction
of the invertase dimer-bound sites is thus apparently not an important regulatory
feature of this system, whereas it may be so for resolvase.

The X-synapsc structure deduced in this chapber, and other results (Burke
et al., 2004; Sarlds et al., 2001) ave consistent with formation of a DNA-out X-
synapse following an initial interaction of two dimers at a surface close to the
mutated residues 8101, Y102, 1103, and 1.105 in NM-resolvase. The analysis pre-
sented suggests that the tetramer thus formed is nol greatly distorted from its
predicted form at the initial contact of two lgdt units. In contrast, new crystallo-
graphic structures of resolvase synaptic tetramers, whilst confirming the DNA-out
architecture, show substantial alterations of the protein tertiary structure, as well
as cleavage of both strands in each site { (N.D.F. Grindley, personal communica-
tion). The species studied here is an intermediate prior to DNA cleavage, which is
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presumably yet to undergo [urther transformations associated with the catalytic
steps of the reaction.

A DNA-out architecture for the X-synapse is consistent with 'subunit rota-
tion’ or 'domain-swapping’ mechanisms for resolvase-mediated strand exchange,
whereas mechanisms Lhat require a DNA-in architecture can be eliminated (see
also Burke et al., 2004). The centres of the two recombining sites are about 62
A away from each other in the final X-synapse structure. Nevertheless, during
catalysis the cleavages and ligations of strands at the two sites are apparently
highly coordinated; cleaved substrate DNA is not obscrved under normal in vitre
reaction conditions (McHwraizh et al, 1997). This suggests that there must be
an ingeuious mechanism for long-distance coupling of the cleavage and rejoining
events. The X-synapse structure presented also confirms that the mechanism ol
strand exchange by serine recombinascs must be fundamentally different from
that of the tyrosine recombinases (see Introduction); an especially obvious dis-
tinction being the large movements of DNA segments that will be vequired by

serine recombinases to reach the recombinant configuration.

The X-synapse is the catalytic moiety of the larger complex (‘the synapse’)
involved in natural cointegrate resolution (see Introduction). The synapse also
includes a regulatory part, comprising the intertwined accessory binding sites
(IT and III) of the two participating res sites, together with the presumed eight
resolvase subunits bound to them. The X-synapse structure is broadly compatible
with the recent model of Sarkis et al. (2001) for the full synapse (see Section 1.8),
which proposes that the intertwined res DNA is wrapped around the outside of
a core filament of three ‘DNA-out’ resolvase tetramers, contacting each other via

a previously characterised 2-3' interface.
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Chapter 7

A global multi-technique
approach to study low-resolution
solution structures

7.1 Summary

Finding the conformation of large macromolecular complexes has become an im-
portant problem in structural biology, not always solved by high-resolution tech-
niques such as x-ray crystallography and NMR spectroscopy. Solution hiophysical
properties, on the other hand, provide direct or indirect structural information
on the whole complex. A gencral systemalic approach to construct a structural
model of the macromolccule that agrees with all the experimental solation prop-
erties is currently lacking. In this chapter, we present such an approach, where
gencralised rigid-body modelling is combined with a Montc Carlo/simulated an-
nealing optimisation method, to search over a large range of possible conforma-
tions for the structure that best fits solution experimental properties derived from
small angle scattering, fluorescence resonance energy transfer, and analytical ul-
tracentrifugation.
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Finding the conformation of large mulli-protein complexes, DNA~protein com-
plexes and multi-domain proteins is of fundamental importance in understanding
a large number of biclogically significant problems. High-resolution techniques,
such as x-ray crystallography and nuclear magnetic resonance (NMR), had proven
o be paramount in unveiling the structures of many of these macromolecular
complexes. In some cases, howcver, these techniques fall short in providing such
information. Often, crystals of large macromolecular complexes are exurernely dif-
ficult to obtain, or they provide information only on segments ol the complexes.
Crystal packing effects, especially in these large systemns, are always a concern
since they might substantially affect the architecture of the complex willt respect
to that in solution. Crystals of a protein in all its relevant conformations, partic-
ularly when one or more states in the functional pathway exhibit flexibility, are
very difficult to manufacture. Similarly, NMR-derived distance information on
large complexes, specifically distances between subunits, is very demanding and
scarce, In addition, exible or disordered regions may appear in many cases to be
absent in the final structure. Such regions may involve receptor binding motifs,
loops involved in the active site or antigenic epitopes, to cite but a few possi-
hilities, and might have a significant relevance for understanding the biologieal
processes themselves.

Solution techniques, such as fluorescence resonance energy transfer (FREL)
(Stithmeler et al., 2000}, stmall angle x-ray and neutron scattering (SAXS/SANS)
(Feigin and Svergun, 1987) and analytical ultracentrifugation sedimentation ve-
locity (Lebowitz ct al., 2002) provide independent direct or indirect structural
information on particulate systems. These techniques are well established and
have been successful in retrieving structural information on large macromolecular
complexes. The struciure of the ribosome was studied by Svergun and Nierhaus
(2000) using small-angle scattering (SAS), and more recently by Gilbert et al.
(2004) nsing ¢-EM. Reconstruction of biclogically significant DNA structures,
such as Iolliday junctions and DNA bulges, have been derived from FREL (Lil-
ley and Clegg, 1993) and SAXS (Nollmann et al., 2004bh) data. Hydrodynamic
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methods and eomputational modelling have been employed to study the low reso-
lution conformations of human IgGG subclasses by investigating the relative spatial
orientation of their Fab’ and Fe domains (Carrasco et al., 2001).

Ab initio methods can be used to restore the low resolution conformation of a
particle (Chacdn et al., 1998; Heller et al., 2003; Stubrmann, 1970; Svergun, 1999,
Svergun et al., 2001) [rom the small angle scattering (SAS) profile. Recently, a
cemputational method has been developed to add missing loops and domains to
protein models (Petoukhov et al., 2002). These restoration methods have been
successfully applied to a large variety of problems (see review in Koch en al.,
2003). When an ab inilio reconstruction algorithm is run several times using the
same initial conditions, the outcome is, ab best, a family of reconstructed models
with minor/moderate conformational ditferences. In this case, the reconstrue-
tions can be overlapped and averaged, and the averaged model can he used as a
seed for a new reconstruction (Kozin and Svergun, 2001; Svergun et al,, 2001).
In another approach, the family of reconstructed models can be used to find a
consensus model that captures the essential features of the individual models
(Heller et al., 2003). Alternatively, SV data have been employed in order to fil-
ter ab initio reconsiructed models that fit the SAXS data but fail to agree with
the experimental sedimentation coefficient (Notlmann ef al., 2004b) or to gain
a greater level of confidence in the retrieved ab inifio models (Ackerman ot al.,
2003; Scott et al., 2002}, Nonetheless, when applied to macromolecules with ani-
sometric or hollow shapes, ab inétio reconstruction methods produce a variety of
considerably different reconstructions that (it the SAS data equally well (false
positive reconstructions) (Heller e al., 2003; Rosenzweig et al., 1993; Volliov and
Svergun, 2003).

Provided that the high- or low-resolution structures of the subunits comprising
the quaternary complex are known or can be modelled, their arrangement can
be found by searching for the quaternary conformations that best fit the SAS
experimental data. Variations of this rigid-body modelling approach have been
successfully applied to model SAS data (Aslam et al., 2008; fuil ot al., 2001). The
use of available structural information has a major advantage, with respect to ab
indtio reconstruction methods, in that the number of false positive reconstructions
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can bhe greatly reduced. NMR has been combined with SAXS data to determine
the relative positionings of calmodulin (CaM) and trifluoperazine {TFT') in their
complex (Mattinen et al., 2002). Docking algorithms were used by de Azoveco
et al. (2003) to generate geometrically compatible quaternary strinctures of purine
nucleoside phosphorylase based on availahle crystallographic information. The
best structural models were selected by finding the highest corrclation between
modelled and experimental SAXS data. These studies, however, did not take into
account excluded volume and hydration effects in simulating the scattering data
from models, demonstrated to have large systematic influences in the evaluation
of SAXS profiles and consequently the radius of gyration (12,) (Svergun et al.,
1988).

Rigid body refinement was employed by Petoulkhov et al. (2003) to improve
models for Azospirilfum brasilense glutamate synthase holoenzyme based on ab
initto reconstructions. SAXS and SANS were used by Aslam and co-workers
(Aslani et al., 2003; Astamn and Perking, 2001) to study the solution structure
of Factor H, composed of 20 short consensus repeat domains, for which there
were high-resolution data available. Molecular dynamies simulations (MD) were
employed to predict the possible conformations of the linkers in solution, and
these were subsequentially used to produce models for the whole particle, A
large number of structures werc chosen by [(itting, in the Guinier region, the
simulated scattering profiles of the models to the experimental data, and discard-
ing structures whose sedimentation coeflicients were considerably different from
the experimental one, This procedure, however, produced conformations for the
whole macromolecule that were fundamentally restricted by the structures of the
linkers. Most importantly, this method is not of general application and has been
shown to generate multiple conformations equally fitting the available experimen-
tal data.

In the method presented in this chapter, the macromolecule is firstly divided
into any number of structural domains. These domains are then combined by
using a small number of parameters, such as interdomain distances and angles, in
order to generabe a large number of possible conformations of the macromolecule.
The solution properties, such as SAS profiles, FRET distances and sedimentation
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7.2 Introduction

coeflicient, are then predicted in silico [or each conformation of the macromolecule
and compared to the experimental datasets. Finally, a general systematic method
that searches for the parameters producing the model whose solution properties
best fit the available experimental datasets is described.

In the methodology presented in this chapter, the different struciural do-
mainsg comprising the macromolecule are combined, using a rigid-body approach,
to generate a large number of possible conformations for the macromolecule.
The solution properties of cach conformation arc simulated and compared to
the experimental valucs. The conformation that best globally satisfies all the
experimental datasets is found by using a search algorithm based on Monte
Carlo/simulated annealing. As a inodel system to validaie this methodology,
a series of DNA molecules was chosen composed of three double-stranded DNA
(dsDNA) helical fragments (Hyg, I, and Hyz, with n being either 9 or 14) with a
single stranded Joop of five adenosines {As bulge) between each dsDNA fragment,
namely I1;A5I[gAsH,; and HygAsIl4AsH,7 . DNA bulges may arise in natural
DNA from rccombination between imperfectly homologous DNA sequences or
from errors in DNA replication. They play an important role in frame-shift
mutagenesis {Stassinopoulos et al., 1996) and in specific interactions with RNA-
binding proteins (Weeks and Crothers, 1991). Amongst other techniques, FRET
(Gohlke et al., 1994) and NMR (Doruberger et al., 1999) have established that
a single 5-adenosine (Ag)} bulge introdnces a defined kink into the DNA helical
axis of about & 90 X 15° Stuhmeier et al. {2000) employed FRET on DNA
structures containing (wo Ag bulges (HysAsH,AzHiy, with 6 < n < 11), similar
to those used in this study, and showed that the distance between DNA ends is
the shortest in the sample with n = 9, for which the dsDNA fragments g and
H,; were proposed to be coplanar. In this chapter, the developed methodology
will be validated by restoring, from simulated SAXS, SV, and FRET dafasets,
the low-resolution structures of two bulged DNA samples with very distinct con-
formations.

'T'he chapter is organised as follows. The Cowmputational Methodology sec-
tion describes in some detail the computational algorithms and approximations
employed. The Results section is devoted to the evaluation of the algorithm
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in restoring low-resolution structures {rom simulated and experimental datascts.

Finally, a few conclusions are presented in the Discussion section.

7.3 Computational Methodology

The macromolecular complex or macromolecule ig firstly divided into & number of
structural domains. These domains are then combined by using a small number of
parameters, such as interdomain distances and angles, in order to generate a large
number of possible conformations of the macromolecule. The solution properties,
such as SAS profiles, FRET distances and scdimentation coefficient, are then
predicted in silico for each conformation of the macromolecule and compared
to the experimental datasets. A function that measures the discrepancy between
simulated and experimental datasets is thus calculated for each set of values of the
parameters defining cach conformation of the macromolecule. Finally, a general
systematic method that searches for the parameters producing the model whose

solutiou properties best globally fit the available experimenfal datasets is used.

7.3.1 Construction of the generalised rigid-body model

A general method for generating possible conformations for a macromolecule from
the structures of individual domains, applicable to a large number of problems,
was devised. The conformation of the macromolecule is generated from the strue-
tural data available, experimentally derived or computationally modelled high-
or low-resolution structures, for each ol the Np individual domains comprising
the macromolecule. The possible conformations that the macromolecule can take
are constrained by the definition of the movements of each domain. The allowed
movement of cach domain has two components: rotations with respect to its

centre of mass {CM), and translations and rotations of its CM.

The transformation from any given Cartesian coordinate system to anofher

can be carried out by Lhree successive rotations in a specific sequence, defined by
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7.3 Computational Methodology

the Euler angles the choice of which is, within limits, arbitrary. The convention
employed here is that used in celestial and applied mechanics, and molccular and
solid state physics (Goldstein, 1980). The sequence of rotations is started by
rotating the initial coordinate system xyz by an angle ¢ counterclockwise about,
the z-axis (Fig. 7.1A). Secondly, a counterclockwise rotation, by an angle ¢, about
the intermediate x axis is performed (Fig. 7.1B). The, transformation is finished
by a counterclockwise rotation by an angle & about tho z/-axis, resulting in the
new system of coordinales 2’y'2" (Fig. 7.1C). The three Euler angles o, ¢, and 6
represent thie three required generalised coordinates specifying the orientation of
the z'y' 2’ system relative to zyz.

The rotations of a domain i around its CM in a system of coordinates
are defined by using lthe Euler angles ¢!, ¢f and 07. The movement of the CM
of domain 1 is specified in a similar manner. A new coordinate system «fy{'z{ is
defined by the rolations specified by a given set of Euler angles. The CM is then
translated in the direction of y! a distauce ry, and arbitrarily rotated in the new
coordinate system by using the Euler angles ¢; and 8; (rotations around zf and

T
7

z!"}. The assigninent of the ranges of variation of ©f, 0, vy, i und §; complete

the definition of the allowed movements for domain <.

Figure 7.1: The rotations delining the Eulerian anglcs
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This process is repeated for each domain ¢ = 1..Np. Therefore, this set
of 6 x Np parameters 7 = (@], ¢, 07, 71, @1, 01, .., *Np, ONp» Onp) defines a
particular configuration of the macromolecule, for which a point in configurational
space can be assigned.

7.3.2 Computation of SAXS/SANS intensities

SAXS intensities were calculated from the atomic coordinate files of the structural
model of a particular configuration by using the computer program CRYSOL
(Svergun et al., 1995). CRYSOL evaluates the solution scattering of the given
structure (f{s)) taking into account the scattering of the particle in vacuo, and
additionally, the scatlering from the excluded volume and the hydration layer
around the particle. CRYSOL also fits the experimental scattering (7.(s;)) curve
to the simulated one (7(s)) using the average displaced solvent volume and the
contrast of the hydration layer as free parameters. The function yx provides a
meagsure of the discrepancy between simulated and experimental scattering curves,
and is defined as

9 1 i Ie 8;) — { S 2 ;
=5 ; [—(——lﬁ()} , (7.1)

where N, is the number of experimental points, 6(s;) are the experimental errors
and ¢ is a scale factor (more details in Svergun eo al. (1998)). SANS intensities
can be caleulated in an identical manner, by employing the computer prograin
CRYSON (Svergun et al., 1998).

7.3.3 Computation of FRET distances

In a FRET experiment, the positions of donor and acceptor molecules are usually
not unique. At least one, or sometimes both, dyes show a distribution of positions
with respect to their attachment point. Molecular dynamics (MD) simulations
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can be employed to find these distributions (Stithmeier ct al, 2000), and to
estimate from them an average dye position, referred to as the singular position.
The experimentally determined FRET efficiency is employed to calculate the
apparent singular distance between donor and acceptor which, combined with the
MD simulations, can be used to estimate the distance between the attachment
points of both dye molecules (referred to as d). For each given configuration of
the macromolecule, the distance d between attachment points is calculated and

compared to the experimental valie.

7.3.4 Computation of the sedimentation coefficient

The sedimentation coefficient, of the macromolecule was calculated by using the
computer program HYDRO (Garcia de la Torre ef al., 1994). Firstly, a low-
resolution bead model of the structure of each domain comprising the macro-
molecule was produced by using a medified version of the AtoB algorithm (I3y-
ron, 1997}, implemented in the computer program newAtoB. Morc details on the
generation of bead models from high-resolution structures can be found in Section
3.3.1.

7.3.5 Estimation of steric clashes

Configurations containing steric clashes between the different, domains were dis-
carded. The maximum total volume (V,,q,) of the macromolecule was estimated
as the sum of the volumes of each domain. The volume of a particular configura-
tion (V) was calculated using the same algorithm as that used for the estimation
of the volumes of each of the domains (see Section B.%). The configuration was
accepted if V' 2 YVinew, where v is the overlap threshold coefficient, usually set

at a value of 0.95 (for more information, see Appendix B).
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7.3 Computational Methodology

7.3.6 Search for the best configuration

The Monte Carlo simulated annealing method (MC/SA) (Kirkpatrick et al., 1983)
has been widely used in statistical physics (Landau and Binder, 2000) to locate
a global mimimum in a rugged landscape containing many local minima. The
method can be summarised as [ollows: (1) a random point 7 in configurational
space (space defined by the parameters) is chosen, and a quantity E(rg) (en-
ergy or scoring function) is calculated from the values of the parameters; (2) a
random modification in one random parameter is introduced and the new cnergy
E{r7) is caleulated; {3) the change is accepted with a Boltzman probability factor
e~ BED-E0OIT where T is the ‘temperature’. Note that the change is always ac-
cepted if E(r7) < F{ry), but it might still be accepted even if E, > Ej, depending
on the value of the temperature 7'y (4) the process is repeated by restarting from
step 3) for a large number of steps Nsy,s. After Ny have been performed, the
temperature of the system is decreased by a factor «, s0 that Ty = a¥ Ty (with
0 < a < 1), and the whole process is restarted from (1). The first configuration
at this new temperature Ty, is taken from the best configuration found at the

previous temperature Topg.

The run is started at an initial temperature 75 and stopped when the system
reached a predeflined minimum temperature T, where no further decrcase in
cnergy is registered. It is worth noting that Th, Tr and o are related by the
relation ae = 17/Ty, where N, is the total number of temperature updates iu a

S1ven rul.

The cnergy F is a function of all the parameters that define a given archi-
tecture and decreases as the fit to the available experimensal solution properties
impraves. The functions yx and xy (Eq. 7.1) provide a measure of discrepancy
between simulated and experimental SAXS/SANS curves. For an experimental
variable with only one value, such as the sedimentation coefficient s,,09, the mea-
sure of discrepancy between experimental (sf ) and simulated (55 4} values can

be defined as
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7.3 Computational Methodology

I S
Sw,a0 ‘Sw,ZO

. (7.2)

Xa —

where 8, is the experimental error in s,,90. These measures of discrepancy between
experimental and simulated data can be simultaneously combined in a single
expression defining the total energy, as follows

E(7) = qxxx (F) + nvxn(F) + nrxd + 15 Xs(w,20) (7.3)

where nx, O, NF, sy are user-defined penalties [or each technique (SAXS, SANS,
FRITT and SV, respectively), the determination of which is described below. In
this way, the configuration that globally satisfies all the available experimental
datascts can be found by minimising the total energy E(7) as a function of the

parameters 7.

At high temperatures, the configurational space is effcetively explored in the
ranges available to each variable. A large number ot different configurations for
the quaternary structure is investigated in this regime, even if they do not produce
acceplable fits to the experimental data. At intcrmediate temperatures 77, the
system will still be able to climb energy barriers smaller than 7', but will tend
to be localised in regions of low energy. Only configurations with reasonable fits
to the experimental data are possible, but the system is still exploring all the
accessible regions of low energy. At the lowest ternperatires, only moves that
reduce the energy would be aceepted, and so the system can only descend on the
enerpy landscape. Provided that T# is low enough so that no change in E(F) is
observed, and that the annealing is sufficiently slow, the configuration with best

fit to the experimental data is found.

ldeally, each different technique should be equally important in deterniining
the final configuration. In other words, each separate term contributing to the
Lotal energy in Eq. 7.3 should take, on average, similar numerical values when the
algorithm cxplores the phase space at the highest temperature Ty, In practical
terms, this implies that the 7; can be determined so that, for all £, n, x max(|x;]) &
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1, where maz() is a function that calculates the maximwmn value taken by |x;| at
temperature 7. The valucs of the penalties 7; were further normalised so that,
when simultancously employing several datasets, the fluctuations in the values
of each variable (scc below) had a similar temperature evolution. This thwarted
the domination of a single dataset in driving the convergence to a minimum that
only satisfied itself, and not. the other datasets.

7.3.7 Parameter and configuration likelihood estimators

For any individual simulation %, the optimum value of any given parameter r; is
determined by its value r;;(Tr) at the lowest temperature Tp. A family of simu-
lations is a sct of N, simulations performed under the same conditions but with
random starting values for the N, parameters. From each family of simulations,
the average value of each parameter r; was calculated from the final values of

cach individual run as
1 Ny
,l" — fanl
< 75 == v E T‘jl»,'(lp}.
T =

In addilion, for each family of simulations, the uncertainty o, in the value of
a parameter r; was caleulated as

Or; = \i}% 2(?"j,f(TF)— <rf>)2

=1
A family of simulations produces a set of N, final configurations % (k =

1...N,). In order to mcasure the dispersion of these configurations around a given
fixed configuration R, a function F was defined as follows.

1 A,
FGT) = A o> 0h - Ry, (7.4)

P oi=1 j=1
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where N, is the total number of parameters, frf; is the final value of parameter 7
j in run ¢, and R; is the value of parameter j in conliguration R. The lower
the F-value, the closcr the N, final configurations arc to configuration R. If the
datasets used to run the simulations were generated from a given configuration

R, the success of a family of simulations in retrieving that configuration can be

meastred by calculating its F-value.

The mean value (< r;;(T) >) and standard deviation (o, ,(T)) of the set of
valucs taken by each parameter 7; in accepted configurations during a particular
run i were cajculated as a function of temperature. The temperature evolution
of the standard deviation of the parameters was used to analyse the transition

from configurational space exploration to localisation {see below).

7.4 Results
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Figure 7.2: Scheme of the bulged DNA samples employed in this study.

The methodology developed in this chapter was tested on two hulged DNA
structures, HygAzHoA;Hy» (otherwise called blg9) and HgAsll14As11;7 {also re-
ferred to as blgld) (Fig. 7.2), where H, refers to dsDNA with z basc-pairs, Aj is
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a single stranded loop of five nucleotides, and n is the number of base-pairs in the
central dsDNA fragment between the bulges {the sequence of blgd was identical to
that used by Stuluneier et al. (2000)). The possible conformations of the bulges
were modelled by combining three dsDNA fragments of appropriate sizes {16, 9
and 17 bp for blg® and 16, 14 and 17 bp for blgl4) as shown in Fig. 7.3, These
fragments are hereafter referred to as domains 1, 2 and 3. The Euler angles ¢
and & for domains 1 and 3 werc employed to model all the possible contorma-
tions of the bulges, while domain 2 was kept fixed aligned with the z” axis (see
Pig. 7.3A). The in silico structures of blg9 and blgld were generated by using
the angles (¢, 01,¢3,63) = (0°,0°,0°,0°) and (¢y, 61,93, 6:) = (0°,0°,180°,07),
respectively (see Fig. 7.3B and C). The use of these parameters was based on
the NMR-gpectroscopy and FRET data available for DNA fragments containing
one (Dornberger et al., 1999; Gohlke et al., 1994) or two (Stuhmeier et al., 2000)
As bulges. The SV, SAXS and FRET data were simulated from the structures
of blgdand bigl4 DNA produced in sitico.

Sedimentation cocflicients were simulated from the in silico struetures by using
the computer program HYDROPRO (Garcia de la Tovre et at., 2000). The results
for the blgd and blgl4 structurcs were 3.36 and 3.32 S (datasets SV9 and SV14,

respectively).

The SAXS intensity profiles were similarly predicted from the in silico struc-
tures of blg9 and blgld by using the computer program CRYSOL (Svergun ot al.,
1995) (datasets SAXSY and SAXS14, Fig. 7.4A), Different levels of white noise
(noise whose frequency spectrum is constant) were added to the original simu-
lated curve for blpd (SAXS9), in order to evaluate the robustness of the method
(datascts SAXS9y and SAXSY,,, Fig. 7.4B).

Finally, FRET distances were calculated [rom in sélico structures of hlg8 and
blgl4 by measuring the distance between atom 480 in domain | and atom 558 in
domain 3, both placed at the ends of the DNA fragments neax the axis of the
double helix. The average distances measured were 48 + 5 A for blgd (dataset
FRIZTY) and 135 & 10 A for blgld (dataset FRET14). In the case of blg, the
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A
Domaln 1 N
A
21" N

Figure 7.3: (A) Schematic reprasentation of the parameters employed in the simulations.
The helix axes are used as reference lines to define the angles bebween domains. (B) and (C)
Surface representations of the blgd and blgld in silico generated structures.
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proposed distance between the ends of domains 1 and 3 agrees with that reported
by Stubimeier ef al. (2000).

7.4.1 Method validation

In order to validate the methodology proposed in this chapter, the structures of
both blgd and blgld were reconstructed by using different combinations of the
datasets. In all simulations, the ranges of variations of the angular paramcters
were as follows: 0° < ¢ < 1809, 0 < & < 360°, 180° < ¢35 < 360¢ and 0° < 83 <
360°. Different combinations of the paramcters give rise, however, to effectively
the same low-resolution structure (for instance (¢y,0:,@s,83) = (0°,0°,0°,0°)
and (0°,90°,0°,90°)). For this reason, in order to compare results from different
runs, the fouwr aforementioned parameters were reduced to only three parameters:
g = —sin(¢y) representing the angle hetween domains 1 and 2, 4fon = ~sin{e@s)
the angle between domains 2 and 3, and finally

Y15 = acoslcos(pr)cos(y)cos(h3)cos(0s)
+ens(dy ) sin(6y ) cos(Ps) sin(0s)
‘Fsin(d)sin(¢s)]

the angle between domains 1 and 3, in a planc containing their helical axes.
Using this convention, blgd is defined by the angles (193,, 935, ¥3) = (907, 90°,0°),
whereas blgldis defined by the angles (15,3, ¥is) = (90°,90¢, 180°) (see Fig.
7.38 and C).

Different families of simulations using only one of the possible datasats were
performed. In addition, other families of simulations employing both SAXS and
SV, SAXS and FRET, or SV, FRET and SAXS data were made. The settings
utilised for the simulations are shown in Table 1. Comparison of these siimulations
was used to evaluate the advantages of using this multi-technique global modelling

approach.
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(A) Simulated SAXS data for blg9 (dataset SAXS9, crosses, solid line) and

(B) Simulated SAXS data for blg9 with

0 (dataset SAXS9, solid line), 2000% (dataset SAXS9;o, filled boxes) and 4000% (dataset

SAXS940, open circles) added noise. Solid/dashed vertical lines represent error bars.

blgl4(dataset SAXS14, open circles, dashed line).

Figure 7.4:
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Sample | Identifier Dalasels NI Tel Tr Togv | nr | nx
used
blg9 S59-H sve 12 | 2.0 | 0.004 1 0 0
blg8 S8-F FRETS 10 1 2.0 | 0.004 0 1 0
blgd 59-X SAXSY 10 12.0] 0004 0 0 1
blg® S9-X-20 SAXS050 10 |1 2.0 | 0.004 0 0 1
blg9 S58-X-40 SAXS4 10120 0004 : O 0 1
blg@l 59-HX-0 5V, SAXS9 10 | 6.0 | 0.0001 1 0 6
blgd S9-HXFE-0 SV3, SAXSS,FRET 10 16.0| 0.01 1 (0110
blg9 SO-HXTF-20 | svo, saxsmse,rrrre | 10 | 2.0 | 0.004 1 1 6
blgld S14-H evia 10 | 2.0 | 0.001 1 0 0
hlg 14 S14-1 FREFLA 10 2.0 0.004 0 1 0
blgl4 S14-X SAXS14 10 [ 2.0 | 0.004 0 0 1
blgid S14-HIXT | svia,saxsig, rrema | 10 ] 6.0 | 0.004 1 j01] 10

Table 1. Settings emploved for the dilferent simulation families.

In all simulations, the anncaling was performed by using at least 10 temper-

ature update cyeles (V, = 10). The corresponding temperature update factor «
was calculated from Th, T and N, as described before (Section 7.3.6). At each
temperature, Nyeps — 1500 configurations were evaluated.
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Figure 7.5: Rejection probability versus temperature 7 for one run in the family of simulations
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7.4 Results

The rejection probahility factor was defined as the number of rejected config-
urations over the total number of configurations evaluated at sach temperature.
As the annealing process evolves, and the temperature decreases, the rejection
probability increased from 0, at the highest temperature, to 1 at the lowest (Tig.
7.5). This evolution reflects the fact that, as the temperature decreases, the

chance of a configuration with high cnergy being accepted decreases.

The evolution of the values taken by the parameters ¢q, @1, ¢y and &3 also
exhibited this trend. A plot of the values taken by ¢, versus those of ¢, at
high temperatures (T = 2.0, Fig. 7.6A) shows a uniform distribution. At this
temperature, the system explored the cnergy landscape, and thus the values taken
by the parameters randomly span their whole variation ranges. A similar plot at
a lower temperature (7' = 0.17, Fig. 7.6B), shows thal the parameter values are
now somewhat confined, reflecting the localisation of the system in configurational
space. [Finally, at the lowest temperatures (T = 0.01), the system is stranded in
the global minimum, and the parameter values are completely localised (Fig.
7.6C).

Parameter localisation was also ohbserved by looking at the histograms of the
values taken by each parameter in accepted configurations as the temperature de-
creases. At high temperatures (7' = 2.0, Fig. 7.7A-D, dotted lincs), the accepted
configurations have parameters randomly distributed over their variation ranges.
At lower temperatures (27 = 0.17, Fig. 7.TA-D, dashed lines), the values taken by
the parameters in accepted configurations have localised distributions. These dis-
Lributions hecome even narrower for lower temperatures (1" = 0.01, Tig, 7.7TA-D,
solid lines), for which a total localisation of the parameiers at the configuration

with minimum energy is apparerl.

Meanwhile, the values of the variables, such as xx, d and s, 2 also evolve
with temperature. At high temperatures, the variables explore a wide range of
values, limited only by the allowed configurations. For instance, at 7' = 2.0, fthe
sedimentation coeflicient s, 2q varies between 2.9 S and 3.35 5, and thus takes all
accessible values given the ranges of variation of the different paramelers defining

a configuration {Fig. 7.8B). The fluctuations in the variables, and thus their
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T=2.0

T=0.17

T=0.01

Figure 7.6: Demonstration of parameter localisation. Plots of the values taken by ¢y wersus
those of &1 at temperatures (A) 2.0, (B) 0.17, and (C) 0.01, for o single run in the 59-X family

of simulations.
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7.4 Results
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Figure 7.7: Histograms of the values taken by the parameters (A) ¢1, (B) 41, (C) ¢z and (D)
&3 at temperatures T = 2.0 {dotted lines), ' = 0.17 (dashed lines) and T = 0,01 (solid lines},
for a single run in the $9-X family of simulations.
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7.4 Results

standard deviations, diminishes with decrcasing temperatures, and takes their
final values once the configuration having minimum energy has been found. This
behaviour in the tomperature evolution is observed for all variables (Fig. 7.8A-C).

Idensifier 15 Py by F

in silico oQ° 90° 0° -

S9-H 0l44+1.8° 88.8 4- 1.8 o7 5.8
SG-F 850.2403° 189.74045%| 4.3 £3.2° | 2.7
S9-X 90.2+0.134° | 89.7+0.23° | 26+£1.9° | 1.83
S9-11X 90.140.1° | 89.8+0.15°1 1.4408° ;0.93
SO-HXF | 90.09 & 0.00° | 89.8 £ 0.15° | 0.8%:L: 0.5° | 0.63

Table 2. Final parameter statistics for 39 runs using the blghstructure,

The ellectiveness of each individual technique to retrieve the original param-
eters giving risc to the two bulged DNA structures, blg9and bigl4, was first
evaluated. The F-value (defined in section 7.3.7, the & configuration being here
the configuration defined by the parameters generating the in silico structures of
blgd and blgld) provides a measurc of the effectiveness of a family of simulations
in retrieving the original configuration. In all cases, the structure of blgd was
properly reconstructed (Table 2). Simulations employing only Lthe SV9 daltaset
was sufficient to obtain structures that resembled, at low-resolution, the structure
of blgd generated n silico (Fig. 7.9A-C, dotted lines, and S9-H in Table 2). This
occurred also when only the FRETS or the SAXSY datasets were employed sep-
arately. In the case of the FRETDY dataset, the final parameters alse agreed with
the parameters of blg9, but with lower F-value and uncertainties {7.9A-C, solid
lines, and S9-F in Lable 2}, Tinally, the final parameters obtained by nsing the
SAXSY dataset had the lowest i-value and uncertainties {(V.5A-C, dashed lines,
and S9-X in Table 2).

The combination of two techniques not only reduced the uncertaintics of the
final parameters but also decreased the F-values (Fig, 7.9D-F, dashed and dotted
lines, and S9-HX in Table 2). This trend was even more pronounced when three
datasets, SV0, SAXSY and FRET9, were employed in the reconstruction process
(SY-HXT in Table 2, and Figs. 7.9D-F, solid lines, and 7.12A). When combining
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Figure 7.8: Values taken by (A) xx, (B) swzo. and (C) 4 as a function of the annealing

=]

temperature lor a single mn in the (A) S9-X, (B) S9-H. and (C) S9-F family of simulations.
Vertical bars represent the standard devialion of the values taken by cach variable at a fixed

temperalure, whereas dashed lines indicate their limits of variation.
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7.4 Results

techniques, the configuration with minimum energy was also found in a smaller
number of annealing cycles (data not shown).

The robustness of the reconstruction method in retrieving the original param-
eters was evaluated by applying different levels of noise to the simulated scattering
data. Two additional SAXS simulated datasets, with noise added at 2000 and
4000% of the simulated experimental uncertainty, werc produced (SAXS9; and
SAXS9y9, Fig. 7.4B). Families of runs, nsing these SAXS datascls, cither alone
(S9-X-20 and SY-X-40) or in combination with the SV9 and FRETO datasets
(S89-HIX-20 and S9-HXF-20), were performed. Tn hoth 59-X-20 and 59-X 40, the
original parameters were retrieved in all the performed runs (Table 3, Iigs. 7.10).
As expected, not only the difference betwceen retrieved and original parameters
(resulting in higher F-values) but also the paraneter uncertaintics angmented
with increasing noise levels. As seen before, lhe inclusion of more datasets im-
proved the reconstruction process. When the SAXS9, SV and FRETI datasets
were combined, the I-value decreased and the uncertainties in the parameters
were reduced, with respect to using only the SAXSy, dataset (S9-HXT-20, Table
3, Fig. 7.10, solid line). Even with large noise levels, the reconstruction process
was successful in retrieving the in silico structures of blg9 (see superpositions of
in silico and reconstructed structures in Fig. 7.12B-C). This demonstrated the
robustness of the method with respect to the introduction of high levels of noise

i the datasets.
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7.4 Results

“Identifier | Pl Wl _ 'ﬂé _ F
in silico 9(° 90° 0°
59-X 90.240.14° | 89.7+£0.23° [ 2564+1.9° ¢ 1.85

S9-X-20 | 90.9%0.8° | 89.4+06° | 55+3.9° | 3.76
$9-X-40 | 91.2:L1.3° | 89.1£15° [7.9+42° | 53
S9-HXF-20 | 90.3%£0.2° | 89.940.14° | 2.6 +1.6° | 1.74

Table 3. Final parameter statistics lor simulations using blg9 with dilferent
noise levels.

Several families of simulations were performed by using different combinations
of the blgld simulated and experimental datasets. The reconstructions performed
using only the FRET'14 dataset could not retrieve the original parameters (S14-F,
Table 4, Fig. 7.11, dashed lines). A similar failure was obscrved when the SV14
dataset was used alone (Si14-H, Table 4, Fig. 7.1, thin dotted lines). These
failures are reflected in large -values. Without any other constraint, there were
far too many conformations for blgl4 having an end-to-end distance of 135 A or
a sedimeniation coeflicient of 3.32 3, resulting in different runs producing very
different final values for the parameters. This representecd a typical case where
the coergy space defined by the datasets is degenerate {contains several minima),
resulting in many conformations fitting the datasets equally well.

On the contrary, when using only the SAXS14 dataset, the retrieved param-
gters converged towards the original ones. This is reflected by a dramatic redue-
tion in the F-value (S14-X, Table 4, Fig. 7.11). When simultaneously using the
SAXS14, FRET14 and SV14 datasels, there was only a marginal improvement in
the F-valuc and in the parameter uncertainties (S14-HXF, Table 4, Figs. 7.11).
'This, again, manifested the existence of many conformations of bigld that equally
it the FRET14 and SV14 datasets. Apart from a systematic deviation in the
final value of 43 with vespect to thal in the #n silico structure, the reconstruction
process of blgld was successful (Fig. 7.12D),
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7.5 Discussion

[dentifier ¥l iy Wl I
. silico 90° 90° 1807

S14-H 70 - 40° 96 4- 6° 81+ 7° GG
S14-T 123 £ 29° | 56237 85 &£ 9° 65
S514-X 917 0.6° | 88.840.7° | 158.9+1.3° | 12.4
S14-HXF 1 91.6 £0.7° | 886 £1.3° | 159.7 £ 2.7° | 11

Table 4. Final parameter statistics for simulations using bigl4 .

7.5 Discussion

In this chapter, a general methodology that can be used o reconstruct the low-
resolution solution structure of a macromolecular complex from several sources
of experimental data has been presented. The macromalecule is firstly divided
into domains for which structural data. is available. The domains are combined
by using & small number of paramecters to produce a conformation of the macro-
moleeule. The algorithm reconstructs the low-resolution shape ol the macro-
molecule by finding the relative positioning of each domain so that a number
of solution properties (SAXS/SANS profiles, SV and FRET data) are simultane-
ously satisfied. The assembly of the structure of the macromolecule in terms of its
domains lias been implemented in a generalised manner, so that the methodology
can he applied to a large variety of problems. The MC/SA algorithm employed
to scarch for the best conformation is easily scalable to problems wilh large num-
bers of domains. The procedure was validated against two DNA bulged samples
with very different overall conformations. The conformations of the two sam-
ples were generated in silice from previous data (Dornberger et al., 1999; Gohlke
et al., 1994; Stulumeder et al., 2000) by using two sets of values for the parameters,
SAXS, SV, and FRET data were simulated from these in séilico structires. The
methodology was tested by nsing different combinations of the SAXS, FRET and
SV datasets to restore the original in silico structures of the macromolecules.

In the majority of cases, each individual dataset, when used scparately, was

able to restore the original parameters. The combination of more than one dataset
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Vea
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Figure 7.11: Tinal results for simulations using blgld. {A}-(C) Angles 4h1a, P2y and s for
S14-F {dotted line), S14-H (thin dotied line}, $14-X (solid line, filled boxes), and S14-HXF

{dashed line, crosses).

180 ;
170 | A
160+ \
ot /o
140 | / }
130 }
120 |
110 1
100

0 |

100 (-~
90 |
80 +
70
60
50 r
40
30

20

180
160 |
140 |
120 |
100
8o |
60 |
40

20 .

Run #

174

%

|
o
1

¥
e
<




7.5 Discussion

>|

y

Figure 7.12: Final reconstructions of blgd and blgl4. Each panel contains the high-resolution
in silico model of blg9 (panels A-C) or blgl4 (panel D) as blue sticks and a reconstruction with
the final average parameters from simulations (A) S9-HFX, (B) S9-HXF-20, (C) 59-X-40 and
(D) S14-HXF (in red).




Y.5 Discussion

was shown to produce hetter restorations, in that the final restored paramcters
were more similar to those used for the én silico simulation ol the original struc-
tures of the bulges (lower F-values). T'he uncertainties in the values of the param-
eters in the final reconstructions were shown to diminish as more datasets were
used for the restoration process. The introduction of noise in the original datasets
produced similar restored parameters, but with higher F-values and uncertain-
ties. All in all, the method was able to restore fhe original in sifice structures

cven when a considerable amount of noise was introduced into the datasets.

In most, but not all cases, the use of multiple datasets considerably improved
the restored parameters. The ability to simultaneously {it multiple datasets gen-
erally resulted in a reduction of the parameter uncertainties and a decrease in the
F-values (improved restored parameters). In any case, the implemented method-
ology provides a single integrated framework for finding the solution contorma-
tions that would potentiaily fit any individual dataset. in cases where the avail-
able datasets, when fitted individually, predict several possible models for the
conformation of the macromolecule, the global modelling approach implemented
in this algorithm allows one to find the mode] that simultancously satisfies all the
datasets. The fact that a single model [its, al the same time, a range of datasets
increases its likelihood to represent the real conformation of the macromolecule
in solution. In some circumstances, the values (or the paramcters predicted by
different datasets might be contradictory. In such cases, it is very important to be
able to fit the datasets individually and to manually compare the results provided
by each dataset.

SAXS ab inilio restoration methods are uniqucly suited to producing low-
resolution reconstructions of macromolecules whose structure is unknown. For
simple shapes, different abd indtio restorations usually diffcr only in minor details.
In these cases, the reconstructed models can be superimposed and averaged in or-
der to find the consensus reconstruction (Heller et al,, 2003; Kozin and Svergun,
2001). In some cases, however, the restoration process produces very difierent
reconstriictions that [t the SAS data equally well (Heller et al., 2003; Rosen-
zwelg et al., 1993; Volkov and Svorgun, 2003). Some of these models would in

fact be false positives. Volkov and Svergun (2003) recently showed that ab initio
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Figure 7.13: Three views of various superimposed DAMMIN reconstructions of blg9 and
blgld. Each panel contains the high-resolution in silico model of blg9 (panels A-C, blue lines)
or blgl4 (panel D, blue lines) and four DAMMIN reconstructions (represented as yellow, cyan,
orange and green beads) from the datasets (A) SAXS9, (B) SAXS9,, (C) SAXS949 and (D)
SAXS14.
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7.5 Discussion

reconstruction methods are able to reconstruct shapes with small anisometries
and, sometimes, with voids. Shapes with larger anisometries or smaller voids
often cannot be reconstructed at all, even if the reconstruction process is stable
(i.e. always reproduces a similar shape). For this situation, there is no method
currently available thal would systematically sort the reconstructed models into
families of similar models, or that would provide a reliable measure of the prob-
ability of certain models/families of models being false positive reconstructions.

DAMMIN (Svergun, 1999), arguably the most recoguised ob tnitio recon-
struction method, was applied to the SAXS9, SAX S, SAXS9,; and SAXS14
datagets in order to tesl its ability to reconstruct the original n sifico models.
DAMMIN was able to reconstruct the blgd model when using the noiseless SAXS9
datasct (Fig. 7.134). Iowever, the reconstructed models dillered greatly from the
structure of blgd when the noisy datasets were used (Fig. 7.1313-C). Stmilarly,
DAVMMIN was unable to reconstruct the structure of blgld (Fig. 7.13D). These
simulations demonstrate the inability of this eb indtie reconstruction method to
deal with relatively complex macromolecular conformations or with data with
considerable noise levels. Based on the study by Volkov and Svergun (2003),
we expect similar findings with other ab initio approaches. The methodology
proposed in this chapter is restricted to cases where previous structural data for
the subunits comprising the macromolecule are available or can be modelled on
the basis of available experimental data. However, it makes full use of these
structural constraints and of several sources of solution properties to reduce the
number of [alse positives ln the reconstruction process, and increase its reliahility.
The method shown here is more suitable than ab inilie reconstruction approaches

for reconstructing macromolecular shapes of complex nature.

The generalised rigid-body algorithm presented here is unsuitable for to the
reconstriction of macromolecules whose crystal structures differ significantly from
their solution conformations. In such ecascs, ab indtie shape deleruination proce-
dures are expocted to produce more reliable rasults.

Ab indtio reconstruction methods are able only to reconstruct particles with
homogeneous eleciron density {atomic density for SANS)}. Accordingly, they can-
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7.5 Discussion

not be used for the reconstruction of macromolecular complexes whose parts are
inhomogeneous, such as protein-DNA or protein-polysaccharide complexes. A
simplified version of the methodology presented here has been recently shown
to produce excellent results when applied to the reconstruction of the solution
conformation of a protein-DNA complex (Nollmann ct al., 2004a}. The ability to
reconstruct inhomogenous macromolecular complexes represents another advan-

tage of this approach with respect to ab initio retrieval methods.
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Appendix A

X-ray scattering by matter

In this section, the principles of x-ray scattoring and the equations for small angle
x-ray scattering (SAXS) shall be reviewed. A more thorough introduction can be
found both in Kratky (1982) and Guinier (1963).

K-rays are transverse electromagnetic waves with wavelengths Lypically rang-
ing from 0.5 to 2.5 A, botween the ultraviclet (2000 A) and the gamma (0.3 A)
regions of the spectrum. In the de Broglie interpretation, electromagnetic ra-
diation can behave both as waves or particles (photons); however, as SAXS is
concerned with interference processes, only the wave nature of electromagnetic

radiation will be manifcsted.

The geometrical optical propertics of x-vays arc rather different from those of
visible light. The index of refraction of most substances shows variations smaller
than 10~ in the x-ray region, and the x-rays are almost not refracted. T'his essen-
tially implies that x-rays cannot be focused by means of typical lenses, but only
by using other methods (e.g. mechanically bent Si monocrystals that. actually
act as x-ray lenses). However, x-rays can be reflected at the total reflection angle
at grazing incidence on a solid medium, provided that its index of refraction is

smaller than unity.

The intensity of a light beam is defined as the flux of energy that crosses a

umnit surface area normal to the direction of propagation per unit time. In the

180




case of a point source, the intensity in a given direction is defined as the flux of

energy emilled by the source in that direction per unit solid angle per unit time.

A number of processes are responsible for the deercase in beam intensity that
occurs when x-rays travel through matter. The x-rays can be either scattered
(ie dispersed) or absorbed. In addition, the scattering can be elastic or inclastic.
In the [irst casc, the photon is scattered by the clectronic cloud surrounding the
atom, and changes its direction, bul not its energy. Inelastic scattering can only
be produced through x-rays interacting with matter by Compton processes. In
this case, the photon interacts with an electron, changing its energy and momen-
tum. As a result, the photon changes its own energy and direction of propaga-
fion, and thus the process is incoherent and inelastic. It is worth mentioning that
photons scattered by Compton processes cannot interfere (they have different
wavelengths and phases), and so their conbribution to the final intensity is simply
additive.

Last but not least, the pliolon can be absorbed by the sample. In this case,
an atom in the sample absorbs the photon and gets excited (photoclectric effect).
Upon de-excitation the atom emits either an electron (Auger effect) or an x-ray

with lower energy than the absorbed one (i.e. x-ray fluorescence).

A.0.1 Interference and scattering profile

Since SAXS is concerned with waves elastically scattered at very small angles
with respect to the incident radiation, only elastic coherent dispersion will be
considered (i.e. Compton processes will not be taken into account). ‘U'his implics
that the final scattered amplitude can be calculated as a sum over all the photons
scattered by different parts of the sample (Guinier, 1963). The intensity is then

the complex module of the scattering amplitude.

If Age™! is the amplitude of the incident electromagnetic field at the origin of
coordinates (O) (Fig. A.(0.1}), the amplitude of the scattered wave at a distance

r at time £ can be expressed as
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Figure A.1: Scheme of a scattering process by two point centres.

F(F.t) = fAg elt=hn-y,

where w is the frequency of the incident wave, k the Poynting vector of the
scattered light, ¥ the scattering phase shift, and f the scattering factor, which

generally is a function of the angle between the incident and the scattered waves,

The iuterference term between two waves that were scattered by the sample
at O and M will be now considered. The directions of the incident and scattered
waves will be S5 and § (Fig. A.01), respectively {Guinier, 1963). If we assume
that the phase shift ¥ is the same for both scatterers!, the interference term will
be proportional to the product of the scattering amplitude coming trom O and

the complex conjugate of the amplitude of the wave scattered at M, i.e.

1This assumplion is valid even il the scaitering atoms are different, and breaks down only

in exceptional cases.

182

<%




B R BT S T T P b4

interference ox FyFy oc gilwhmwia)—ilbari—bar) (A1)

PR

The incident wave needs t; — 1 more time to get to M than to get to O,
Taking into account that w = ke {dispersion relation), this term can be rewritten
as ty — & = k{(mM), where mM is the distance between m and M (Fig. A.0.1).
If we define the vector joining O and M as d, the first phase term in Eq. A.1 can

be expressed as
w(h - 152) = —k‘dSU
Meanwhile, the sccond phase difference arises from the increased dislance (i.e.

Mn) that the wave scattered at M has to travel with respect to the onc scatiered
at O. Considering that kﬂl = 1;2 = kS and 1 — T = d-.: the spatial phase difference

can be rewritlen as

Finally, the total phase diflerence can be written as 30

(S — So)

= —2md.
¢ 27 3

where A\ = % is the wavelength of the incident radiation. If we define § =

27(§ — Sp)/, then the interference term can be expressed as

P A ST S S S W
SRS FVr PRI RS ST et

fFoe‘i(,‘r i ngeig'd-

The vector & plays a very important role in scattering theory. If we define the

i P2 s e
AU, 7 T

angle between the incident and the scattered radiation as 20, and by Laking into
account that cos(28) = cos*(8} — sin*(8), the modulus of  can be shown to be :
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5= —siné
S A Ja s

By using the same reasoning, it is possible to deduce the interference terin

from N scattercrs

N
Fy(5) = Ry ) fie'™"

im=}

It will now be convenient to consider the continuwous limit, because of the
enormous number ol scattering electrons present in a sample and the fact that
electrons are not localized in space (Kratky, 1982). If we define p(F) as the
number of electrons per unit volume, the volume clement dV at position 7 will
now contain p(7) dV electrons, and the previous equation can be written as

F(5) = / p(F) ' ¥ dV (A.2)

where the volume integral runs over all the particle volume., Now, the intensity
is the complex square of the scattering amplitude and can be thus be written as
{Kratky, 1982)

)= ke = / / p(i7) plr3) e V1D gV 4V,
Expressing the clectron density p(7) by its mean g and its fluctuations Ap

p(F) = () + Da(),

with

o) = [ serav, (A3)
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and taking into account the large dimension of the scattering volume, the scat-

{ered inkensity can be rewritten as

1(3) = / / Ap() Ap(3) @50 ) gV v (A4)

This Fourier integral involves the relative distance 7 = (] — %) for every pair
of points, and it is then convenient to divide the double integral into two parts:
first integrating over all pairs with equal relative distance, and then integrating
over all relative distances, including then the phase factor. In order to do that,
it is necessary to introduce the aulo-correlation function

1 - -
W) =55 [ ) Aol -7 a4, (A.5)

where V is the particle volume. The auto-correlation function ~{7) can be
interpreted as the average of the product ol two fluctuations at a distance
r = |F{ — 73| =ronsient (Debye and Bueche, 1949), that is to say

b

(7)) =< n(r1)n(3) > .

In terms of 4 the intensity is now

Hg:v/wﬁé”@t (A.6)

As small angle scattering only measures the photons scattered at very small
angles (~ 3—5°) with respect to the incident beam, and as the particles in solution

have no preferential orientation, further simplifications can be introduced.

From the isotropic particle distribution it follows that the autocorrelation
function will only depend on r, and not on ity direction. In addition, the isotropic

average of the phase term in A.G will be reduced to {Debye, 1915)
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. sin{sr
< e >all directions™ ( )
ST
by means of which Kq. A.C can be rewritten as
4w 2 i ST 4 ' WY e \
I(s) = 7 Al y(r) e dr =dmw | p(r)e" " dr. (A7)

where p(r) = 72V 4{r) is the pair distance distribution [unction. For inhomoge-
neous particles, the p(r) function is proportional to the product of the different
scattering lengths nin; (with n; = Ap(f} dV;) of two volume elements § and j
with a centre to centre distance between » and r + dr, summing over all pairs at
that distance. For the discrete case, this reduces to

1\'
]~ — - — — v
plr) = 4= >~ Ap(Ap(FS (I — 75 — ), (A.8)

i,j=0

where N ig the number of electrons in the particle, and d(a — b) is Kronecker’s
d-function that is one when o = b and zero otherwise.

For homogeneous particles things are less complicated, and the p{r) function

reduces to

N
1 - - .
p(r) = pp > 8 — 75— ), (A.9)

1,5=0
that is to say, a histogram of distances between pairs of points in the particle.

A further description of SAXS and its applications can be found in Section
3 )

PN
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Appendix B

Developed computer programs

B.1 Summary

This chapter will give a brief description, when this has not been done in any of
the chapters above, of the computer programs developed throughout this project.
All the programs have been developed in the C language and run 1inder the Linuy
platform. Working versions can be found in the CD attached to this thesis, and

further information will be available on request.

B.2 PDB2O0rigin

This program trauslates a structure so that its centre of mass (CM) is at the
origin of coordinates., This routine also determines the maximum inter-atomic

distance (Da4x) in the structure.
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B.3 PDB2MainAxis

B.3 PDB2MainAxis

This program rotates a structure so that its main axes of inertia are located in
the directions defined by the coordinate axes (zyz). Several routines from (Press
et al., 1995) were employed to develop this program.

B.4 gaussian-shape

The PDB structure is loaded and PDRBZ2Origin and FDB2MainAzis are invoked.
The structure is then enclosed in a box of size 1.8y, which is divided into a
3D array of smaller cubes (voxels) of side dz. The total number of voxels in the
box is defined as Njoyypg, where Npoiyrs = 1.3Dyax /de. The coordinates of
each atom ¢t (7} in the structure are used to determine which voxel (7, 7, &) in the
lattice it occupies. The contribution made by an atom ¢ to the Gaussian electron
density (p) at a voxel (4, 7, k) is calculated by

£ Ap} = S0y 9 :

Pigh = o exp (=7 |7k — /o], (B.1)
where p{ is the electron density of atom ¢, oy is the van der Walls radius of atom
t, A is a constant, 7 ;5 is the coordinatc vector pointing to the cenlre of voxel
(i,7,k), and 7, is the coordinatc vector of atom ¢. After looping over all the
atoms, the total Gaussian electron density p for each voxel (7, 7, k) is obtained by

N
- t
Piik = sz‘,j,kf
=1

where N is the total number of atoms in the original PDB structure. Then, g
is thresholded so that

Qif 2ok < Oy
pi . otherwise

Pigke = [ (B.2)
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B.5 volumePDB

where 6, is a user-defined (hreshold. Finally, several expansion-contraction cycles
(6 — 10) of the p matrix were performed as in Clerstein (1992); Lee and Richards

(1971) in order to fill holes and cavities in the gaussian electron density.

B.5 wvolumePDB

The program loads a bead model or high-resolution structure in PDB format,
calls PDB20rigin to translate it to the origin of coordinates and POBEMainAxis
to align its main axes of inertia with the coordinate versors. Then, it invokes
gaussiun-shape to obtain the Gaussian electron density i, and calculates the

total number of occupied voxels (IV,, 1. e. voxels with nonzero electron density).

‘I'ne volume of the macromolecule can be estimated as

V = N, x da®.

B.6 PDB2average

The program PDB2average is designed to load a number g of structures (ci-
ther bead or high-resolution models) and obtain from them a consensus average
clectron density. The program assumes that the models have been alrcady su- :
perimposed. At fivst, all the different structures are loaded and their Gaussian i
clectron densities calculated, as described above. Then, the global Caussian elec- |
tron density is obtained by averaging of the individual electron densities. Finally,
the global electron density is thresholded by a value chosen by the user, and
one atom is placed for every node containing a non-zero electron density. Alter-
natevely, the gloabl Gaussian electron density is populated with a user-defined
number of atoms by using a Moute Carlo strategy.
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B.7 Overlap removal routines

B.7 Overlap removal routines

A few routines were developed for the quantification and removal of overlaps
and voids from bead models. These routines are employed in the program
PDB2overlap but are also used by other programs.

B.7.1 Quantifying overlaps

The overlap between any two beads in the structure (¢, 7) is estimated as

Gi = By + R — 7 = 7], (B.3)

where I7; is the radius of bead j, R; is the raclius of bead ¢, 7; arc the coordinates
of bead § and 7} those of bead 7. By looping over all pairs of beads in the structure,

the total number of overlaps 18 counted as

,
overiaps

9( ..‘i,.‘i - @),

.M2
JE

i=1 j=1

where N is the number of beads, 8() is the Heaviside function, and © is a threshold
usually set at 0.01 4,

B.7.2 Eliminating overlaps

This routine reduces the overlaps over the structure in an asynchronous manner.

The steps are as follows. (1) T'he matrix ¢;; is calculated. (2) The overlaps are

sorted in ascending order and the radii of those atoms 7,7 with highest overlap
are reduced by

Ri=RixT, Bj=R;xI
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B.8 necwAtoB

where I' is an overlap reduction factor, usually 0.99. This reduction is only applied
o beads with a radius higher than a predefined minimum vadias, usually 0.5 A.
(3) If the number of overlaps is nonzexo, the procedurc restarts at step (1).

Finally, after there arc no wore overlaps in the bead modecl, a tangency cri-
terium is applied. The radius of each bead 4 is incremented until its overlap with
any of its neightbours is exactly zero (as dcfined in Eq. 13.3). This procedure is
repeated for each Lead 4 in the structure in order to reduce voids.

B.7.3 PDB2overlap

This program integrates the routines above. PDB2overlap loads a bead model,
which consists of N bead coordinates (73) and radii {R;), estimates the overlaps

and eliminates (hem, if necessary.

B.8 newAtoB

NewAtoD was developed in order to grid a structure of a macromolacule on a
cubic lattice, thus producing a so-called bead model with reduced resolution.
This computer program was systematically employed to reduce the resolution of
high-resolution models when performing hydrodynamie calculations. A detailed

description can be found in Section J.3.1.

B.9 namotZscript

The program generates scripts in NAMOT (Tung and Carter, 1994) scripling
language, each coding for a particular DNA structure. The iuputs of the program
are; the choosen model, the range of the parameters that is to be explored, and
the number of structures in the chosen parameter range. The output file can be
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B.10 domain-rot

directly run in NAMOT, which gencrates a geries of PDB models that are then
processed through CRYSOL, CRYSON or HYDROPRO in order to calculate

their scattering and hydrodynamic properties.

B.10 domain-rot

The hypothetical structure of a macromolecule is divided into n domains, for
which structural data is available. Domain-rot produces myriad instances of the
structure of the whole macromolecule {rom the structures ol its composing do-
mains by using & small number of parameters. The permitted franslations and
rotations of these domains, as well as the ranges of variation of the parameters
are specified by the user. Tor every given conformation of the macromolecule,
domain-rot predicts its scattering profile (using CRYSOT or CRYSON) and cal-
culates the y-values that the simulaled scattering curves produced when fitted to
the experimental data, The minima are found by visual inspection of the contour
plots of x versus the varied parameters. These minima represent the structures
of the macromolecule that best fit the experimental scattering data.

B.11 rayuela

This program uses generalised rigid-body modelling, combined with a Monte
Carlo/simulated annealing optimisation method, to search over a large range of
possible conformations for the structure of the macromolecule that best fits solu-
lion experimental properties derived from experimental or simulated small angle
scattering, {luorescence resonance energy transfer, and analytical ultracentrituga-
tion datasets. A detailed description of the algorithins involved in making this
program can be found in Chapter 7.
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