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Abstract 

  Increasing concentrations of CO2 are being released into the atmosphere from 

anthropogenic sources which consequently dissolves into the ocean creating 

carbonic acid.  The effect of this is to decrease seawater pH and change the 

composition of marine carbonate chemistry as a whole.  In certain areas of the 

world’s ocean, there is already a substantial natural variability in carbonate 

chemistry which, in some cases, can exceed the projected figures for long-term 

anthropogenic acidification. This is especially true of coastal areas which can be 

subject to increased human activity but also a larger variation of naturally 

forced biological activity and hydrographically induced fluctuations of water 

column properties.  Anthropogenic acidification will therefore be layered on top 

of this natural variability and this could have potentially adverse effects on the 

marine ecosystem. Studies of coastal areas can aid in ocean acidification 

research by highlighting how organisms cope under the decreasing levels of 

alkalinity.  Because of this, it is vital that we characterise and quantify the 

drivers of the natural patterns in the marine carbonate system as well as the 

anthropogenically forced changes that are now evident.  Partial pressure of CO2 

(pCO2) is one of the most important parameters to be measured in conjunction 

with ocean acidification and carbonate chemistry research.  High frequency 

temporal and spatial measurements of pCO2 will provide some understanding of 

the fluxes and their variability and forcing parameters.   

  To aid the investigation into natural variability of coastal carbonate chemistry, 

pCO2 sensors are an invaluable tool for ease of in-situ data collection.  However, 

these sensors can require not only specific expertise of utilisation but are also 

inaccessible to many due to high cost. In lieu of an expensive sensor, the most 

common way to measure pCO2 in seawater is with discrete sampling of water 

and subsequent analysis for two of the three parameters of the carbonate 

system (dissolved inorganic carbon (DIC), Total alkalinity (AT) or pH) which is 

then used to calculate a final pCO2 value.  This method requires a substantial 

amount of cost, time and labour to not only retrieve seawater from depth, but 

also employ precise expertise in analyses with each step being potentially 

fraught with human error.   
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  This research addressed these issues by developing a low-cost, easy-to-use 

sensor which efficiently and accurately measured coastal marine pCO2.  This 

required a research and development stage where the sensor and housing design 

was tested at The University of Glasgow (Chapter 2 and 3) and also deployed in a 

temperate (Chapter 4) and tropical (Chapter 5) field environment.  Seawater 

samples were also taken and their carbonate chemistry analysed in conjunction 

with sensor readings to calibrate and confirm the accuracy of the sensor.  Along 

with the developed sensor and the collection of in-situ pCO2 data, other marine 

variables were also measured (pH, dissolved oxygen, chlorophyll, salinity, 

temperature, depth, photosynthetically active radiation, dissolved inorganic 

carbon and total alkalinity) to obtain a characterisation of the areas and an 

analysis of the drivers behind these variables. 

  The observed variability in the temperate area of Caol Scotnish, Loch Sween, 

Scotland was shown to be highly dependent on biological activity and the tidal 

action which exchanged different water masses into and out of the site.  The 

observed variability in the tropical area of El Quseir, Egypt was shown to be 

highly dependent on biological activity, temperature and weather events.  The 

sensor coped well in characterising the concentrations of pCO2 in both sites.  

There is a larger fluctuation of pCO2 in the tropical site than compared with the 

temperate site which is dictated by the relative hydrography in each area and 

the particular weather conditions experienced. 

  This research provides industry, scientists and interested parties with a means 

of monitoring pCO2 levels in the marine environment in an efficient, easy and 

low-cost manner and contributes to the demand for the development of these 

sensors to monitor anthropogenically-forced global change which is layered over 

already in-flux natural carbonate chemistry.
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Definitions and abbreviations 

AIRICA   Automated Infrared Inorganic Carbon Analyser 
ASH   Aragonite Saturation Horizon 
AT   Total alkalinity 
B(OH)4

-  Tetrahydroxyborate 
B(OH)3   Boric acid 
c   Concentration of CO2 
C2H4O2   Acetic acid (molecular formula) 
C12H14Br4O5S  Bromocresol green 
Ca2+   Calcium ion 
CaCO3   Calcium carbonate 
CCS   California Current System 
CCS   Carbon capture and storage 
CH3COOH  Acetic acid (structural formula) 
Chl-a   Chlorophyll-a 
CO2   Carbon dioxide 
CO3

2-   Carbonate ion 
CRM   Certified Reference Material 
DIC   Dissolved Inorganic Carbon 
DO   Dissolved Oxygen 
DOM   Dissolved Organic Matter 

ENSO   El Niño Southern Oscillation 
f(CO2)   Fugacity of carbon dioxide 
GND   Ground 
GSS   Gas Sensing Solutions 
H2CO3   Carbonic acid 
H2O   Water 
H3PO4   Phosphoric acid 
HAc   Acetic acid 
HCl   Hydrochloric acid 
HCO3

-   Hydrogen carbonate ion (bicarbonate ion) 
HgCl2   Mercuric chloride 

Id   Intensity of radiation at 4.25 µm 
Io   Intensity of incoming radiation 
IPCC   Intergovernmental Panel on Climate Change 
IR   Infrared 
ISFET   Ion Selective Field Effect Transistor 
K(x)   Equilibrium constant 
l   Length of optical path from source to detector 
MCU   Microcontroller 
MISO   Master Input Slave Output 
MOSI   Master Output Slave Input 
N   Nitrogen 
NaCl   Sodium chloride 
NCM   Net Community Metabolism 
NCP   Net Community Production 
NDIR   Non-dispersive infrared 
NiMH   Nickel metal hydride 
OA   Ocean Acidification 
OH-   Hydroxide 
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PAR   Photosynthetically Active Radiation (µmol photons m-2 s-1) 
pCO2    Partial pressure of carbon dioxide 
PIC   Particular Inorganic Carbon 
POC   Particular Organic Carbon 
PP   Primary Production 
ppm   parts per million 
PTFE   Polytetrafluoroethylene 
PWM   Pulse Width Modulation 
QICS   Quanitfying Impacts of Carbon Storage 
RTC   Real-Time Clock 
SCL   Serial Clock Line 
SCLK   Serial Clock Line (output from master) 
SCUBA   Self-Contained Underwater Breathing Apparatus 
SDA   Serial Data Line 
SOP   Standard Operating Procedure 
SPI   Serial Peripheral Interface 
SS   Slave Select 
SST   Sea Surface Temperature 
SW   Seawater 
T-S   Temperature-Salinity 
TTL   Transistor-Transistor Logic 
UV   Ultraviolet 
α   CO2 absorption coefficient 
Ω   Calcium carbonate saturation 
ΩAr   Aragonite saturation state 
ΩCa   Calcite saturation state 

µatm   micro atmospheres
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1 General Introduction 

1.1   Background 

  Marine ecosystems are under threat from the potentially damaging 

consequences of anthropogenic climate forcing (e.g., Andersson et al., 2008; 

Caldeira and Wickett, 2001; Doney et al, 2009; Hoffmann et al., 2010; Johnson 

et al., 2013).  Greenhouse gas concentrations in the atmosphere from 

anthropogenic sources have risen unprecedentedly in the post-industrial period 

and are higher than at any time in the last 800 000 years (IPCC, 2014).  These 

levels along with other anthropogenically forced factors are “extremely likely” 

to be the main driver of climate change since industrial times (IPCC, 2014). 

  Carbon dioxide (CO2) is a vital component of the global carbon cycle and for 

the oceanic system as a whole.  Carbon contributes to important biological 

processes within the ocean in the form of CO2 gas.  CO2 is found in the oceans in 

a gas phase which is in equilibrium with the concentration of dissolved carbon 

dioxide.  This is known as the partial pressure of CO2 (pCO2).  The recent 

increasing concentrations of atmospheric CO2 is changing the physical, biological 

and chemical characteristics of the marine environment and causing the oceans 

to become less alkaline (IPCC, 2014).  This process is called ocean acidification 

(OA) and can have potentially damaging effects on marine ecology and the 

health of the oceans. 

  If this process continues unmitigated then it is projected by the year 2100 that 

there will be a decrease in oceanic surface water pH of between 0.14 and 0.35 

units (Meehl et al., 2007; Orr et al., 2005; IPCC, 2014).  Since pre-industrial 

times the global average concentration of CO2 in the atmosphere has increased 

from ~ 280 ppm to ~ > 400 ppm recorded at Mauna Loa, Hawaii in May 2016 as 

shown in Figure 1.2 (Scripps, The Keeling curve) and by the year 2100 this is 

projected to rise to concentrations between 500 to 1000 ppm (Harley et al., 

2006; Hofmann et al., 2010).  The oceans have taken up around 30% of 

anthropogenically sourced CO2 (IPCC, 2014) and predicted levels, based on 

existing trends, suggest that a lowering of pH of the oceans by approximately 0.2 

units will happen over the next 50 years (Johnson et al., 2013).  In both the 

atmosphere and the oceans, the concentration of CO2 is increasing at a rate of 
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approximately 3% per year (Johnson et al., 2013) and the acidity of the surface 

of the oceans has increased by 26% since the introduction of anthropogenic 

industrial practices (IPCC, 2014).  Historical and current CO2 concentrations are 

shown in Figure 1.1. 

 

Figure 1.1:  CO2 concentrations from ice cores (pre-1958) and data from Mauna Loa (post-
1958). (a) present day atmospheric CO2 concentration has reached a record high over the 
past 800 000 years surpassing 400 ppm. (b) CO2 data from 1700 – present. (Figure adapted 
from Scripps Institute of Oceanography https://scripps.ucsd.edu/programs/keelingcurve/)  
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Figure 1.2: An example of daily readings of atmospheric CO2 (on 6
th

 November 2017) which 
are recorded at Mauna Loa Observatory, Hawaii.  Atmospheric CO2 has surpassed an 
average concentration of 400 ppm for the first time in human history and has done since 
2016.  (Figure adapted from Scripps Institute of Oceanography 
https://scripps.ucsd.edu/programs/keelingcurve). 

 

  As well as the high atmospheric concentration of CO2, simultaneously the 

concentration is increasing so rapidly (faster than any natural change that has 

occurred over millions of years) that any adaptations that organisms can make 

may be negated by the rate of change occurring (Bell and Collins, 2008; Gienapp 

et al., 2008; Visser, 2008).  Climate models have predicted that a worst case 

scenario could arise around atmospheric levels of 550 ppm where there could be 

global net dissolution of coral reefs (Silverman et al., 2009).  With the current 

rise of CO2 levels in the atmosphere left unmitigated, it is possible that this 

scenario will arise within this century (Veron et al., 2009). 

  It has become increasingly important to monitor CO2 concentrations in the 

marine environment in an easy and cost-effective manner because of the 

consequences of OA.  For the purpose of this project, an inexpensive sensor was 

developed to monitor the natural variability of pCO2 in marine coastal areas.  

This was also complimented by separate analyses of the wet chemistry of 

seawater samples and measurements of other variables from established 
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sensors, e.g. dissolved oxygen (DO), pH, chlorophyll, salinity and temperature.  

This high-temporal data encompassed both temperate and tropical coastal 

marine systems and has led to a clearer understanding of the various physical 

and biogeochemical processes influencing the fluxes of the marine carbonate 

coastal system and the main drivers behind this natural variability on varying 

time scales, e.g. diurnal, diel and seasonal cycles.   

1.2 Ocean acidification 

  Ocean acidification describes the trend of increasing acidity within the world’s 

oceans spanning long-term timeframes such as decades or longer (e.g., Orr et 

al., 2005; Fabry et al., 2008; Kroeker et al., 2013).   The main cause of this 

increasing acidity is the rising amount of CO2 in the atmosphere from 

anthropogenic sources like the burning of fossil fuels (IPCC, 2014). This CO2 sinks 

into the oceans and changes the existing chemical baseline of the marine 

environment (Orr et al., 2005).  The main driver of gas exchange is the 

difference in CO2 concentration between the atmosphere and the sea.  Along 

with the exchange coefficient, these physicochemical parameters dictate the 

exchange of gas from one medium to another.  Temperature has a large 

influence on this exchange (gas is less soluble in warm water than in cold water) 

combined with salinity and wind strength (Takahashi et al., 2002; Portner et al., 

2005).  There is a discrepancy of CO2 partial pressure between the atmosphere 

and the surface of the water and eventually equilibrium will be reached 

between the two mediums.  Equilibrium is not immediate however, and can take 

approximately a year for the CO2 content of the surface of the ocean and the 

CO2 content of the atmosphere to equilibrate (Dickson and Millero, 1987; Leuker 

et al., 2000).  During this time, it is possible to have discrepancies in CO2 

content between the surface of the ocean and the atmosphere.  Due to naturally 

forced events (as opposed to anthropogenic), the majority of these discrepancies 

on small temporal scales are driven by biological activity (See section 1.3.1, 

page 15) but also hydrographic and topographic factors which dictate ocean 

circulation (See section 1.3.2, page 16).   

  Molecules of CO2 from the atmosphere dissolve into seawater which then forms 

a weak acid called carbonic acid (H2CO3). The acid dissociates into its 

constituent ions (hydrogen ion (H+) and a bicarbonate ion (HCO3
-)).  Therefore, 
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there is a net increase in the concentration of hydrogen ions which will 

consequently decrease the pH and increase the acidity. The majority of the 

hydrogen ions (some will remain as hydrogen ions) will then combine with 

carbonate ions (CO3
2-) to form additional bicarbonate ions (Leuker et al., 2000). 

This therefore results in a decrease in the pool of carbonate ions (see Figure 

1.3).  This has potential consequences for calcifying organisms in the oceans 

because they will not be able to build their shells or tests as easily (See Section 

1.2.1.1, page 9 for further information). 

 

Figure 1.3:  Bjerrum plot or the oceanic carbonate equilibrium curve which shows how 
ocean carbonate chemistry and pH are connected.  Atmospheric CO2 sinks into the ocean 
creating an acid which then dissociates into its constituent ions. (Zeebe and Wolf-Gladrow, 
2001).  

 

  Equilibrium constants are used to describe the relationship between the 

chemical species shown in Figure 1.3 (Riebesell et al., 2010): 
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𝐾𝑂 =

[𝐶𝑂2
∗]

𝑓(𝐶𝑂2)
; 

(1) 

 
𝐾1 =

[𝐻+][𝐻𝐶𝑂3
−]

[𝐶𝑂2
∗]

; 
(2) 

 
𝐾2 =

[𝐻+][𝐶𝑂3
2−]

[𝐻𝐶𝑂3
−]

; 
(3) 

 
𝐾𝐵 =

[𝐻+][𝐵(𝑂𝐻)4
−]

[𝐵(𝑂𝐻)3]
; 

(4) 

 𝐾𝑤 = [𝐻+][𝑂𝐻−] 

(Ko = equilibrium constant, 

 K1 = 1st dissociation constant of carbonic acid,  

K2 = 2nd dissociation constant of carbonic acid,  

KB = stoichiometric equilibrium constant of boric acid,  

KW = stoichiometric equilibrium constant of water) 

(5) 

 

   

  These equilibrium constants are all a function of temperature, pressure and 

salinity (Millero, 2007) and can be used in the calculation of CO2 (see Chapter 3 

for further information). 

1.2.1 Consequences of OA 

  The decrease in pH (see Figure 1.4) and the change of carbonate chemistry of 

the oceans can potentially have far reaching consequences for the physical and 

biogeochemical constitution of marine ecosystems including changes in the 

physiology, growth and reproduction of marine organisms. Therefore, a thorough 

comprehension of the factors behind these fluxes is important for the 

understanding of the consequences of the global rise of CO2 on ocean 

ecosystems.   
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Figure 1.4:  Data from Mauna Loa Observatory showing a rise in atmospheric CO2 

corresponding to a rise in seawater pCO2 and seawater pH (NOAA, 2012).  Purple line shows 
atmospheric CO2 (ppmv), dark blue line shows seawater pCO2 (µatm) and light blue line 
shows seawater pH. 

 

  Models predict that the future repercussions involved with increasing oceanic 

acidity will be large and varied.  In particular, an increase of atmospheric CO2 

from current levels to a stabilised 450 ppm may result in just 8% of coral reefs 

inhabiting waters that can sustain calcification (Cao and Caldeira, 2008).  The 

Arctic Ocean has been highlighted as an area that could be particularly affected 

by high concentrations of CO2.  Gas dissolves more efficiently in colder waters 

and therefore uptake of CO2, compared to warmer waters, will be greater. 

Indeed, models suggest that if the concentrations reach a value above 450 ppm 

CO2, then environments that are corrosive to aragonite (a polymorph of CaCO3 

which some organisms use for calcification along with or instead of calcite, 

another polymorph of CaCO3) are likely to dominate (Steinacher et al., 2009).  

Such conditions have already been documented in certain areas of the Arctic 

Ocean where there has been an increase in sea ice melt which has led to 

conditions where the undersaturation of aragonite prevails (Yamamoto-Kawai et 

al., 2009).  All areas are affected by ocean acidification and not just the 

equatorial, tropical areas which are regularly focussed on within this research 

area.   
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  Most research to date has focused on calcifying organisms and the effects on 

calcification rates but there is also now an indication that ocean acidification 

can have other negative effects on fundamental physiological processes such as 

sexual function and growth (Kurihara, 2008), regulation of body pH (Portner, 

2008), photosynthesis (Anthony et al., 2008; Crawley et al., 2010, Iglesias-

Rodriguez et al., 2008), respiration (Rosa and Seibel, 2008), behaviour (Munday 

et al., 2009), and the ability to buffer other stressors in the marine environment 

(Hoegh-Guldberg et al., 2007; Hutchins et al., 2009; Portner et al., 2005). 

Studies have shown that lower invertebrates may be particularly susceptible to 

increasing marine acidification especially during early stages of development 

and life-history (Portner, 2008).  In laboratory perturbation experiments, when 

pCO2 concentrations were raised from 360 to 10360 µatm, echinoderm 

fertilisation rates lowered (Kurihara, 2008).  The relevance of using such a high 

concentration of µatm however is to be questioned as it is unlikely that any 

organism would survive these levels. A reconstruction of actual extreme 

concentrations that are predicted in the future would be of more use in OA 

research. When pH lowers by 0.4 units (this is the extreme limit of future 

predictions of acidification by 2100), there was a reduced success rate of 

fertilization of echinoderm eggs (Havenhand et al., 2008).  Larval deformities 

and irregularities occurred in bivalves and echinoderms grown in treatments of 

1000 and 2000 µatm (Kurihara, 2008).  This also occurred in brittle stars larvae 

exposed to three levels of pH between 8.1 and 7.7 (Dupont et al., 2008).  When 

the pH decreased by 0.2 units, brittle star larvae mortality increased from 30% 

to 100% (Dupont et al., 2008).  Mollusc larvae metamorphosis, growth and 

survival rate all decreased when exposed to pCO2 levels of 650 ppm (Talmage 

and Gobler, 2009).   

  Ocean acidification has the potential to alter fundamental ecological factors 

like the abundance, composition or predation of certain species and therefore 

fundamentally changing marine ecosystems as well as producing a number of 

indirect effects.  In dynamic areas like shelf and slope ecosystems, the carbon 

cycle is influenced by the amount of calcification by organisms.  Therefore, with 

interruptions in the ability of organisms to calcify because of higher pCO2 levels, 

the carbon cycle will be indirectly affected (Lebrato et al., 2010). The rate of 
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microbial degradation will be altered and therefore affect nutrient cycling 

(Swanson and Fox, 2007).   

  However, some studies have shown that there may actually be some positive 

impacts from a higher pCO2 concentration.  Seagrass, a key primary producer 

forming the base for a highly diverse and productive ecosystem, can have an 

increase in growth under elevated pCO2 conditions specifically from 477 to 2000 

ppm (Hendriks et al., 2010) possibly as a result of higher levels of DIC lowering 

carbon limitation.  This could be an indication of the response from other 

fundamental primary producers in the coastal system like seaweeds and non-

calcifying phytoplankton.   It is clear that ocean acidification can cause 

additional feedbacks but whether they are stabilising or destabilising can depend 

on a number of factors and although it is a generalisation to say that non-

calcifying biogenic habitat may thrive under elevated pCO2 conditions and 

calcified structures may suffer, current research suggest that this may be the 

case. Nonetheless, what is implicitly evident is that more research needs to be 

undertaken and more data needs to be gathered within this study area. 

1.2.1.1 Calcifying organisms 

  Organisms that form their shells, tests and skeletons from calcium carbonate 

are at risk from the decreasing pool of carbonate ions which is a direct effect of 

ocean acidification (Hofmann et al., 2010).  These organisms are dependent 

upon saturation states of the carbonate ion that enables biogenic calcification 

(e.g. aragonite and calcite) (Andersson et al., 2008; Cohen and Holcomb, 2009).  

If there is carbonate saturation, then calcification of carbonate structures takes 

place. However, if there is carbonate undersaturation (which occurs under ocean 

acidification conditions), then dissolution is more likely to take place. Pacific 

oyster bivalves (Crassostrea gigas) and edible mussels (Mytilus edulis), key 

species important for the health of certain marine habitats, had lowered 

calcification rates as concentrations of pCO2 were raised from approximately 600 

to 2000 ppm (Gazeau et al., 2007).  Eastern oysters (Crassostrea virginica) 

reared at pCO2 concentrations of 800 µatm had lower larvae growth and 

calcification compared with ones reared at 280 µatm (Miller et al., 2009; 

Talmage and Gobler, 2009).   
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  There are three planktonic groups that monopolise calcification within the 

ocean: pteropods, coccolithophores and foraminiferans (Boyd et al., 2010). 

Coccolithophores have been the focus of early research into the consequences of 

changing concentrations of the carbonate ion due to ocean acidification.  They 

are enveloped by calcite plates (coccoliths) and are ubiquitous over the global 

ocean.  In temperate latitudes, they often generate large spring blooms.  To 

produce calcareous structures, they convert two bicarbonate ions (HCO3
-) to one 

CO2 and one CaCO3 so although they contribute to the sink of CO2 through 

photosynthesis, conversely they can be a net source of CO2 into the atmosphere 

(Boyd et al., 2010).  Studies have been extensively carried out on 

coccolithophores not only because of their abundance but also because of their 

ecological and biogeochemical importance to the ecosystem.  Research has 

highlighted that with increasing concentrations of CO2 predicted over the next 

century, calcification in the coccolithophore species Emiliania huxleyi may be 

reduced (Riebesell et al., 2000; Zondervan, 2007).  However, the complex CO2 

cycling involved with coccolithophores means that certain physiological 

processes could possibly thrive under high-CO2 conditions.  Currently the 

photosynthetic carbon fixation capacity in E. huxleyi is undersaturated so its 

abundance could increase in the future with the higher predicted CO2 levels 

(Rost et al., 2003).  Although a complicated system, evidence suggests that the 

ratio of inorganic carbon to organic carbon will be displaced from the status quo 

with increasing concentrations of CO2.  

  The differences in response to ocean acidification could point to the different 

pathways that organisms use to calcify (Ries et al., 2009).  Monitoring the 

adaptations of these organisms that usually reside in low-alkalinity areas may 

give indications to evolutionary and physiological tolerance. 

1.2.1.1.1 Maerl and cold-water coral 

  Temperate field work conducted within this Ph.D. project focussed on an area 

with a large bed of red coralline algae (Lithothamnion glaciale) commonly 

known as maerl.  This calcifying algae is found extensively in coastal areas 

within the photic zone from the polar regions to the equator.  Usually maerl 

exist in high density populations and have long-life spans of over 100 years 

(Parry, 1981; Pianka, 1970).  The limiting factor for maerl habitat is the 
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availability of light but they also need an environment which is relatively well 

flushed with a suitable current which will stop sedimentation (but not so large as 

to cause displacement or damage (Foster, 2001)).  Maerl beds have been 

suggested to be a sink for atmospheric CO2 (Bensoussan and Gattuso, 2007; Short 

et al., 2007) and seem to be highly vulnerable to OA conditions in comparison to 

other calcifying organisms (Martin et al., 2008).   

  A study by Findlay et al. (2013) focussed on lophelia pertusa (a cold water 

coral) in the Mingulay reef, Scotland. The variability in pH in the area directly 

above the reef was shown to be relatively large over one semi-diurnal tidal cycle 

of ~ 0.1 pH unit and a corresponding shift in the levels of pCO2 concentration of 

~ 60 µatm which is postulated to correspond to future levels in ~ 25 year time. In 

the seasonal cycles, the physical oceanographic drivers dictate the carbonate 

chemistry of the area.  In the summer, surface waters reach the vicinity of the 

reef due to downwelling and consequently bring higher pH, warmer, oligotrophic 

waters to an area which would otherwise have waters characteristic to deeper 

areas in which these types of reefs reside.  With these coral already 

experiencing a high natural variability, the ever encroaching ocean acidification 

and warming will be a pressing concern for areas like these (and also a useful 

area to study for information on how organisms survive over large fluxes).  

  The location focussed on within this research encompassed a vast maerl bed 

and displayed a notable natural variability of carbonate chemistry due to the 

presence of these organisms.  Therefore this was a suitable site to test the 

effectiveness of the developed pCO2 sensor. 

1.2.1.1.2 Coral reefs 

  Tropical field work conducted within this Ph.D. project focussed on an area 

with extensive coral reefs.  Warm water corals reefs inhabit waters that are 

between 20 – 38 oC (Nybakken and Bertness, 2005) and therefore are found 

mostly between 30 oN and 30 oS of the equator (See Figure 1.5). 
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Figure 1.5:  Distribution of warm water coral reefs (Adapted from NOAA, 2012). 

   

  Corals are calcifying organisms and the surrounding seawater they inhabit must 

facilitate adequate calcium carbonate production to build reef structures.  As 

such, they are extremely vulnerable to a change in the carbonate chemistry of 

the water especially under conditions that support calcium carbonate 

dissolution, i.e. ocean acidification.  It is vital that diverse research is 

undertaken to predict large-scale responses of coral reefs to increasing 

acidification of the oceans primarily focussing on the physiological response of 

these organisms to changing seawater carbonate chemistry (Hoegh-Guldberg et 

al., 2007; Przeslawski et al., 2008; McCulloch et al., 2013; Hoegh-Guldberg et 

al., 2017; Cornwall et al., 2018; Langdon et al., 2018). 

  Due to the formation of carbonate, it has been suggested that coral reefs may 

be a source of CO2 to the atmosphere (Suzuki and Kawahata, 2003).  During the 

day there is net calcification on coral reefs and conversely at night there is 

usually net dissolution (Yates and Halley, 2006; Zhang et al., 2012) which will 

consequently drive the carbonate chemistry of the surrounding water (Bass et 

al., 2012). 

  As with the temperate field work, the tropical site was chosen for the suitable 

test that would be presented to the sensor because of the predicted forcing of 

the natural carbonate chemistry caused by the reef. Both areas are also of 
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importance to a vast array of associated organisms that use either the coral 

reefs or the maerl beds as habitat.  These areas need to be closely monitored for 

any environmental effects of increasing CO2 in the atmosphere. 

1.3 Natural variability of carbonate chemistry in coastal 
areas 

  Coastal areas often have a larger and more extreme natural variability in 

parameters such as pH and pCO2 compared to the open ocean.  Natural 

variability in fluxes of carbonate chemistry and the resulting natural 

acidification can be forced by numerous variables. Natural variability of 

carbonate chemistry also has various spatial and temporal cycles (Johnson et al., 

2013).  These changes in pH occur over comparatively short periods of time and 

include a range of physical and biogeochemical influences like photosynthesis 

and respiration along with tidal mechanisms containing different concentrations 

of CO2 (e.g. benthic, atmospheric, low biomass nutrient-deficient waters and 

high biomass nutrient-rich waters).  Weather phenomena can also be a driver of 

more pronounced fluxes over and above the normal annual and daily cycles.  

Fresher water can be introduced into a coastal system and therefore can alter 

the carbonate chemistry of the area and lower the pH (fresh water input lowers 

the alkalinity content and thus the pH will lower along with AT) after extreme 

weather events (Johnson et al., 2013). 

 

Figure 1.6: Variability of surface pCO2 (µatm) over the Earth’s oceans (Figure from Riebesell 
et al., 2010) 
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  CO2 concentration in coastal waters will naturally increase or decrease in 

environments where: 

 There is a differential between the concentration in the atmosphere and 

the concentration in the water.  A higher concentration in the 

atmosphere will cause the ocean to act as a ‘sink’ for CO2 (as it always 

has done historically) and therefore if there is a higher amount of CO2 in 

the atmosphere compared to recent records then the CO2 concentration 

in the oceans will consequently increase. 

 The temperature of the water decreases (Copin-Montegut, 1988). 

 There is a net break-down of organic matter through numerous 

biogeochemical actions including but not limited to oxygen, sulphate, 

manganese, iron or nitrate reduction. 

 There is formation of calcium carbonate in which the reaction produces   

CO2.  

  Conversely, the CO2 content of the water column will decrease if there is the 

presence of the following:  

 Transportation of CO2 from the seawater to the atmosphere. 

 CO2 will be taken up by biological activity when photosynthesising and 

consequently the CO2 content in the water column will decrease. 

 When calcium carbonate dissolves, CO2 is consumed in the process and 

the total CO2 content will decrease. 

 When the water temperature increases CO2 content can decrease (Copin-

Montegut, 1988). 
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  Areas of naturally high CO2, e.g. shallow CO2-emitting vents, act as natural 

laboratories and can help researchers understand and evaluate ocean 

acidification both on a temporal and spatial level but also on a 

species/individual ecosystem level (Hall-Spencer et al., 2008; Hall-Spencer and 

Rodolfo-Metalpa, 2009; Apostolaki et al., 2014).   

  The natural variation in marine carbonate parameters must be taken into 

account when looking at current and future effects of ocean acidification on the 

marine environment. Historical variability in environmental parameters should 

also be considered when researching ocean acidification since these factors play 

a considerable part in forming the ecological physiology and natural tolerances 

of animals in the marine environment and can also be used to see how these 

animals will adapt to future global change (Riebesell et al., 2010).   

1.3.1 Biological processes 

  The seasonal cycle of DIC and pH is dictated heavily by primary productivity. 

Throughout the spring and summer months in temperate regions there is an 

increased amount of primary productivity and consequently there is a drawdown 

of CO2 and a rise in the pH unit.  The cycle is also alternate and during darkness 

there will generally be (although not in every case) increased respiration and 

remineralisation and the concentration of carbon in the water column will 

increase while the pH will decrease due to the release of CO2 in these processes.  

These short-term dynamics combined with the long-term effects should 

therefore be considered an important factor in ocean acidification studies.  

Therefore, to adequately predict the future effects of climate change, it is 

important to understand the natural scope and dynamics of carbonate systems in 

the marine environment and the reasons behind the variability observed.   

  CO2 is an important indicator of trophic activity in the water column and 

therefore the measuring and monitoring is important for the understanding of 

the biogeochemical status of the study site.  Concentrations of CO2 give an 

indication of the temporal and spatial balance between the production of CO2 

during the decomposition of organic matter in respiration and a sink for CO2 

during daily photosynthesis (Rost et al., 2003).  An area is described as ‘net 

autotrophic’ when there is a larger amount of CO2 taken up (in processes like 
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photosynthesis) than given out (in processes like respiration) and likewise, an 

area is described as ‘net heterotrophic’ if more CO2 is given out than taken up.  

The latter is a process that is more likely to happen under anthropogenic 

influence where organic matter has been artificially introduced through factors 

like sewage outflows or agriculture and creates a situation where there is a 

greater amount of pCO2 in the seawater than in the atmosphere.  Net-

autotrophism leads to a situation where the pCO2 in the seawater is less than 

that in the atmosphere and this is more likely to happen when there is little or 

no human influence introduced into the area.  Depending on the amount of CO2 

present in a water column, there will be differing types of phytoplankton 

temporally and spatially over the earth’s oceans (although it should be noted 

that CO2 is not the only driving factor).  Therefore the amount of CO2 present 

directly affects the constituent make-up of water column phytoplankton 

according to their need for available CO2 (Rost et al., 2003). 

1.3.2 Physical processes 

  Physical drivers like seasonal upwelling has been reported in the California 

Current System (CCS) (Feely et al., 2008; Hauri et al., 2009).  In the North 

Pacific, there are areas of naturally high respiration which in turn means that 

the aragonite saturation states are relatively low and therefore especially 

vulnerable to continued anthropogenic acidification of the ocean.  Upwelling and 

mesoscale eddy formation can force these lower pH water masses with pCO2 

levels of around 1100 µatm (Feely et al., 2008) to the surface and therefore the 

CCS surface waters could become permanently undersaturated with respect to 

aragonite within a relatively small time scale in the future (Hauri et al., 2009).  

Areas where there is similar physical oceanography by virtue of geography may 

also be at risk of these phenomena, for example, where eastern boundary 

currents exist (Wootton et al., 2008).  The Eastern North Pacific is already 

undergoing a decrease in pH and therefore increased ocean acidification beyond 

the projected 0.2 pH unit of average global ocean decrease (Johnson et al., 

2013).   
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1.3.3 Importance of coastal areas 

  Coastal areas show considerable temporal variability in pH and carbon system 

parameters and this consequently means that some of these regions will already 

be experiencing the change that surpasses the projected levels of future pH 

trends. Large fluxes in natural variability of carbonate chemistry in these areas 

means that there may be an added stress on these ecosystems combined with 

the higher pCO2 concentrations (e.g., Ray et al., 1992; Suchanek, 1994; Sejr, 

2011; Wesslander et al., 2011).   

  Coastal biogeochemistry is often a much more complex field to describe 

compared to open oligotrophic oceans due to the many different inputs both 

natural and anthropogenic near coastal areas. Fjordic, estuarine areas are 

influenced by factors such as fresh-water run-off, agricultural input and 

hydrographic and topographic physical dynamics which makes the 

characterisation of coastal areas an often complex and unique task. 

  The majority of benthic oceanic CaCO3 production is within coastal areas 

(Borges and Gypens, 2010).  Coastal areas contain 20% of surface pelagic oceanic 

CaCO3 deposition (Gattuso et al., 1998).  All of this contributes to the 

importance of studying these areas with respect to the potential alteration of 

carbon feedback loops on the ecology of the coastal environment. Coastal areas 

are widely accepted as being some of the most important ecological and socio-

economic areas on the globe (Harley et al., 2006).  43% of the global total of 

ecosystem goods, e.g. food resources, raw materials and services come from the 

coastal environment (intertidal zones out to the continental shelf) (Costanza et 

al., 1997; Martinez et al., 2007).  If current trends continue, there is a risk of 

irreparable damage to marine ecosystems which has a serious knock-on effect 

for human welfare.   

  Coastal areas can also be affected by different anthropogenic inputs other than 

dissolution of atmospheric CO2 in seawater.  Extra nutrients can be introduced 

into the coastal ocean, for example, deposition of reactive nitrogen and sulphur 

from the burning of fossil-fuels and agriculture can decrease the alkalinity 

(Doney et al., 2007).  This lowering of alkalinity can be further compounded by 

the introduction of river water into coastal systems containing a higher acidity 
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and also through the dynamics and interchange with the sediments on the 

seafloor (Salisbury et al., 2008).  Acidity can also be increased as the oxidation 

of organic matter from upland areas changes the concentration of carbonate 

ions in the chemistry of the seawater (Gattuso et al., 1998). 

    The coastal system is a highly complex and dynamic place where many 

physical changes happen throughout a variety of timescales from diel to seasonal 

to annual cycles.  Acidification is only one process in many.  With global climate 

change, factors such as temperature, stratification and hypoxia are all being 

increased (Bograd et al., 2008; Meehl et al., 2007) and anthropogenic 

acidification will put added pressure on already fragile ecosystems.  All these 

stressors combined will produce unpredictable reactions that cannot be 

accounted for in single-factor experiments, for example, a combination of higher 

pCO2 plus higher temperatures will give a different reaction to the combination 

of higher pCO2 and UV light (Swanson and Fox, 2007; Martin and Gattuso, 2009; 

Gao and Zheng, 2010; Connell and Russell, 2010). In terms of ocean acidification 

research, coastal regions are of great importance and the complexities of 

organism response to increasing acidity can give indications on how marine 

ecosystems can and will cope with future projected levels of CO2.   

1.4 Carbonate chemistry parameters 

  There are six carbonate chemistry variables which can be used to describe the 

whole oceanic carbonate system: Dissolved Inorganic Carbon (DIC), Total 

Alkalinity (AT), pCO2, pH along with bicarbonate and carbonate ion 

concentrations (Marion et al., 2011).  Two of these variables can be used along 

with ancillary data (i.e. salinity, temperature, pressure) to calculate any of the 

other four variables.  DIC and AT must be derived from analyses of seawater but 

both pH and pCO2 can be measured in-situ (Clarke et al., 2017).  

1.4.1 Hydrogen ion concentration (pH) 

  pH is defined as the hydrogen ion concentration in a sample of water: 

 𝑝𝐻 = −𝑙𝑜𝑔10(𝐻+) (6) 
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  The pH of a sample is highly dependent on the temperature and pressure, i.e. 

if the temperature or pressure of the sample is changed, then the pH of the 

sample will simultaneously change (Riebesell et al., 2010).  This is because 

ionization increases (or decreases) as the temperature of the water increases (or 

decreases) and therefore the H+ ion concentration will also increase (or 

decrease).  As a consequence, the pH will decrease (or increase). 

1.4.2 Dissolved Inorganic Carbon (DIC) 

The definition of total dissolved inorganic carbon (DIC) is as follows; 

 𝐶𝑇 = [𝐶𝑂2
∗] + [𝐻𝐶𝑂3

−] + [𝐶𝑂3
2−]  (𝐷𝑖𝑐𝑘𝑠𝑜𝑛, 2007) (7) 

  It is the combined total of all of the three carbonate species (aq): carbon 

dioxide (CO2
*), bicarbonate (HCO3

-) and carbonate (CO3
2-).  DIC is not related to 

the temperature and pressure of a sample (Riebesell et al., 2010). 

1.4.3 Total Alkalinity (AT) 

  The Total Alkalinity (AT) of seawater can be defined as the seawaters capability 

to neutralise or buffer an acid, i.e. a resistance to a change in pH.   It is the 

difference in protons in a seawater sample compared to a sample with 

“arbitrarily defined zero level protons” (Dickson, 1981).   

 𝐴𝑇  ≈ [𝐻𝐶𝑂3
−] + 2[𝐶𝑂3

2−] + [𝐵(𝑂𝐻)4
−] + [𝑂𝐻−] − [𝐻+]   (𝐷𝑖𝑐𝑘𝑠𝑜𝑛, 1981) (8) 

  Because AT is a neutralisation process it is usually measured by titration. 

Although with pressure and temperature changes, the individual species that 

constitute AT will change, when they are put together linearly as shown in 

Equation 8, there will be no change to the overall AT (Riebesell et al., 2010).  

1.4.4 pCO2 and the carbonate system of seawater 

  The partial pressure of carbon dioxide (pCO2) in equilibrium in air with a 

sample of water is the quantification of the gaseous part of CO2 in solution.  

Henry’s Law describes the relationship between pCO2 and CO2
*: 



Chapter 1: General introduction 

 

20 
 

 
𝑝𝐶𝑂2 =  

𝐶𝑂2
∗

𝐾0
 

(9) 

  K0 represents the solubility of the gas and in seawater this is always constant 

for CO2. 

  Dissolved carbon dioxide (CO2) exists in the ocean in three main inorganic 

forms: free aqueous carbon dioxide (CO2 (aq)), bicarbonate ions (HCO3
-) and 

carbonate ions (CO3
2-).  One small component of [CO2 (aq)] is carbonic acid 

(H2CO3) which comprises less than 0.3% of the total.  CO2 is defined as the sum 

of [CO2 (aq)] and [H2CO3].  Henry’s Law connects gaseous carbon dioxide [CO2(g)] 

and [CO2] when in thermodynamic equilibrium: 

 𝐶𝑂2 (𝑔)=
𝐾0 [𝐶𝑂2] (10) 

  where K0 is the solubility coefficient of CO2 in seawater which is temperature 

and salinity dependent (Weiss, 1974).  It must be noted that partial pressure is 

not an expression for the concentration of a real gas but rather an ideal gas. 

Fugacity is the term used when referring to a concentration of a real gas within 

a sample of real gases.  Ideal gases are used in the thermodynamic equation of 

state; 

 𝑃𝑉 = 𝑛𝑅𝑇 (11) 

  where P represents pressure, V represents volume, n is the number of moles in 

a gas, R represents the gas constant and T is the absolute temperature. 

  When the carbonate components are dissolved in water, they react with water 

molecules, hydrogen ions and hydroxyl ions and are connected through these 

acid-base equilibria: 

 𝐶𝑂2 + 𝐻2𝑂 = 𝐻𝐶𝑂3
− + 𝐻+ (12) 

 

 𝐻𝐶𝑂3
− = 𝐶𝑂3

2− + 𝐻+ (13) 
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  The speciation of the carbonate components in seawater of a typical surface 

pH (8.2) is [CO2] comprising of 0.5%, [HCO3
-] being 89% and [CO3

2-] being 10.5%. 

Therefore, this shows that the majority of the dissolved carbonate chemistry 

consists of bicarbonate ions rather than CO2. Total dissolved inorganic carbon 

(DIC) is defined as the sum of the total of the dissolved carbonate species, i.e., 

 𝐷𝐼𝐶 = [𝐶𝑂2] + [𝐻𝐶𝑂3
−] + [𝐶𝑂3

2−] (14) 

  DIC, AT, pCO2 and pH are all linked and if two of these variables are known 

then a complete calculation of the carbonate system can be obtained (Zeebe 

and Wolf-Gladrow, 2001).  

1.4.5 Using analytical parameters for calculation of pCO2  

  Seawater samples are used to verify pCO2 concentrations from sensors and this 

approach was used within this Ph.D. project. CO2SYS is a programme developed 

to calculate a certain variable from two out of the four carbonate parameters 

(i.e. pH, AT, DIC, pCO2) and supporting data (i.e. temperature and salinity) 

(Lewis and Wallace, 1998).  It is written in compiled Microsoft QuickBASIC and is 

used in the format of a DOS based .EXE file.  CO2SYS is open-source and can be 

downloaded for use by any interested parties.  It is possible to use the program 

in a single-input mode or a batch-input mode. To calculate pCO2 as in this 

research, DIC and AT were input into the programme with temperature and 

salinity and pCO2 was output.  It was developed further for use in excel by 

Pierrot et al. (2006).  This system allows the user to choose certain constants or 

scales like the pH scale and equilibrium constants.  The user can then enter their 

two known CO2 system variables which in this project, were AT and DIC from 

laboratory analyses of seawater samples.  The program then uses this 

information to calculate the other CO2 system variables. For more details on the 

exact system used in this research please see Chapter 3, Section 3.3.6.3 (page 

71). 
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1.4.5.1 Optimal parameters 

  Certain combinations of carbonate parameters will provide a better accuracy 

than others due to propagation of error in certain analyses (Millero, 2007).  

Riebesell et al. (2010) recommend using DIC and AT for the calculation of pCO2 

due to the relative ease of collecting and preserving seawater samples (the 

labour involved is the same for both and can be collected at the same time).  

The samples can be analysed at a later date and the use of CRMs (Certified 

Reference Materials) ensures a level of accuracy required. 

1.5 Development of low-cost pCO2 sensor 

  With the increasing recognition of the need for research into ocean 

acidification over the last decade, there has also been a concurrent and 

concerted effort into the development of pCO2 sensors and an emphasis on their 

use in high-temporal resolution research within the marine environment 

including the carbonate cycles in the ocean (e.g. Johnson et al., 2007).  High-

frequency temporal and spatial in-situ measurements of pCO2 can provide a 

comprehensive overview of the carbonate system of the marine environment 

including fluxes and net community production (Wayne, 2000; Luger et al., 

2006; Takahashi et al., 2009; Bozec et al., 2011).  pCO2 measurements, both on 

a large and small scale, in coastal areas, continental shelves, fjords, rivers etc. 

will provide information on the annual, seasonal and diel biogeochemical 

processes within these areas (Thomas and Schneider, 1999; Thomas et al., 2004; 

Kaltin and Anderson., 2005; Wesslander et al., 2011). 

  With this increased emphasis comes a rapid increase in the amount, type and 

quality of sensors within the field of differing sizes, power, precision, accuracy 

and stability. Some sensors are capable of deployment on moorings and drifters 

for over a year with a high-frequency of measurements (e.g. SAMI, PSI CO2-Pro).  

Commercial pre-existing pCO2 sensors are expensive ($25000 - $50000 (Riebesell 

et al., 2010)) and can be inaccessible to many.  pCO2 sensors have been used in 

numerous studies (DeGrandpre et al., 1995; Friedrich et al., 1995; Hood et al., 

1999; Alvares et al., 2002; Gago et al., 2003; Carillo et al., 2004; Kuss et al., 

2006; Kortzinger et al., 2008a, b; Blackford et al., 2014; Shitashima et al., 

2015).  ACT (Alliance for Coastal Technologies) have also conducted thorough 
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reviews and testing of several of the advanced pCO2 sensors that are 

commercially available. 

Table 1.1: Examples of different pCO2 sensors currently available and their different working 
methods.  References have been provided for details of each of these sensors (adapted 
from Jiang, 2014). 

 

  There are a number of techniques used for in-situ measurement of marine 

pCO2.  One of the most efficient is a spectrophotometric approach.  This involves 

measuring the optical absorbance ratios of samples to which indicators have 

been added.  In this technique, calibration is of utmost importance due to the 

reliance of measurements based on absorbance ratios of the molecularly 

characterised indicators. Other techniques include ISFETs (Ion selective field 

effect transistors) which are deployed on ARGO floats and can provide high-

resolution data of pH profiles of water columns. They are calibrated when they 

reach the deepest point in their descent which coincides with the point where 

the pH changes are minute. Mass spectrometry can profile DIC but also give 

concurrent high-resolution profiles of an assortment of dissolved gases.  This 

technique, however, is relatively power-hungry. Ultraviolet spectroscopy is used 

for direct readings of concentrations of CO3
2- in seawater. UV absorbances are 

measured at certain wavelengths after lead has been added to the sample.  

Conductimetry is used for obtaining DIC profiles by acidifying the seawater 

sample which is then equilibrated over a membrane from an alkaline standard 

solution. Conductimetry is not suitable for scenarios that need high-frequency 

measurements, e.g. hourly (Byrne 2014).  

  For the purposes of this project, non-dispersive infrared techniques were 

focussed on.  The principles of NDIR are discussed in detail in Chapter 2, Section 

2.1.1 (page 28). 
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  The main objective of this project was to develop a low-cost, low power 

autonomous pCO2 sensor which could be used singularly or in bulk by interested 

parties without incurring any financial risk.  There are many important 

requirements to take into account that are expected from both industry and the 

scientific community when designing sensor systems, for example, accuracy and 

precision, stability of long-term measurements, high frequency of sampling, ease 

of use/maintenance, low power requirements and consumption.   

1.5.1 Other applications 

  Carbon Capture and Storage (CCS) is being developed as a way to sequester CO2 

from large industrial sources within geological structures either terrestrially or in 

the ocean where it will not interact with the atmosphere.  This method is being 

regarded as one of the most important ways to mitigate the effects of increasing 

atmospheric CO2 and ocean acidification (Gough and Shackley, 2005; Haszeldine, 

2009; Wilkinson et al., 2013).  The areas of storage must be deemed to be 

appropriate areas for climate change mitigation, i.e. they must have the ability 

to contain gases for long-term sequestration.  The sites are usually depleted oil 

and gas reservoirs or saline formations underneath the seafloor 

(http://www.ccsassociation.org/).  If a CCS site were to leak, the associated 

consequences of CO2 dissolution in seawater would follow, i.e. increase in 

acidity, lowering of pH and lower saturation states for polymorphs of CaCO3 to 

name but a few.  Blackford et al. (2008) state that damage would only be 

extensive (>10 km scale) if leaks were persistent and also low in comparison to 

impacts of OA. This is an area where pCO2 sensors can be applied in monitoring 

CO2 levels in carbon capture and storage areas.  In summer 2012, QICS 

(Quantifying and Monitoring Potential Ecosystem Impacts of Geological Carbon 

Storage) carried out an environmental experiment in Ardmucknish Bay, Oban 

whereby small-scale release of CO2 was simulated as an example of leakage from 

a CCS site. It was concluded that pCO2 sensors within this work were effective at 

detecting and monitoring the rate of emission and concentrations of pCO2 but 

also the overall pattern in the area, i.e. the sensors detected that a large and 

varied pattern of pCO2 was created by the leakages over the site (Shitashima et 

al., 2015).  A “network” of sensors was recommended by Blackford et al., 2014 

for early detection of CO2 leaks.  Therefore, it is vital to further promote, 

http://www.ccsassociation.org/
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develop and improve measurement capabilities for seawater pCO2 and provide it 

in a manner that is easily accessible. 

1.6 Summary and thesis aims 

  Understanding the drivers behind the regulation of carbonate chemistry 

variables in coastal systems is a complex one.  Coastal areas are recognised as 

being of special importance in term of OA research as they may naturally already 

be undergoing the magnitude of future changes projected for overall OA.  These 

environments are therefore important for research not only for the possible 

adaptations that organisms make to a rapidly changing low pH/high pCO2 area 

but also for the added pressure that may be put on these systems from the 

direct influence of anthropogenic CO2. 

  Thesis aims:  

 underlining the possible potential of a low-cost in-situ pCO2 sensor by 

showing the use and benefits in contrasting settings (mesocosms (see 

Chapter 3), temperate field (see Chapter 4) and tropical field (see 

Chapter 5));  

 to augment knowledge and understanding of this rising technology in all 

areas of science and industry accountable for analysing coastal carbonate 

chemistry monitoring;  

 to systematically trial the sensor in a scientifically defensible way at 

moderately small costs in terms of time, labour and money and; 

 use this sensor and other supporting sensors to characterise the natural 

variability of marine parameters in two different field environments, i.e. 

a temperate and tropical area. 

  A flow diagram is shown in Figure 1.7 to further clarify the stages of 

progression throughout the duration of this research. 
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Figure 1.7: Links between stages of R&D and field work 

 

1.7 Thesis organisation 

  The thesis contains 7 Chapters in the following order: 

 Chapter 2: “Development of a low-cost pCO2 marine sensor” provides a 

comprehensive overview of the development and manufacture of a 

marine-proof pCO2 sensor complete with tests of electronic platforms, 

battery sources and housing. 

 Chapter 3: “Laboratory performance evaluation of pCO2 sensor” 

consists of performance tests of the sensor, battery pack and housing in a 

variety of environments both atmospheric and marine. 
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 Chapter 4: “Characterising natural variability of coastal carbonate 

systems and ancillary variables in a temperate marine environment” 

presents data from Loch Sween, Scotland using the developed pCO2 sensor 

and ancillary sensors to construct a description of the drivers behind the 

natural variability of carbonate chemistry in the area. 

 Chapter 5: “Characterising natural variability of coastal carbonate 

systems and ancillary variables in a tropical marine environment” 

presents data from the Red Sea, Egypt using the developed pCO2 sensor 

and ancillary sensors to construct a description of the drivers behind the 

natural variability of carbonate chemistry in the area. 

 Chapter 6: “General discussion” brings together all results including an 

evaluation of the development and performance of the pCO2 sensor in the 

laboratory and an assessment of results from data collection in both 

temperate and tropical areas. 

 Chapter 7: “Conclusions” presents a summary of the results and also 

suggestions for future development and uses of the pCO2 sensor. 
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2 Research and development of pCO2 
sensor 

2.1 Introduction 

  The operation and measurement principle of a pCO2 sensor, as well as the 

manufacture of a hydrophobic, gas diffusive housing, is described in this 

chapter. The sensor is based on non-dispersive infrared (NDIR) principles and was 

developed to measure the partial pressure of CO2 in the marine environment.  

Three electronic platforms were tested (Mega 2560 R3, Tinyduino and Arduino 

Uno) and software was developed with the aim of producing a stable, accurate 

and precise marine pCO2 reading in a cost-effective manner.   

  In researching atmospheric CO2 sensors, it was found that there were many 

existing sensors that were cheap and could be modified.  It was crucial however, 

to pick the right sensor.  The COZIR CO2 sensor which is manufactured by Gas 

Sensing Solutions (GGS) fitted the specifications needed to use within this 

project for the design of the marine pCO2 sensor.  There are several principles 

on which carbon dioxide sensors work but the favoured industry method is NDIR 

and although not as cheap as other methods, preferred standards of stability, 

accuracy and low power consumption are achieved (Gibson and MacGregor, 

2013).  

2.1.1 Principles of non-dispersive infrared (NDIR) CO2 sensors 

  NDIR operates on basic spectroscopic principles of wavelength absorption 

where different gases will absorb infrared light at different wavelengths, more 

specifically gas molecules will absorb packets of energy that are the same as 

their own discrete vibrating energy.  Infrared radiation is absorbed by CO2 

molecules at numerous wavelengths (2.7, 4.25, 15µm (Skoog et al., 2006)) but 

the optimum wavelength is at 4.25 µm where there is lower interference (Kaur 

et al., 2015).   
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Figure 2.1: Absorption spectra in the mid-infrared range of 5 different gases.  Gases can be 
identified by their individual wavelengths. In the infra-red range, the spectra are in the form 
of lines which represent molecular vibrations within discrete energy levels. (Figure adapted 
from Hodgkinson and Tatam, 2012).   

 

  The gas concentration is then determined because the gas-absorbing degree is 

directly proportional to this concentration.  The radiation which is absorbed is 

connected to the CO2 by the Lambert-Beer law (Equation 15) (Gopel et al, 1991; 

Kwon et al, 2009); 

 𝐼𝑑

𝐼𝑜
=  𝑒−𝛼𝑐𝑙 

(15) 

 

 (where Id = intensity transmitted through sample; Io = reference intensity or 

intensity input into sample (standard);  = CO2 absorption coefficient; c = 

concentration of CO2; l = length of the optical path from source to detector). 

  The components of  an NDIR CO2 sensor include an IR (infrared) radiation 

source, detector, optical bandpass filter and an optical path between the source 

and the detector (see figure 2.2).  The bandpass filter limits the IR intensity that 

is measured in a specific wavelength region.  The detector measures the 

reduction in intensity of the signal. The CO2 concentration is therefore given by 

Equation 16; 
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𝐶𝑂2 ∝ ln

𝐼𝑑

𝐼𝑜
 

(16) 

  IR light interacts with most molecules by exciting molecular vibrations and 

rotations. When the IR frequency matches a natural frequency of the molecule, 

some of the IR energy is absorbed. 

 

Figure 2.2:  Basic structure of an NDIR CO2 sensor including IR lamp, a chamber, optical 
filter x 2 and thermopiles (Figure adapted from Wang et al., 2005). 

 

  For gases, the molecular density is directly proportional to the pressure and 

inversely proportional to the temperature.  Thus, temperature and pressure 

corrections must be applied when using IR absorption to determine CO2 

concentrations (Lee and Lee, 2001). Fundamentally, it is the density of the gas 

within the chamber that is measured (Mendes et al., 2015).  Therefore, this 

technique is dependent on the ambient temperature and pressure so these 

variables must be taken into account to produce accurate measurements 

(Mendes et al., 2015).  The difference in the amount of infrared input into the 

sensor at the source and the amount detected by the receiver in the final 

reading is measured.  This will give the concentration of CO2 molecules in the 

gas chamber using this proportional relationship (Lee and Lee, 2001).  This whole 

process is achieved by diffusion over a PTFE membrane. 
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2.2 Motivation 

2.2.1 Importance of pCO2 measurement in the marine 
environment 

  To be able to understand the natural variables which drive the climate, 

effective monitoring of the environment and these variables is essential 

(DeGrandpre, 1993; Johnson et al., 2007).  There is a need to have 

comprehensive in-situ monitoring of these parameters in both high quantity and 

high quality (Johnson et al., 2013).  The reasons for continuous measurement of 

pCO2 in the marine environment are numerous; 

 Firstly, we can establish if a coastal area is acting as a source or sink of 

atmospheric CO2 (Takahashi et al., 1993; Raven and Falkowski, 1999; 

Takahashi et al., 2002; Sabine et al., 2004; Dore et al., 2009; Capone and 

Hutchins, 2013; Garrard et al., 2013).  Dynamic physical and 

biogeochemical processes at the surface of the ocean govern the content 

of CO2 dissolved at the surface.  These processes can take place over 

different temporal and spatial patterns (Watson et al., 1991). pCO2 

measurements, both on a large and small scale, in coastal areas, 

continental shelves, fjords, rivers etc. will provide information on the 

annual, seasonal and diel biogeochemical processes within these areas 

(Thomas and Schneider, 1999; Thomas et al., 2004; Kaltin and Anderson, 

2005; Wesslander et al., 2011).  The variability of coastal environmental 

parameters such as DO, pH, temperature, salinity and dissolved CO2 is 

large and differs throughout each system on a regional (Steinacher et al., 

2009), seasonal (McNeil and Matear, 2008), latitudinal (Orr et al., 2005) 

basis.  It can also vary with depth (Caldeira and Wickett, 2003) or habitat 

(Striegl et al., 2007).  Coastal areas are projected to be of increased risk 

to global change compared to open areas of the ocean and it is therefore 

imperative to characterise the variables in these areas (Capone and 

Hutchins, 2013). Continuous, high-temporal and spatial measurements of 

in-situ pCO2 will go some way in helping to provide that information easily 

and create an understanding of the drivers and the variability behind 

fluxes in different coastal areas (Johnson et al., 2013).   
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 This type of monitoring is also useful for determining the effects of the 

changing water saturation states for calcifying organisms.  The saturation 

states of calcite and aragonite can be calculated with these continuous 

pCO2 measurements and one other parameter of the carbonate system 

(pH, TA or total DIC) and can therefore aid in the monitoring of the 

ecosystems (Dickson et al., 2007). 

 Net Community Production (NCP) can be measured directly through this 

process. This is a highly variable process over several timescales and 

continuous measurements will help contribute to better records of how 

the carbon cycle changes and over what times scales it changes (Wayne, 

2000; Luger et al., 2004; Bozec et al., 2006; Johnson et al., 2007; 

Takahashi et al., 2009; Capone and Hutchins, 2013; Takeshita et al., 

2016). High-frequency temporal and spatial in-situ measurements of pCO2 

can provide a comprehensive overview of the carbonate system of the 

marine environment including fluxes and net community production 

(Wayne, 2000; Luger et al., 2004; Bozec et al., 2006; Takahashi et al., 

2009).    

  In the past, the most common method of monitoring ocean carbonate 

chemistry would have to be conducted on scientific cruises that were typically 

labour intensive, logistically complex and expensive to run (Degrandpre, 1993). 

Seawater samples are usually removed from the in-situ environment by means of 

recovering samples from depth where subsequently, analysis in a wet chemistry 

laboratory would take place to calculate a pCO2 value.  However, problems arise 

with such non-continuous sampling for a few of the carbonate parameters.  pH 

cannot be directly transferrable when taken out of situ because this 

measurement is specific to the temperature and pressure conditions from which 

it was retrieved. This is also true of fugacity measurements of CO2 (Dickson et 

al., 2007). However, because samples of DIC and AT do not change when the 

temperature or pressure of the sample changes, the laboratory and in-situ 

values are interchangeable. It is important to choose carbonate parameters 

carefully when quantifying a marine system.  DIC and AT measurements will 

ensure a certain level of accuracy for calculations of CO2 (Byrne 2014) and 

therefore these two parameters have been chosen for the purpose of this 
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project enabling direct comparison to the developed sensors readings.  This 

method of deriving a value for pCO2 is however fraught with difficulty.  

Depending on topography, hydrography, climate conditions, equipment and 

budget, sampling can be an arduous task. While sensors can be programmed to 

log as needed, the retrieval of seawater from depth as often as desired to give a 

comprehensive picture of the carbonate chemistry of an area can often be an 

impossible task due to a variety of logistics. Traditional data collection 

(seawater samples without in-situ sensor measurement) would only provide a 

one-dimensional moment in time at one location and are subsequently limited in 

their extent of accurate extrapolation.  Because of these restrictions in data 

collection, there is a growing demand for development of different techniques 

which are more likely to aid the gathering of important in-situ, long-term data 

(Petersen et al., 2011).   The subsequent analyses in the laboratory are also time 

consuming with possible error propagation throughout the process (Frank et al., 

2014). Seawater analyses is only useful if there is exacting and precise practice 

throughout numerous steps (Bockmon and Dickson, 2015), i.e. in collection, in 

storage and in each step of analyses. Obtaining better spatial and temporal 

resolution in measurements will mean a concerted effort on behalf of the 

scientific community towards development of sensors and this project goes some 

way to making the process easier and more accessible to all interested parties.  

    Samples of seawater can still be an important aspect of marine CO2 

calculation however.  As mentioned, samples can be analysed and the 

subsequently calculated values can be used to corroborate in-situ readings made 

by sensors. It is a possibility that you can characterise the whole CO2 system in a 

sample of seawater (Dickson, 2007).  A sample of seawater can be analysed for 

dissolved inorganic carbon (DIC) which can be measured in the laboratory by 

acidifying the seawater and consequently measuring the resultant CO2 gas that is 

produced: 

 𝐶𝑇 = [𝐶𝑂2
∗] + [𝐻𝐶𝑂3

−] + [𝐶𝑂3
2−] (17) 

  Total alkalinity (AT) was the other parameter (for the purpose of this project) 

that was analysed within the seawater samples. Together with DIC, this 

parameter is used to calculate the CO2 content of the specific seawater sample 
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using the computer programme CO2SYS.  AT is the total of the surplus proton 

acceptors over proton donors in 1kg of seawater sample: 

 𝐴𝑇 = [𝐻𝐶𝑂3
−] + 2[𝐶𝑂3

2−] + [𝐵(𝑂𝐻)4
−] + [𝑂𝐻−] + [𝐻𝑃𝑂4

2−] + 2[𝑃𝑂4
3−]

+ [𝑆𝑖𝑂(𝑂𝐻)3
−] + [𝑁𝐻3] + [𝐻𝑆−] + ⋯ − [𝐻𝐹

+] − [𝐻𝑆𝑂4
−]

− [𝐻𝐹] − [𝐻3𝑃𝑂4] − ⋯ ;  

(18) 

  Titration of the seawater sample with hydrochloric acid is the method of 

analysis for AT.  Both these techniques were utilised within this project to obtain 

a value of CO2 for seawater samples which were subsequently compared with the 

readings on the developed pCO2 sensor (see chapters 3, 4 and 5). 

   There are many crucial factors to take into account when developing these 

types of sensors, e.g. ideally they would be autonomously operated with only 

occasional servicing and calibration, they would have the ability to make high-

frequency measurements with the desired accuracy and precision needed, they 

would be resistant to biofouling, easily utilised and functional with other 

sensors, have a compact size, a low power usage, a low cost and be simple to 

use.   

   The development of the autonomous pCO2 sensor within this project has 

provided sustained in-situ data collection for different coastal sites, i.e. a 

temperate coastal site and a tropical coastal site (see Chapter 4 and Chapter 5 

respectively).  Ultimately, this pCO2 sensor can be used to measure on a daily, 

weekly and, in future work, potentially seasonal and annual time scales. 

2.3 Aims 

  The objective of this part of the project was to produce a coastal, marine pCO2 

sensor which fulfils the following criteria:  

 it must be produced at a relatively low-cost;  

 it must be operable on low-power;  

 it must accurately measure marine pCO2;  
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 it must be practical to use in a marine field environment, i.e. compact, 

lightweight and portable;  

 it must be able to log data autonomously, i.e. data is downloaded and 

retrievable once recovered;   

 it can be programmed for different measuring needs; and 

 it must be suitable for the marine environment, i.e. durable and able to 

withstand saltwater submersion, corrosion and biofouling.  

  Thus the sensor needed to be able to characterise the natural variability of 

pCO2 in marine coastal areas easily, efficiently and accurately at a relatively 

low-cost. 

2.4 Materials and methods 

  Several stages were involved in the initial design of the marine pCO2 sensor; 

1. Software was developed using several codes which were used with 

several combinations. 

2. Suitable housing was developed and several options were investigated.   

  Each stage is described in detail within this chapter. 

2.4.1   Specifications of the sensor 

  Because this sensor was used to get patterns of hourly, daily, weekly and (for 

future work) annual carbonate chemistry patterns minute accuracy was not 

necessary. Due to the highly variable nature of carbonate chemistry in coastal 

areas compared to the very slight changes of parameters in open, pelagic areas, 

an accuracy such as ±1 µatm was not needed (for examples of coastal versus 

pelagic variability see, e.g. Ohde and van Woesik, 1999; Hales et al., 2005; 

Wootton et al., 2008; Hofmann et al., 2011; Baumann et al., 2015).  pCO2 in 

coastal areas regularly fluctuates by more than 50 µatm and therefore the 
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accuracy of the COZIR CO2 sensor (COZIR-AH-2000) fulfils the needs of this 

project (see bullet point 3 below).   

  Further to this, the COZIR CO2 sensor also met many more of the requirements 

for basing the marine pCO2 sensor on (details in Table 2.1): 

1. The sensor operates on NDIR technology by diffusion of CO2 over a PTFE 

membrane; 

2. It is one of the lowest power NDIR sensors manufactured for commercial 

use and is able to run on ultra-low power (3.5 mW); 

3. The sensor measures from 0 – 2000 ppm and has an accuracy of ± 50 ppm 

(N.B. the correct units for atmospheric CO2 is ppm and likewise, for CO2 in 

water is µatm. This does not affect the numerical value which is 

interchangeable between media);   

4. Runs on a supply voltage of 3.3 v and has a peak current of 33 mA;   

5. The warm-up time is less than 10 seconds.  There is 1.2 seconds to the 

first reading and the response time is 30 seconds to 3 minutes (this can be 

configured within software using coding).  The reading is refreshed twice 

per second. 
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Figure 2.3: Dimension schematic of COZIR-AH-2000 Ambient CO2 sensor (Courtesy of GSS 
Data Sheet http://www.gassensing.co.uk/media/1050/cozir_ambient_datasheet_gss.pdf).  All 
measurements in mm. 

 

Figure 2.4: COZIR-AH-2000 Ambient CO2 sensor from GSS 

http://www.gassensing.co.uk/media/1050/cozir_ambient_datasheet_gss.pdf
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Table 2.1:  Specifications of COZIR-AH-2000 ambient atmospheric CO2 sensor (information 
courtesy of http://www.airtest.com/support/datasheet/COZIRSerialInterface.pdf). 

 

2.4.2   Electronics platform development 

  The sensor required specific programming in order for it to meet the needs of 

this project.  The preassembled sensor was only an atmospheric sensor and 

would not run in that form and needed to be adapted for marine use.  For it to 

run autonomously and record the necessary data in the correct way, the sensor 

was required to be integrated into an electronics platform onto which code for 

the sensor could be uploaded. For this project, the open-source electronics 

prototyping platform Arduino was chosen.   
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Figure 2.5: Left: Arduino UNO board including microcontroller and USB input. Right: RTC 
shield with SD card attachment. The RTC shield is stacked on top of the UNO.  The shield 
fits into the pins on the UNO board without impeding the functionality of the main Arduino 
pins.  

 

  It has easily manipulated hardware and software for a large variety of uses and 

is a relatively cheap and low-power platform.  There are many different forms of 

boards and extensions for different needs which can either come preassembled 

or in parts to suit the developer’s needs.  Arduino boards have a microcontroller 

which can be programmed using the coding language of C and can be run on a 

laptop or autonomously with battery power.  Specifically, Arduino was useful for 

this project because it was cheap, enabled communication with the sensor (not 

easy to do on other platforms), enabled the sensor to be powered by batteries 

and also allowed for the ‘dumping’ of data onto an SD card on an extension 

board or ‘shield’ (see Figure 2.5). 

  Specifically, the Arduino Uno board was chosen as the best main platform upon 

which to programme the sensor for different sampling needs.  
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Figure 2.6: Schematic of Arduino Uno board (Courtesy of https://www.arduino.cc/en/uploads/Main/arduino-uno-schematic)
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Table 2.2: Technical specifications of Arduino Uno board 
(https://www.arduino.cc/en/Products/Compare) 

 

2.4.2.1 Specific components of Uno 

  Transistor-transistor logic (TTL) serial data is received and transmitted via pins 

0 (RX) and 1 (TX) (see Figure 2.7).  The ATmega8U2 USB-to-TTL serial chip is 

linked to these pins.  The ATmega328 will store code via a flash memory (see 

specifications in Table 2.2).  It is possible to ‘interrupt’ signals via pins 2 and 3 

whereby specified code can stop signal to these pins (this is relevant to future 

work in Chapter 6, Section 6.7 (page 292).  This is useful if wanting to conserve 

power during deployment.  Pins 3, 5, 6, 9, 10, and 11 supply pulse width 

modulation (PWM) which allows the digital pins to mimic analogue output, i.e. a 

simulation of values between both HIGH and LOW although still being output as a 

digital signal.   
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Figure 2.7: Specific components of the Arduino Uno (more information in the body of the 
text). (a) RX and TX. (b) ATmega8U2. (c) Pins 2 & 3. (d) PWM pins. 

 

  There is very low power loss (supplies full voltage but for varying durations of 

time) in this arrangement which is highly advantageous for the purpose of this 

project.  Not only do these methods save power but they also produce a superior 

signal.  There is also the choice of a serial peripheral interface (SPI) which will 

link data from the microcontroller and SD card on this set-up.  SPI can be used 

instead of the serial ports (TX and RX) which has the advantage of more control 

over when data is sent and also the synchronicity of that data.  Instead of TX 

and RX, that may have slightly different synchronicity with the internal clock, 

SPI will ensure individual lines for sending data and an internal ‘clock’ that will 

ensure both lines stay in sync.  A similar arrangement that Arduino also caters 

for is I2C communication. I2C is like SPI but instead of one ‘master’ and multiple 

‘slaves’, I2C can also have multiple ‘masters’ (‘master’ is usually the part of the 

circuit that generates the clock signal and the ‘slave’ usually receives this 

signal). 
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Figure 2.8: SPI with multiple slaves and one master vs I
2
C with multiple slaves and multiple 

masters. The master is usually the microcontroller on a circuit.  In SPI, to communicate with 
a particular slave, that line is made ‘High’.  There can be multiple SS (slave select) lines to 
communicate with the slaves or a ‘daisy-chain’ can be used to amalgamate one SS line to 
communicate to all slaves. In I

2
C, data is sent over the same line but avoiding clashes by 

using an ‘open drain’ with a pull-up resistor. SCLK; Serial clock (output from master), MOSI; 
Master output Slave input, MISO; Master input Slave output, GND; Ground, SDA; Serial data 
line, SCL; Serial clock line. (Figures adapted from; 
http://www.learningaboutelectronics.com/Articles/Multiple-SPI-devices-to-an-arduino-
microcontroller.php & http://dlnware.com/i2c)  

   

  Both SPI and I2C are supported by Arduino.  Another advantage of Arduino Uno 

is that communication between the board and other devices is easily facilitated, 

e.g. a computer, other shields and, pertinent in this case, sensors could all be 

connected to Arduino Uno easily.  The “shields” or printed circuit expansion 

boards could be used to personalise the board according to the needs of the 

project.  Included in the design was an RTC (Real Time Clock) shield (see Figure 

2.5).  An RTC was required for the recording of time along with the ‘dumping’ of 

the CO2 data onto an SD card (which is included in the RTC).  Accurate recording 

of time was imperative so that a proper assessment of the data on an hourly, 

diurnal, seasonal and yearly scale could be ascertained. 

http://www.learningaboutelectronics.com/Articles/Multiple-SPI-devices-to-an-arduino-microcontroller.php
http://www.learningaboutelectronics.com/Articles/Multiple-SPI-devices-to-an-arduino-microcontroller.php
http://dlnware.com/i2c
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Figure 2.9: Schematic of components in RTC shield (figure adapted from 
https://learn.adafruit.com/assets/35519) 

 

2.4.3 Software design & development 

  The Arduino and pCO2 sensor could now be programmed to perform the tasks 

desired for this project.  The COZIR sensor (from GSS) comes with ready-made 

software which provides the user with an output of CO2, temperature and 

humidity via a USB cable into a laptop or computer.  However, because this 

sensor was being developed to run autonomously and also underwater, it was 

necessary to develop new software from scratch for these needs.  The code that 

is compatible with Arduino is in the language of C and several different types of 

code needed to be developed for the running of the sensor.  The software that 

was developed for this project included code to: 

 output the detected CO2 concentration;  

 output the measured temperature;  



Chapter 2: Research and development of a pCO2 sensor 
 

45 
 

 output the measured humidity;  

 output the measured voltage from the sensor;  

 output the date and time; and 

 write to the SD card 

  The following sections detail the important steps involved in this and full code 

is available in the appendix.  The main functions within the code are included 

here (Section 2.4.3.1) for clarification. 

2.4.3.1 CO2, Temperature (or humidity) and SD code development 

  It was necessary to include libraries that enabled the time to be returned 

correctly.  It was also imperative to include libraries that would enable 

connection with the SPI on the Arduino and also the SD card.  A software serial 

port was set up. 

 

(N.B. RX sensor TX line and TX  sensor RX line) 

    The string value was declared with each range being different (up to 2% = 1; 

up to 65% = 10; up to 100% = 100). 
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  Serial communication was started with the computer and text was printed to 

the serial monitor including the function to get the time from the RTC. 

 

  The serial connection with the sensor was started. 

 

  Firmware version and sensor serial number along with delays (to stop a conflict 

of signal) were added. 
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  The sensor was switched to polling mode whereby the sensor only reports 

readings when requested rather than a constant stream of data.  The 

measurements will remain in the background with the output being dormant. 

  

  The output fields were then determined.  In the following case, humidity and 

CO2 were chosen and the code was set to 4100 (CO2 value = 4 and H value = 

4096) but if temperature and CO2 were required the code could be changed to 

68 (CO2 value = 4 and T value = 64) (See Appendix for additional information on 

this).  This was sourced from the COZIR ambient sensor specification sheet. 

 

    The SD card activation loop was initialised. It must be noted that the CS (chip 

select) pin 4 is set as an output by default.  Even if it is not used as the CS pin, 

the hardware SS (slave select) pin (pin 10 on Arduino) must be left as an output 

or the SD library functions will not work. 

 

  The RTC was then prompted for output. 
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    CO2 and humidity (or temperature depending on need) was then requested 

with the frequency of readings also set at this point, e.g. for a reading every five 

minutes the delay was set to 300000, for a reading every 2 minutes the delay 

was set to 120000, for a reading every minute, the delay was set to 60000, etc. 
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2.4.3.2 Additional Real Time Clock (RTC) code 

  As well as the main body of code, additional code was needed to initially set 

the time on the RTC.  This was then incorporated into the main code. 

 

   All values were initialised; 

 

  A delay allows the MCU (microcontroller) to read the current date and time and 

an option for the user to change the date and time was also added. 

 

  There was a continuous function for converting bytes to decimals and vice 

versa. 
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    The next set of code allows the input of data. 

 

   For data to be sent to the RTC, the following code was added; 
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2.4.3.3 Voltage output code development 

  It is possible to have a special voltage output option on the COZIR sensor which 

is proportional to the averaged CO2 concentration.  If this option is required a 

factory modified sensor needs to be specially ordered from GSS. A formula 

provided by the COZIR data sheet can then convert this voltage output into µatm 

(marine)/ppm (atmospheric).  This output was used in the temperate field 

deployment of the sensor (see Chapter 4, page 182).  It was compared with a 

second sensor which was set to output the conventional CO2 also deployed at the 

same time to see if there was any advantage to either output.  The output 

voltage and CO2 measured by the sensor have a linear relationship as stated in 

the COZIR specification data sheet.  The output voltage is provided by Pulse 

Width Modulation (PWM) of the sensor supply voltage.  The supply voltage was 

therefore important when producing the code because it is directly related to 

the output voltage.  Depending on the supply voltage, this could be changed 

within the code easily to account for how the sensor was powered for different 

runs, i.e. AC or DC.  

    Using the voltage, a CO2 concentration can be calculated as follows from 

Equation 19: 

 
𝐶𝑂2 µ𝑎𝑡𝑚/𝑝𝑝𝑚 =  

𝑓𝑢𝑙𝑙 𝑠𝑐𝑎𝑙𝑒 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 ×  𝑉𝑜

𝑉𝑠
 

(Where Vo = voltage output (at pin 9), Vs = supply voltage (at pin 3)) 

(19) 

  The developed code is able to give input voltages between 0 and 5v into 

integer values between 0 and 1023 (see Figure 2.10).  Using a linear equation, 

i.e. 𝑚 =
𝑦2−𝑦1

𝑥2−𝑥1
 with x = read value & y = voltage, this can be converted into a 

meaningful value for µatm/ppm output. 
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Figure 2.10: Linear relationship between output and voltage. This relationship was used to 
create code which would output voltage from the CO2 sensor. 

 

  The sensor and electronics were programmed to output voltage as such; 
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2.4.4 Power 

    A key aspect of the development and design of the sensor was how to 

adequately power it.  The whole design included many different components all 

of which would draw and use a certain amount of power. Each component had to 

be taken into consideration.  The specifications of the pCO2 sensor design meant 

that the batteries could not be too expensive, heavy or large which also imposed 

restrictions on the power options. 

  The main Arduino board had a jack connector allowing batteries to be easily 

incorporated into the system making it able to run autonomously.  Arduino 

boards draw  ̴ 42mA of current and with A/C supply have a minimum draw of 

3.3v.  Even when the board is not taking a reading, it will still be using a basic 

current of 10mA.  Power consumption of the board in normal working mode 

would be around 0.14W and even when not in use the power consumption would 

still be 0.03W.   

  Batteries were tested and generic rechargeable AA batteries were chosen to 

run the system on.  These batteries would generally provide 2.5 Watt-hours of 

energy and four of these provided 10 Watt-hours of energy.  This typically 

supplied power to the system for approximately 72 hours (longer in warmer 

waters). 

 

Figure 2.11: Battery set-up of holder with jack connection and four rechargeable AA 
batteries. 
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2.4.5 Housing design 

  The requirement of the sensor to record data underwater meant a significant 

amount of R&D had to be lent to the production of a proprietary housing which 

could contain the sensor and electronics securely, protect the system from 

moisture, biofouling and erosion and also allow the permeation of CO2 through 

the walls to reach the internal sensor.  The unit had to be suitable for shallow (< 

20 m), dynamic marine waters and have the capability to remain in-situ for a 

prolonged amount of time. 

  The precise requirements for the housing of the sensor included; 

 the ability to keep the electronics and sensor dry whilst underwater,  

 ease of permeation of CO2 through the housing walls, 

 it must be retrievable,  

 the ability to be easily opened and closed for reuse and reprogramming 

and   

 construction with relatively inexpensive materials. 

2.4.5.1 Initial housing design 

  The initial prototypes were made from simple, mass-produced Tupperware 

made from polyethylene and/or polypropylene.  Tupperware was chosen 

because it was easily sourced, affordable and came in a variety of sizes for 

initial starting-point testing.  This also meant there was room for 

experimentation without the commitment to expensive materials.  The plastic 

boxes were modified to allow CO2 to reach the sensor (polyethylene and 

polypropylene are not permeable to CO2).  PTFE (polytetrafluoroethylene) is a 

material that is hydrophobic but permeable to CO2 and filters in this material 

were used as a way in which the gas could transfer from the surrounding waters 

into the container to reach the sensor without enabling the ingress of water.  

Although PTFE is an expensive material, when the small filters (see Figure 2.12a) 

were bought in bulk the unit price was made relatively low.  It was through this 
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small filter in the plastic box that CO2 was able to reach the sensor.  The fragile 

filter was made more durable by being placed between sintered glass diffusers, 

placed in a hole in the plastic container and secured with aquarium-standard 

silicon (see Figure 2.12b).   

  11 prototypes in total (different materials and designs) were made and the 

housing then underwent waterproofing testing in the Marine Mesocosm Facility 

at The University of Glasgow without the sensor inside.  They were tested over 

different timescales from 6 hours to 48 hours.  Once the tests deemed the set-up 

waterproof, the pre-programmed sensor with the electronics and the battery 

pack was placed inside the box and tested underwater (see Chapter 3 for 

experimental details). 

 

Figure 2.12: (a) PTFE filter held in place by rubber ring and sintered diffuser. (b) Underside 
of PTFE filter fixed in place with silicone in lid of plastic container. (c) PTFE filter inserted 
into lid of plastic container and secured to rest of container with silicone. (d) Electronics, 
sensor and battery pack secured inside housing. 
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  This design however, was deemed unsuitable as too much human error was 

introduced when trying to replicate the set-up. Drilling a hole in the containers 

meant an increased likelihood of human error in waterproofing or damaging the 

container as a whole.  The PTFE filters were very fragile and again, fitting these 

increased the likelihood of error when constructing the housing.  Drilling into the 

container was preferably to be avoided which meant finding a housing that was 

entirely permeable to CO2. In addition, there was an air flow issue in that CO2 

was not consistently being read by the sensor (see Chapter 3, section 3.4.3.3, 

page 90).   

2.4.5.2 Final housing design 

  Hollow PTFE tubing was chosen as a replacement for the initial design to 

enable CO2 to reach the sensor inside the housing due to the higher surface area 

which would be permeable to the gas.  Although an expensive material, again, if 

bought in bulk it would reduce the price to approximately £24 per unit of PTFE 

tubing. Experience of PTFE in the form of filters had shown that this was an 

effective material in keeping humidity out of the housing but allowing CO2 to 

reach the sensor.  Although this form of housing was much more expensive than 

Tupperware boxes, the set-up would lend itself more favourably to the needs of 

the project.  PTFE tubing provided a compact, heavy-duty casing in which the 

sensor and electronics were more adequately protected.  In the intermediate, 2 

temporary designs were used for the collection of data: 

1. PTFE tube with plastic ends sealed with silicone as shown in Figure 2.13b 

(later in the design process, silicone was deemed unsuitable for use in this 

project (see Chapter 3, Section 3.4.5, page 101 for experimental 

details)). 

2. Bungs on the end of PTFE tube (see Figure 2.13c) 
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Figure 2.13: Left: Electronics and sensor inside PTFE tube; Middle: PTFE tube with plastic 
inserts secured with silicon; Right: PTFE tube with bung inserts mitigating the need for 
silicon 

 

    The final design was engineered to a high standard with PTFE screw lids being 

manufactured from PTFE rod (see Figure 2.14).  A solid PTFE rod was purchased 

and lids were made from this.  Threading was put on the existing hollow PTFE 

tube and this enabled the lids to be taken on and off without material 

modification.  Differential pressure needed to be lower than the pressure on all 

sealing surfaces and it was deemed that the best way to achieve this was to 

incorporate O-rings into the housing design.  There must be a pressure exerted 

(force per unit area) that is larger than the difference in pressure between the 

inside and outside.  An O-ring works by changing shape according to the pressure 

and creates more pressure on the surfaces that need to be sealed than the 

existing pressure differential.  It was essential that this part of the design was 

well engineered and considerations such as materials used and dimensions 

needed were given special attention.  O-rings were incorporated into the main 

body of the tube to add a firm safety precaution against water leaking into the 

system. 



Chapter 2: Research and development of a pCO2 sensor 
 

59 
 

 

Figure 2.14: Final PTFE housing design with PTFE threaded lids 
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Table 2.3: Dimensions of one unit; PTFE tube plus PTFE lids 

 

2.5 Results 

  The research and development of the marine pCO2 sensor was a significant 

component of the Ph.D.  The software and housing underwent several tests all of 

which are detailed in Chapter 3, the results of which show the successful 

development and design of a marine-proof pCO2 sensor. 

 

Figure 2.15:  The final design of the housing plus sensor. Pictured is the PTFE tubing with 
threaded lid and o-ring system, battery pack, sensor and electronics. 
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2.6 Discussion 

  One of the main objectives in developing a marine pCO2 sensor was that it had 

to be low-cost.  Marine pCO2 sensors range in price from approximately $12000 

to $50000 (Ge et al., 2014) with prices varying depending on method of 

measurement and deployment, source of power and any available accessories.  

An approximate breakdown of parts and their cost is given below (see table 2.4). 

 

Table 2.4: Cost of materials for one unit of a pCO2 sensor 

 

  The total cost of one unit of the developed pCO2 sensor is approximately £280 

which, compared to pCO2 sensors currently on the market, is a remarkably low 

price.  

  The sensor was able to be manufactured to meet the requirement of low-power 

operation.  Both the electronics platform and the sensor were chosen so as to 

meet this criterion.  The development of even lower power through both the 

software and hardware is discussed as part of further work in Chapter 6, Section 

6.7, page 292. 

  The sensor developed was both practical and suitable for the marine 

environment.  The housing plus sensor was small and, in both laboratory and in 

the field, the unit was able to withstand sustained immersion (<20m) whilst 
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recording data autonomously (see chapter 3, 4 and 5).  It was also able to be 

programmed according to different sampling needs. 

2.7 Conclusion 

  Chapter 2 dealt with the development of a pCO2 sensor.  The pCO2 sensor 

produced was low-cost, low-power, durable and able to run autonomously in a 

marine environment.  The use of the sensor in experimental laboratory and field 

environments is further discussed in Chapters 3, 4 and 5. 
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3 Laboratory performance evaluation of 
pCO2 sensor 

3.1 Introduction 

  The accuracy and abundance of field data is crucial for calculating both coastal 

and oceanic CO2 fluxes (Pierrot et al., 2009).  The development of accessible 

(i.e. low-cost and practical) sensors is an important step in bridging the gaps 

that exist in regional and global data.  There is a wide range of diversity in 

design and use with currently available pCO2 sensors (Pierrot et al., 2009).  

Some of these systems have been comprehensively reviewed (see Kortzinger et 

al., 2000; Schar et al., 2009; 2010a; 2010b; 2010c) and most are at the high-end 

scale of pricing, i.e. £15 – 50k.  This project introduces a novel approach to 

producing a low-cost marine pCO2 sensor which can contribute to the collection 

of in-situ pCO2 data in coastal regions. 

  This chapter presents the initial testing of the pCO2 sensor developed at The 

University of Glasgow (see Chapter 2).  It is a small, low-cost unit developed to 

continuously measure in-situ pCO2.  To test the effectiveness of the sensor, 

experimental tests (both atmospheric and marine) were conducted.  The 

performance of the sensor was first tested in atmospheric conditions under both 

ambient and known-gas concentrations and temperature incubations. Calibration 

of the sensor was also carried out using known-gas concentrations.  For marine 

testing, waterproof housing was developed and the sensor was then tested in 

mesocosms at The University of Glasgow.  These mesocosms simulated shallow 

field environments both with known (supplied by gas mixes) concentrations of 

pCO2 in seawater and ambient concentrations of pCO2 in seawater.  Concurrent 

to the sensor testing was discrete seawater sampling.  The seawater samples 

were analysed for AT and DIC which was consequently used (along with other 

ancillary parameters) to calculate the concentrations of pCO2 of the seawater in 

the mesocosms. This aided sensor calibration and validation. 

  Results confirm the potential for this sensor to be used in the field to 

characterise the natural variation of pCO2 in marine coastal areas leading to an 

improved understanding of the physical and biological environmental drivers in 
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these areas. The sensor was successfully applied to both an atmospheric and 

marine environment and details of sensor testing are described in following 

sections. 

3.2 General aims 

  The aim of this chapter was to assess and evaluate the effectiveness of a pCO2 

sensor in 1) an atmospheric environment and 2) a marine environment.  The 

electronics, responsiveness and housing were all rigorously tested in controlled 

laboratory environments. Instrument performance verification was necessary to 

ensure that the technology was effective and that it could be a valuable tool to 

support coastal marine biogeochemical science.  Not only was this evaluation to 

demonstrate the performance and feasibility of this instrument but also to help 

with identifying and addressing the limitations of the sensor. 

  A brief summary of the laboratory experiments conducted include:  

 Atmospheric tests in a variety of set-ups including within chambers of 

known-gas concentration and temperature incubations.  This was to test 

the response of the sensor (and the constructed housing) in different 

conditions, i.e. the reaction of the sensor to different ppm CO2 

concentrations and different temperatures.  

 Marine mesocosm tests in a variety of set-ups including in seawater of 

ambient, CO2 spiked and natural CO2 variation by coralline algae to test 

the response of the sensor (and housing) underwater.  

  Each individual experiment is commented on in greater detail throughout the 

chapter. 

3.3 General methods 

  Because there are varied types of experiments included within this chapter, 

the following general methods section will describe recurring methods and 

experimental set-ups but the subsequent sections will give more detail on each 

individual tests which are dealt with chronologically. 
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3.3.1 Mesocosm apparatus  

  The underwater deployments were at The University of Glasgow Marine 

Mesocosm Facility.  The mesocosms contained re-circulating seawater tanks of 

dimensions 800 x 400 x 350 mm (210L).  Natural seawater was continually 

pumped around each system and the mesocosms were able to mimic diel cycles 

with a timed UV light (see Figure 3.1).   

 

Figure 3.1: Mesocosm set-up at The University of Glasgow.  The natural seawater tank had 
recirculating water with an internal pump. 

 

3.3.2 Sensor calibration  

  The sensor underwent a 2-point calibration with gases of known concentration 

(400 and 1000 ppm) from a commercially available gas-mixing system supplied 

by BOC.  The calibration gases were CO2 in a nitrogen (N) mixture.  A gas 

mixture is used for calibration gases because the carrier gas of nitrogen will help 

keep the CO2 concentration stable over time (Inoue et al., 1995).  According to 

specification, the certified values have an uncertainty of < = 5%.  An 

atmospheric test chamber was constructed (see Section 3.3.3, page 67 for 

details) which was used to house the sensor during calibration.  Gas was pumped 
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into the chamber and the sensor was allowed to equilibrate to the specific gas 

concentration.  Software (COZIR Sensor 2.0) from GSS was used to zero the 

sensor and input the specific concentration.  This was done with calibration 

gases of CO2 concentrations 400 ppm and 1000 ppm. This was a ‘span’ 

calibration which was determined using Equation 20; 

 

 𝑆𝑝𝑎𝑛 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟

=  
𝑘𝑛𝑜𝑤𝑛 𝑔𝑎𝑠 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 × 𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔 𝑠𝑝𝑎𝑛 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛

𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑎𝑑𝑖𝑛𝑔
 

 

(20) 

  The correct command was entered into the software (information from COZIR 

datasheet) to program the span calibration factor into the sensor. 

3.3.3 Construction of chambers  

  Test chambers were constructed for this experiment (see Figure 3.2).  Several 

different sized chambers were used but all had the same operation and 

construction principles. The sealed chambers were made of plastic (polyethylene 

and/or polypropylene) and modified to include ‘IN’ and ‘OUT’ valves so that 

known-concentration gas could be injected into the chamber and also allowing 

the system to then be closed thus mimicking an environment with a certain 

concentration of CO2.  Some of the experiments were conducted in a 

temperature controlled incubator (LMS) to keep the temperature constant at 

8oC. The incubator temperature is accurate to ± 1oC.  A gas mixture of CO2 and 

N2 was supplied to the test chamber.  In this case, 400 ppm and 1000 ppm CO2 

concentration were used.  These specific concentrations were used because they 

span the pCO2 range between the current day and that expected in 2100 by the 

IPCC. 
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Figure 3.2: Example of sealed chamber set-up to test response of sensor to known gas 
concentrations 

 

3.3.4 Seawater sample collection  

  In some mesocosm experiments, seawater samples were taken during sensor 

deployment.  This was to analyse the seawater for AT and DIC concentrations.  

Discrete water samples were collected in accordance with standard protocols 

(Dickson et al., 2007).  Specific details for the separate collections are given in 

the individual descriptions of experimental methods in the relevant sections.  

The general protocol was as follows.  Seawater samples for AT and DIC were 

collected in triplicate using borosilicate glass syringes and transferred to 12 ml 

borosilicate vials (Labco).  Borosilicate glass was used due to its excellent 

thermal properties, high chemical resistance and its non-porous nature.  The 

water sample therefore was unlikely to be affected by any outside inputs like 

oxygen which would change the chemical composition of the sample. Minimal 

gas exchange with the atmosphere was ensured by transferring the seawater 

slowly and smoothly into the vials directly from the syringe. This meant that no 

air bubbles were introduced into the sample. A slight overflow of water was left 

to form a meniscus which would further ensure no trapping of air bubbles when 

the lid was screwed onto the vial. They were then poisoned with 10 µL of 
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mercuric chloride (HgCl2) to prevent any further biological activity inside the vial 

which would alter the carbonate chemistry in the sample. The lids were 

carefully placed on the vials, again ensuring no air bubbles were present in the 

sample. The vials were stored in a refrigerator before being analysed. 

3.3.5 Data processing 

3.3.5.1 Background noise 

  Background and baseline noise is a regular feature of all sensors (Miecznikowski 

and Sellers, 2002).  Background noise was reduced by smoothing with a moving 

average (order = 15).  A moving average was obtained by taking the most recent 

data point and adding it to the summation.  Sequentially the oldest data point 

was then removed and the end total was divided by the number of data points.  

This produced an average but an average that ‘moves’ sequentially through the 

time that data is being recorded by the sensor.  This had the effect of 

‘smoothing’ the data and reducing noise. 

3.3.5.2 Drift 

  Occasionally, the noise-filtered data would reveal a drift in the sensor data 

which would then require correction.  Normalisation was used to remove this 

drift.  The data was normalised within Excel using linear regression. Drift did not 

always happen throughout data collection. Drift was characterised within the 

data by a constant upward trend irrespective of the actual pCO2 concentration. 

This drift was corrected by finding y with respect to x from a graph of the data 

and subtracting from the moving average.  The minimum of these new values 

was subtracted from the drift correction values.  This was then divided by the 

difference in the maximum and minimum of the moving average.  Finally this 

was used in Equation 21 to produce data without drift. 

 𝑑𝑎𝑡𝑎 × (max(𝑀𝐴) − min(𝑀𝐴)) + min (𝑀𝐴) 

MA = moving average 

(21) 
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3.3.6 Seawater analyses 

3.3.6.1 AT analysis 

  The method used for quantifying AT is by titration as per the methods of Yao 

and Byrne (1998).  Certified Reference Material (CRM) from Scripps Institution of 

Oceanography was used to calibrate the measurements before samples were run 

and also between every 10 samples. They were analysed in triplicate with an 

average taken and were kept at a constant temperature (25oC) using a water 

bath (Julabo ED-19 Open Heating Bath Circulator).  In this case, 0.01 mol 

hydrochloric acid (HCl) (background of 0.6 mol of sodium chloride (NaCl)) was 

added into 10 ml of seawater sample until the pH reached an approximate value 

of 4.  The acid was made with a NaCl background so as to mimic the ionic 

characteristics of the seawater (Zeebe and Wolf-Gladrow, 2001).  After 

acidification, absorbance was measured by spectrophotometry with the DR 5000 

bench-top spectrophotometer with Bromocresol green indicator (C12H14Br4O5S) at 

616 nm and 444 nm wavelengths.  The absorbance ratio along with temperature 

and pH were used to determine total alkalinity (Yao and Byrne, 1998). This 

calculation is based on mass-balance and equilibrium equations and is processed 

using an excel spreadsheet program.  The equivalence point of values of the pH 

region of 3 to 3.5 is established using a non-linear least-squares fit of the 

results. For total alkalinity, the following equation describes the circumstance in 

which the protons correspond to the equivalence point (Zeebe and Wolf-

Gladrow, 2001); 

 [H+]F + [HSO4-] + [HF] + [H3PO4] = 

[HCO3-] + 2[CO32-] + [B(OH)4-] + [OH-] + [HPO42-] + 2[PO43-] + 

 [SiO(OHO3-] + [NH3] + [HS-] 

(22) 

  The hydrogen ion, with respect to the above proton condition, has an analytical 

total concentration (CH) of; 

 CH = [H+]F + [HSO4-] + [HF] + [H3PO4]  (23) 
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– [HCO3-] – 2[CO32-] – [B(OH)4-] – [OH]  

– [HPO42-] – 2[PO43-] – [SiO(OH)3-] – [NH3] – [HS-] 

  The consequence of this is that the total alkalinity is the negative of the initial 

analytical concentration of the hydrogen ion and vice versa (Zeebe and Wolf-

Gladrow, 2001). 

  After acid has been added in the titration process the following equation 

applies; 

 
𝐶𝐻 =  

𝑚𝐶 − 𝑚𝑜 𝐴𝑇 

𝑚𝑜  + 𝑚
 

(m = mass of acid with concentration C (mol kh-soln-1),  

mo = mass of sample) 

(24) 

 

  This can then be substituted into the hydrogen ion concentration equation; 

 𝑚𝐶 −  𝑚𝑜 𝐴𝑇 

𝑚𝑜  + 𝑚
  

= [H+]F + [HSO4-] + [HF] + [H3PO4]  

– [HCO3-] – 2[CO32-] – [B(OH)4-] – [OH]  

– [HPO42-] – 2[PO43-] – [SiO(OH)3-] – [NH3] – [HS-] 

(25) 

  For this process, this equation is the foundation of all the calculations within 

the spreadsheet program (Zeebe and Wolf-Gladrow, 2001).   

3.3.6.2 DIC analysis 

  DIC was analysed by quantifying the extracted CO2 by NDIR analysis (Goyet and 

Snover, 1993; O’ Sullivan and Millero, 1998; Kaltin et al., 2005).  The samples 

were analysed using AIRICA (Automated Infra-Red Inorganic Carbon Analyser) 
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Version 2.4, Marianda.  This used infra-red detection of the CO2 extracted from 

an acidified sample.  AIRICA gives a DIC which is within ±1.5 to 2 µmol kg-1 (0.1%) 

(Call et al., 2017).  The operational procedure of this instrumentation is as 

follows. A syringe pump was used to inject the seawater sample into a stripper 

which introduced acid (phosphoric acid (H3PO4)) into the sample until the pH 

reached below 4.5 and in doing so, CO2 was then released.  The acidified sample 

was then stripped of the CO2 by a carrier gas containing nitrogen.  Water 

content was removed as much as possible by a Peltier-element and a Nafion 

dryer and then the gas was measured by the LI-COR 820 (an NDIR analyser).  The 

AIRICA analysed DIC by integration of the CO2 ratio. CRMs were used to calibrate 

the measurements before samples were run and also between every 10 samples 

(as with AT). The samples were analysed in triplicate with an average taken.  

Each sample was an average of four integral peaks (see example of peaks in 

Figure 3.3). 

 

Figure 3.3: Four integral peaks shown within software of AIRICA. 

 

3.3.6.3 pCO2 calculation from water chemistry 

  Once AT and DIC were determined, CO2SYS (Pierrot et al., 2006) was used to 

calculate pCO2 concentrations from AT, DIC, temperature and salinity.  The 

equilibrium constants (K1 and K2) used were from Mehrbach et al. (1973) refit by 

Dickson and Millero (1987), KSO4 from Dickson and the pH seawater scale 
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(mol/kg-SW).  Ancillary data of pH, HCO3
-, CO3

2- concentrations and calcite (ΩCa) 

and aragonite (ΩAr) saturation states were also calculated within CO2SYS.  

3.3.7 Programming the sensor 

  Before any deployment (atmospheric or marine) each sensor was programmed 

with the developed code (see Appendix for full code).  This was conducted by 

connecting the electronics and sensor via USB cable to a laptop.  The code was 

pre-loaded onto Arduino Web Editor and once the Arduino Uno board was 

connected to the software, the code was uploaded onto the board.  The 

batteries were connected to the electronics and subsequently, the set-up was 

disconnected from the laptop making autonomous deployment possible. A 

Standard Operating Procedure (SOP) for the sensor is included in the Appendix. 

3.4 Individual experimental methods, results & 
discussion 

  The following sections provide information on each individual experimental set-

up in a chronological order.  For clarity, the results and discussions are included 

within each corresponding section. 

3.4.1 Initial sensor performance 

  The atmospheric base sensor purchased from GSS was assessed (See 

information on sensor in Chapter 2, Section 2.4.1, page 36).  The sensor was not 

yet able to be immersed into a marine environment as waterproof housings were 

still being tested so alternative tests involving CO2 spiked seawater were used.  

These tests were a first step in seeing how sensitive the sensor was to different 

environments.  This was a categorical-type approach to investigate if the sensor 

was able to register large changes in pCO2 before more detailed analyses were 

performed. 

3.4.1.1 Aims 

  The aims were to; 
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 Assess the performance of the sensor in an atmospheric headspace of a 

seawater tank of known CO2 concentration. 

 Assess the performance of the sensor when the PFTE membrane on the 

sensor is directly exposed to the same concentration of seawater, i.e. a 

drop of seawater is directly placed on the PTFE membrane. 

 Compare the two sets of data. 

3.4.1.2 Methods 

  The performance of the sensor was tested in the headspace of an aquarium 

tank of known concentration versus the performance of the sensor with CO2 

spiked water droplets.  In lieu of a waterproof housing which was yet to be 

designed, the safest way to expose the sensor to seawater at this point was with 

a small water droplet on the PTFE membrane  on the outside of the sensor 

ensuring no saturation of the delicate electronics. 

  The sensor was attached to a computer by a USB cable.  The software running 

with the sensor was COZIR 2.0 which is the standard software provided by the 

manufacturer.  The sensor was placed in the headspace above the mesocosm 

(just above the level of the seawater) and left to continually record the CO2 

concentrations venting from the water (see Figure 3.4).  
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Figure 3.4: Mesocosm set-up with CO2 sensor in headspace above the seawater.  Different 
tanks contained different CO2 concentrations 

 

  The concentrations received by the sensor in the headspace were then 

compared with the output of the sensor when a drop of the same seawater was 

directly placed on the PTFE membrane (see Figure 3.5). This was to assess 

whether there was a corresponding or different reaction to the specific ppm 

concentration and to gauge a general first impression of how the sensor would 

react to these different situations.  This was done with tanks of pCO2 seawater 

concentration of 380 µatm, 750 µatm and 1000 µatm.  The sensor was set to 

record two readings every second for a total of 7 minutes each. 
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Figure 3.5:  COZIR atmospheric CO2 sensor with seawater droplet of specific concentration 
placed on the PTFE membrane.  The sensor was continually connected to a laptop with GSS 
software which was outputting the CO2 data.  Note that the membrane was not fully covered 
with seawater as to prevent damage to the sensor.  Therefore atmospheric CO2 will still be 
influential in the CO2 concentrations that the sensor outputs. 
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3.4.1.3 Results 

 

Figure 3.6: Headspace against water droplet for three mesocosms with different CO2 
concentrations.  Two readings per second were recorded for 7 minutes each.  (a) 380 ppm 

seawater.  The ‘headspace’ run had an average concentration of 511 ± 17 ppm and the 

‘water droplet’ run had an average concentration of 599 ± 9 ppm. (b) 750 ppm seawater.  The 

headspace run had an average concentration of 528 ± 7 ppm and the ‘water droplet’ run had 

an average concentration of 571 ± 7 ppm. (c) 1000 ppm seawater.  The ‘headspace’ run had 

an average concentration of 521 ± 15 and the ‘water droplet’ run had an average 

concentration of 579 ± 6 ppm. 
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Figure 3.7: Bar chart of average CO2 sensor concentration from different mesocosms when 
in headspace and directly exposed to seawater. 380 ppm tank; Headspace 511 ± 17 ppm, 
Water droplet 599 ± 9. 750 ppm tank; Headspace 528 ± 7 ppm, Water droplet 571 ± 7 ppm. 
1000 ppm tank; Headspace 521 ± 15 ppm, Water droplet 579 ± 6 ppm. 

 

3.4.1.4   Discussion 

  The sensor takes 1 – 2 minutes to equilibrate with the environment (see Figure 

3.6).  The three tanks that were used in the experiment were artificially 

manipulated with CO2 concentrations of 380, 750 and 1000 ppm.  With all three 

comparisons, the CO2 concentration of direct exposure to the seawater droplet 

was higher than the concentration of the CO2 when the sensor was in the 

headspace of the mesocosm (see Figure 3.7).  The assumption was that the CO2 

off-gassing from seawater in the tank filled the headspace above the tank. 

However, this may not be the case and the headspace may not be filled with the 

same concentration as the tank because it is still effectively surrounded by 

atmospheric conditions.  It would be reasonable to suggest that readings would 

perhaps be higher than normal atmospheric concentrations due to the close 

proximity of the sensor to an environment that has an artificially inflated 

concentration.   
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Table 3.1: Comparison of headspace vs. water droplet CO2 concentrations.  Water droplet 
concentrations were higher than headspace concentrations, 

 

  The headspace data from the sensor for each of the tanks were very similar 

(511, 528 and 521ppm) as were the water droplet data (599, 571 and 578 ppm).  

This experiment provided a gauge in the reactivity of the sensor.  The water 

droplet would not induce a change in the sensor readings to the correct 

concentration of the tanks because it is still effectively an atmospheric run.  It 

was not expected that the sensor would read the absolute CO2 concentration of 

the tanks but it was expected that the sensor would present the correct 

hierarchy of results. For the purpose of these experiments, the sensor was 

deemed to be sensitive enough to proceed with further experimentation. 

3.4.2 Known gas concentration tests 

  Known gas concentration tests were used to assess the output of the sensor 

when in a closed CO2 concentration-specific environment.  These were 

atmospheric tests with the sensor autonomously run in a chamber which was 

injected with CO2 gas (for details of chamber see Section 3.3.3, page 66).  These 

tests doubled up as testing the newly developed code and also battery life 

testing for the autonomous set-up.  These were the first autonomous tests 

whereby the sensor was programmed and put in a chamber to run until the 

batteries failed. This experimental run was also the first time the sensor was 

calibrated in the laboratory (for details of calibration see Section 3.3.2, page 

65).   

3.4.2.1 Aims 

1. Develop code to output CO2 and temperature (see Chapter 2, Section 

2.4.3.1, page 45) 
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2. Develop code to output humidity (see Chapter 2, Section 2.4.3.1, page 45) 

3. Design battery set-up to run sensor autonomously (see Chapter 2, Section 

2.4.4, page 54) 

4. Test power consumption 

5. Assess sensor accuracy and precision in known gas concentrations  

6. Familiarity with procedure of calibration of sensor 

3.4.2.2 Methods 

3.4.2.2.1 Power evaluation 

  A power evaluation test with 4 x AA Nickel Metal Hydride 2450 mAh batteries 

was conducted.  The sensor was programmed and recorded atmospheric data in 

the laboratory. When the running time for these batteries had been established, 

known-gas concentration tests were run firstly with 1000 ppm CO2 and then with 

400 ppm CO2.  The sensor and electronics were placed inside the constructed 

chamber which was filled at a constant rate with either 1000 ppm CO2 or 400 

ppm CO2 depending on the individual experiment.  The same methodology was 

used regardless of the gas concentration. The sensor was left to record pCO2 

data once every five minutes and the accuracy and precision of the sensor was 

evaluated. 
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3.4.2.3 Results 

3.4.2.3.1 Power evaluation and 1000 ppm tests 

 

Figure 3.8: (a) 53h 47m sensor performance and power evaluation at ambient ppm and 1000 
ppm on 23

rd
 – 25

th
 June 2015. Battery power 4 x AA NiMH 1.2v 2450mAh. (1) Sensor placed 

in closed chamber (2) and input of 1000 ppm @ 1320 hours.  There was power failure 1 hour 
after this injection. (b) Closer inspection of the sensor CO2 readings during only the gas 

injection of 1000 ppm CO2 near the end of the run. Mean = 1028 ± 37 ppm during the 1000 

ppm CO2 gas injection. 

 

  This was first and foremost a battery test but because the batteries were 

running longer than expected (i.e. after two days they were still powering the 

sensor), the sensor was put into the chamber of known gas concentration to also 

test the sensor output as well as the battery power.  1000 ppm CO2 gas was 

injected into the chamber.  The data collected show ambient CO2 concentrations 

for a busy laboratory (see Figure 3.8a).  When the sensor was exposed to 1000 

ppm, the resulting readings were very close to expected.  The batteries ran out 
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not long after the injection of 1000 ppm.  A closer inspection of the time when 

the gas was injected into the chamber is shown in Figure 3.8b.  Further tests 

were subsequently conducted based on this set-up. 

  A shorter run with a 9v Nickel Metal Hydride 200 mAh battery in a 1000 ppm 

chamber was undertaken to assess the longevity of this battery.  The battery 

lasted for approximately 3 ½ hours.  When 1000 ppm CO2 was injected into the 

chamber, the sensor read an average concentration of 982 ± 25 ppm over the 

duration of the run.  A longer test was needed however to test if the sensor had 

any significant drift (see Figure 3.9). 
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Figure 3.9: 24 hour run in gas chamber with 1000 ppm to test for sensor drift (Battery power 4 x AA NiMH 1.2v 2450mAh). (a) initial ‘flushing’ of 1000 ppm 
gas and closing of valves at 14:50, 30/06/15 (b) additional input of 1000 ppm gas at 1710, 30/06/15 (c) additional input of 1000 ppm gas at 1038, 01/07/15 (d) 

Sensor taken out of the chamber at 1230, 01/07/15. Overall mean 912 ± 98 ppm. 
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  To test for drift in the sensor, a 24 hour run in a gas chamber with 1000 ppm 

CO2 was undertaken as shown in Figure 3.9.  There was a gradual downward 

trajectory in the CO2 concentration until there was an injection of 1000 ppm.  

The sensor then read what would be expected of approximately 1000 ppm until 

power failure.  Another similar run was undertaken to further investigate the 

performance of the sensor.  This run suggested that there may have been a leak 

in the experimental chamber rather than confirming any drift in the sensor.
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Figure 3.10: 50 hour run 7
th

 to 9
th

 July 2015 in gas chamber with 1000 ppm (Battery power 4 x AA 1.2v 2450mAh NiMH).   Overall mean = 948 ± 35 ppm. (a) 
Spiked with 1000 ppm gas at 1450, 08/07/15. (b) Spiked with 1000 ppm gas at 1220, 09/07/15. 
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  A 50 hour run of the sensor in the chamber injected with 1000 ppm is shown in 

Figure 3.10.  Again, with the injection of gas, the sensor was reading 

approximately as would be expected. There was a gradual drop in the 

concentration that the CO2 sensor was recording half way through the run until it 

was injected again with 1000 ppm gas.  Subsequently the reading began to rise 

again towards a 1000 ppm concentration.  The sensor would be calibrated before 

the next run in the gas chamber which would this time contain 400 ppm CO2 gas. 

3.4.2.3.2 400 ppm 

 

Figure 3.11: 47 hour run inside 400 ppm chamber (Battery power 1.2v 2450mAh NiMH). (1) 
Input of 400 ppm into the chamber. (a) Raw data mean 422 ± 21 ppm (b) Noise-filtered (MA 
10) data mean 422 ± 14 ppm. 

 

  The sensor, when initially put into the 400 ppm gas chamber was reading as 

expected.  The concentration gradually increased over time until injected once 

more with 400 ppm gas.  The concentration then decreased to the expected 

value but rose again which perhaps reflected ambient CO2 in the laboratory, i.e. 

higher than 400ppm. 
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3.4.2.3.3 1000ppm and humidity 

 

Figure 3.12: 4.5 hour run outputting both CO2 and humidity in 1000 ppm chamber. Humidity 
mean = 38 ± 0.1 %. (a) Raw data which shows a drift in the sensor. Mean = 990 ± 6 ppm. (b) 
Drift-corrected CO2 data. Mean = 984 ± 3 ppm. 

 

  This was a short 4.5 hour run for initial observations and testing of the code to 

output humidity.  Humidity was approximately 38%. The raw data (Figure 3.12a) 

appeared to show a drift in the sensor readings.  The drift-corrected CO2 output 

is shown in Figure 3.12b.  The CO2 data from the sensor produced a value as 

would be expected when situated in a chamber of 1000 ppm CO2 (drift-corrected 

data having a mean of 984 ppm). 
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Figure 3.13: Summary of all known-gas concentration tests. *runs where more gas of the 
same concentration was put into the chamber during the test. Dotted line is the 
concentration of gas that was input into the chamber. N. B. tests were of different durations 
so result will vary accordingly. (a) Average concentration of 1000 ppm tests. 1 hour mean = 
1028 ± 37 ppm; 3.5 hour mean = 982 ± 25 ppm; 24 hours mean = 912 ± 98 ppm; 50 hours 
mean = 948 ± 35 ppm; 51 hours mean = 967 ± 21 ppm; 4.5 hours mean = 990 ± 6 ppm. (b) 
Average of 400 ppm tests. 47 hours mean = 422 ± 14 ppm; 48 hours mean = 431 ± 8 ppm. 

 

3.4.2.4 Discussion   

  Overall, in the known-gas concentration tests there were a number of 

conclusions made.  The sensor reacted immediately to an input of 1000 ppm CO2 

gas and reached concentrations with an average of 1028 ppm.  The COZIR data 

sheet states that the sensor has an accuracy of ± 50 ppm and the results show 

that the sensor has performed well in this specific run.  A longer test was 

needed however to adequately gauge the output of the sensor. Overall, in the 

known-gas concentration tests the sensor would almost always have a mean 

within ± 50 ppm of the known concentration.  In the longer runs that it did not 

get within this number there was a clear explanation for this.  It became obvious 
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that the chamber used was not completely air tight.  The plastic was also a 

porous material. When left for a longer run, the CO2 concentration would 

gradually fall downwards but immediately change when another injection of gas 

was input into the chamber. The gas chamber was constructed with cost-

effective materials under a time constraint but was deemed suitable for the 

purpose of this project.  The initial drift test within this section showed that it 

was the chamber that was causing the downward drift due to it not being 

airtight.  In future tests, it will become clear that there actually is a drift in the 

sensor but always in an upward direction.  When the data were filtered of noise, 

it became apparent that the sensor was drifting.  When drift was evident from 

the noise-filtered data then it was necessary to normalise the data to correct 

this 

3.4.3 Underwater tests (initial design) 

  This section deals with the very first underwater trial of the sensor.  This was 

using the initial housing design of Tupperware and a PTFE filter attached to the 

lid with aquarium silicone (see Chapter 2, Section 2.4.5.1, page 55).  The lid was 

also secured with more silicone.   
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Figure 3.14: Initial prototype of pCO2 sensor. Top: Electronics and sensor inside plastic box 
with a PTFE filter allowing gas to pass through. Bottom: Initial prototype underwater in 
ambient mesocosm.  Due to a high buoyancy, the prototype had to be weighed down 
initially. 

 

3.4.3.1 Aims 

1. Test effectiveness of housing underwater, i.e. evidence that pCO2 could 

reach the sensor through the housing in seawater, the durability of the 

housing and also the effectiveness in keeping the sensor and electronics 

dry. 

2. Have an accurate pCO2 output from the sensor whilst autonomous and 

underwater. 
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3.4.3.2 Methods 

  Structured underwater tests were carried out with the initial design of housing 

(see Figure 3.14).  The programmed sensor was put into the housing and then 

sealed with silicone to withstand being submerged into the mesocosm.  The 

mesocosm was not manipulated with any gas. The housed sensor was then left 

for 48 hours and retrieved. This method was repeated twice. 

3.4.3.3 Results 

 

Figure 3.15: Underwater trial with initial housing set-up outputting seawater pCO2 and 
seawater temperature. (a) 4

th
 to 6

th
 September 2015 for 49 hours (1) sensor placed under 

PFTE filter in housing and secured with silicone (2) housing sealed with silicone (3) placed 
underwater in the ambient mesocosm. (b) 6

th
 September to 8

th
 September 2015 48 hour run 

(1) sensor placed in housing and sealed. (2) placed underwater in the ambient mesocosm 

 

  For the duration of the run, the CO2 readings reached and then stayed at the 

concentration of 2000 µatm (the maximum that the sensor can record) (see 

Figure 3.15a). This is likely to be an erroneous value rather than a true 

concentration of CO2.  The shallow, ambient tank should have been reading 
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around 400 µatm as it equilibrates with the atmosphere. The temperature sensor 

did however show a cycle with peaks every 6.5 hours.  The temperature in the 

mesocosm varies due to heating of the water by the UV lamps which are on a 

timer to simulate day and night cycles. Because the temperature sensor (which 

is integrated into the body of the COZIR sensor) appeared to work, it was 

therefore notable that the sensor overall was working underwater but something 

was affecting the CO2 signal.  Figure 3.15b was a repeat of the previous 

experiment.  The same pattern as before was seen and therefore the erroneous 

CO2 readings would have to be addressed before the next run.  The sensor was 

set to run within the housing in an atmospheric environment and the results are 

shown in Figure 3.16 which alludes to no housing problem.
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Figure 3.16: The sensor was started and placed within the housing and set to run in a busy office.  The output was CO2 and temperature.  Silicone was not 
used in this process because there was no need to waterproof the housing. 
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3.4.3.4 Discussion - Issue with sensor or housing? 

  CO2 gas, when the sensor was situated in the office (still in the housing), was 

able to be recorded by the sensor and both the CO2 and temperature output 

gave values that were to be expected.  The problem was only apparent when the 

housing and sensor was underwater.  Although there didn’t appear to be a 

problem with the CO2 gas reaching the sensor through the housing in 

atmospheric conditions, to attempt to address the underwater problems, a 

design rethink of the housing that held the sensor was conducted.  These tests 

confirmed that the initial prototype was not suitable underwater. Subsequent 

tests would reveal the problem and this is addressed in Section 3.4.5, page 101. 

3.4.4 PTFE tube design 

  As described in Section 2.4.5.2, page 57, a new design of housing was 

manufactured.  This design consisted of a hollow PTFE tube and two lids at the 

end.  The lids initially were plastic inserts secured with aquarium silicone and 

lastly (which would be the final design), two screw-on PTFE caps which 

eliminated the need for silicone.   Several experiments were carried out with 

the PTFE tube which will be detailed in the next section. 

3.4.4.1 Initial Underwater runs 

 This section presents the experiments conducted with the PTFE tube set-up and 

the different lids used will be detailed within each section. This encompassed 

many different runs which over the course of experiments were fluid in aims.  

3.4.4.1.1 Aims 

1. Assess the performance of the new housing and sensor underwater by 

conducting similar tests as previous, i.e. in marine mesocosms both in 

ambient and CO2 concentration specific environments. 
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3.4.4.1.2 Methods 

  The PTFE tube was used to house the electronics and sensor.  Plastic inserts 

were placed at each end of the tube and secured with aquarium silicone (see 

Figure 3.17).  

 

Figure 3.17: PTFE tube with plastic inserts sealed with silicone.  The sensor and electronics 
were housed inside and put underwater in the mesocosm 

 

  This set-up was immersed underwater in a mesocosm for several different time 

scales and the performance of the housing, sensor and also the data produced 

were analysed. 



Chapter 3: Laboratory performance evaluation of pCO2 sensor 
 

95 
 

3.4.4.1.3 Results 

 

Figure 3.18: First immersion of PTFE tube design underwater (3 hours with 9v battery). (a) 
sealed in tube with silicone (b) placed underwater in a mesocosm. 

 

  Although only a short run, Figure 3.18 shows data that again produced a 

continual upwards drift that could mean that the CO2 signal would possibly reach 

the maximum sensor value again, i,e, give an erroneous value.  A longer run was 

then tried to see further evidence of this. 

 

Figure 3.19: 2 day run from 11
th

 to 13
th

 of March 2016 of CO2 and temperature output in PTFE 
tube with 1000 ppm (initially an atmospheric run (at 1312) then an underwater run (1640). 
Shown is only the data up to 2310 on 11

th
. (a) housing flushed through with 400 ppm gas 

then aborted because of too much pressure (b) back in tube and waterproofed with silicone 
and left to dry for 2 hours. (c) placed underwater. 
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  Once the sensor was allowed to settle underwater, the sensor outputted the 

maximum reading of 2000 µatm again.  The next run was to check any problems 

with the housing and the ability of the sensor to receive CO2. 

 

Figure 3.20: Atmospheric, autonomous run in PTFE tube.  The sensor was programmed to 
output CO2 and temperature and placed in the PTFE tube housing.  The housing was then 
left to record in an office. 

 

  The atmospheric run in Figure 3.20 shows the senor within the PTFE housing 

which was situated in a busy office for 42 hours.  The sensor performs well inside 

the tube.  It was therefore necessary to investigate why the sensor and housing 

was not working as expected underwater.   

3.4.4.2 Humidity 

  Initially it was though that perhaps the humidity was having an effect on the 

CO2 readings.  The humidity levels and CO2 values in a mesocosm tank were 

tested.   

3.4.4.2.1 Aims 

1. Develop code to output humidity from the sensor in conjunction with CO2 

readings. 

2. Assess whether humidity was affecting the CO2 values read by the sensor 

with the addition of a molecular sieve in the housing. 
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3.4.4.2.2  Methods 

   Incorporated within the COZIR CO2 Ambient sensor there is an inbuilt humidity 

sensor; the Sensirion SHT21 chip.  Code to check the humidity output was 

developed to see if humidity was affecting the CO2 readings from the sensor (see 

section 2.4.3.1, page 45).  The concentration of water vapour present may cause 

erroneous measurements of CO2 by changing the density of the air that is being 

measured (Pearman and Leuning, 1980).  CO2 readings by the sensor are 

essentially density readings by NDIR.  In some runs, a molecular sieve was used 

inside the housing; the molecular sieve consisted of desiccant beads made of 

porous crystalline metal-alumino silicates in the size range 1.6 - 2.5 mm 

(classification 4Å (Angstroms)).  Moisture dessicant absorption happens with 

molecules under 4Å in diameter.  Anything bigger than this, absorption will not 

take place.  It was expected that smaller molecules, i.e. water molecules would 

be absorbed but larger molecules, i.e. CO2 would not.  Therefore if water 

molecules were causing the readings on the CO2 sensor to reach a maximum, i.e. 

confusing the density measurements, the inclusion of a molecular sieve within 

the housing may prevent this.  

  The seawater in the mesocosm was kept at a fixed temperature of 8oC via a 

chiller and CO2 concentrations were manipulated naturally by coralline algae 

which force a 24 hour cycle, i.e. respiration at night increasing the CO2 levels 

and photosynthesis during the day decreasing the CO2 levels. 
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3.4.4.2.3 Results 

 

Figure 3.21: 18h 35m run of pCO2 and humidity output in mesocosm kept at 8
o
C which contained coralline algae. Shaded area signifies the dark hours. (a) 

Sensor placed in tube with silicone seal (b) Sensor placed underwater 
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  The pCO2 and humidity output from the sensor is shown in Figure 3.21.  This 

was an 18.5 hour run in the mesocosm.  The humidity makes a predictable rise 

when the sensor is first placed into the mesocosm but does not rise to a 

significant level where there would be concern that it would affect the CO2 

signal.  Again, the sensor reaches a value of 2000 µatm.  This set-up was 

repeated.  Although the test results show that the COZIR sensor is not 

significantly affected by humidity, more tests were done with the addition of a 

molecular sieve for further clarity. 

3.4.4.3 Discussion 

  The Sensirion measures humidity by capacitive means.  The sensor consists of a 

capacitor which has a humidity sensitive polymer as a dielectric.  This polymer 

will take up water molecules according to the ambient humidity.  This results in 

a change of the capacitance which is what is measured by the sensor.   When 

pCO2 concentration data were not reading as expected, i.e., the sensor was 

reaching a maximum pCO2 concentration of 2000 ppm consistently, it was 

hypothesised that perhaps humidity was affecting the measurement of CO2.  

Because CO2 measurement is essentially a measurement of density, if there are 

excessive water droplets in the air then this may affect the components of gases 

in the mixture.  However, when humidity was measured concurrently with pCO2, 

levels of humidity were consistently less than 50% and it was deemed that CO2 

concentration was not erroneous because of humidity levels. 

3.4.4.4 Molecular sieve beads 

  To investigate the possibility that humidity was affecting the CO2 output of the 

sensor further, there was an addition of molecular sieve beads into the main 

body of the housing.  Molecular sieve beads were used due to their unique water 

vapour adsorbing qualities and ability to remove excess moisture from the 

surrounding air. 

3.4.4.4.1 Aims 

1. Assess whether the addition of a molecular sieve in the main body of the 

housing will improve the quality of data produced from the CO2 sensor.



Chapter 3: Laboratory performance evaluation of pCO2 sensor 
 

100 
 

3.4.4.4.2 Results 

 

Figure 3.22: 21.5 hour run in PTFE set-up with molecular sieve outputting CO2 and humidity in mesocosm at 8
o
C (a) placed into housing with silicone (b) 

placed underwater 
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  An underwater run is shown in figure 3.22.  The pCO2 signal gradually reduced 

to 0 µatm for the duration of the run.  The housing was taken out of the water.  

CO2 signal returns when the sensor was taken out of the housing.  

3.4.4.5 Discussion 

  When a molecular sieve was included in the deployment, the pCO2 signal 

gradually reduced to 0 µatm.  The CO2 signal would return and gradually 

increase above 0 µatm when the sensor was taken out of the housing.  Further 

investigation suggested that certain drying agents (i.e. molecular sieves) can 

absorb CO2 and this would account for a value of 0 µatm being read by the 

sensor. With this particular molecular sieve, any molecules smaller than 4Å 

would be absorbed by the beads.  H2O molecules have an approximate diameter 

of 2.75Å.  CO2 molecules are smaller than H2O molecules with a diameter of 

approximately 2.32Å.  Therefore, a molecular sieve would not be used any 

further within this study.  It was assumed that humidity did not affect the 

readings because at the specified wavelength (4.2 µm), water has no absorption 

bands and would therefore not affect the CO2 readings (Hodgkinson and Tatam, 

2012 (see Figure 2.1, page 29).  

3.4.5 Silicone incubator tests 

  Tests were run on the use of the silicone in the design because of concerns of 

possible silicone degassing interfering with the CO2 reading of the sensor.   

3.4.5.1 Aims 

1. To ascertain whether silicone was affecting the readings of CO2 

concentration by conducting tests with and without silicone in the set-

up. 

3.4.5.2 Methods 

  Silicone was used in the initial housing design for waterproofing purposes, e.g. 

securing lids.  Because silicone could not be used for half of the experimental 

runs, the tests were conducted only in atmospheric conditions to ensure 

uniformity.  The tests were performed in a temperature controlled incubator 
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kept at 8oC (typical temperate winter seawater temperatures in Scotland).  The 

programmed sensor was placed in the housing and shut and 400 ppm was 

pumped into the housing.  The housing was then put into the incubator.  In the 

tests which required silicone, it was used as for underwater tests to seal the 

housing.  Conversely, silicone was not used in the other tests but all other 

protocol was exactly the same.  Both results were then compared.
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3.4.5.2.1 Results 

3.4.5.2.1.1  Without silicone 

 

Figure 3.23: 6 hour runs of pCO2 and humidity with injection of 400 ppm gas in housing with no silicone and placed in an atmospheric incubator set at 8
o
C. 

(a) 5
th

 April 2016 raw pCO2 and humidity data. Mean pCO2  = 544 ± 24 ppm. (b) 7
th

 April 2016 raw pCO2 and humidity data. Mean pCO2  = 760 ± 33 ppm.  (c) 

Noise filtered version of 3.22a with a moving average of 5. Mean pCO2 = 544 ± 11 ppm. (d) Noise filtered version of 3.22b with a moving average of 5. Mean 

pCO2  = 759 ± 17 ppm.
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  In both 6 hour atmospheric runs without silicone, the sensor records a CO2 

concentration without any rise to beyond range (see Figure 3.23).  The sensor 

however did show some drift in the data so this was corrected.  These were 

positive findings as there was no obstruction to the output of either pCO2 or 

humidity from the sensor.  Another identical run was completed (see Figure 

3.24). More detail is shown on the processing of the data. This was a longer run 

than the previous two to ensure there were no problems for longer deployments. 

 

Figure 3.24: 8
th

 to 10
th

 April 2016 32.5 hour run of sensor in housing placed in an incubator 
at 8

o
C without using silicone with 400 ppm gas injected. (a) Humidity and raw pCO2 and 

humidity data.  pCO2 mean = 489 ± 21 ppm. (b) Humidity and noise-filtered pCO2 data. pCO2 

mean = 492 ± 11 ppm. (c) Humidity and noise-filtered and drift-corrected data. pCO2 mean = 

467 ± 7 ppm. 
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3.4.5.2.1.2  With silicone 

 

Figure 3.25: 6 hour runs of sensor in housing placed in an incubator at 8
o
C using silicone 

with 400 ppm gas injected. (a) 5
th

 April 2016. Raw pCO2 and humidity data. (b) 11
th

 April. Raw 
pCO2 and humidity data.  

 

  The humidity read as expected but the CO2 readings reached a maximum of 

2000 ppm on both runs as shown in Figure 3.25.  These experimental runs 

suggested that silicone was having an effect on the sensor CO2 output. 

3.4.5.3 Discussion 

  When silicone was eradicated from the set-up, there appeared to be no 

problems with the CO2 concentration being output by the sensor. In comparison, 

when silicone was introduced to the set-up again, the signal was corrupted.  

When silicone cures it releases acetic acid (ethanoic acid) (Penichon et al., 

2002).   
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   Acetic acid is given off after a hydroxyl group is formed when there is an 

addition of atmospheric water (Penichon et al., 2002). 

 

  Siloxane is produced and water is released which consequently combines with 

another acetyl group and produces acetic acid (Penichon et al., 2002).  Acetic 

acid vapour may have a possible effect on CO2 measurements as some absorption 

interferences can occur in NDIR gas analysers (You-Wen et al., 2012).  This was 

happening on the occasions that silicone was used so organic solvents were then 

avoided when waterproofing the housing
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3.4.6 Comparison of two sensors (atmospheric) 

  This section deals with the comparison of two separate sensors which are 

running at the same time in an atmospheric environment.  This experiment was 

carried out with new PTFE screw-on lids.  This was to test the final housing set-

up and the ability of CO2 to reach the sensor through the newly modified 

housing. 

3.4.6.1 Aims 

1. Compare pCO2 data of two sensors running simultaneously. 

3.4.6.2 Methods 

  Another larger gas chamber was constructed with ‘IN’ and ‘OUT’ valves which 

could be opened and closed for the purpose of injecting specific concentration 

gas into the chamber (the chamber was the same as previously seen in Figure 3.2 

but larger to accommodate all the apparatus).  One sensor and its corresponding 

electronics were placed inside the PTFE tube housing while the other sensor and 

electronics were not placed inside the housing.  Both, as described, were placed 

in the large gas chamber and 1000 ppm CO2 was injected into the chamber.   

 

Figure 3.26: Atmospheric experimental set-up schematic. Sensor inside housing compared 
to sensor with no housing. Gas of concentration of 1000 ppm was injected into the 
chamber.
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3.4.6.3 Results 

3.4.6.3.1 Comparison of two sensors in known gas concentration in atmospheric conditions 

 

Figure 3.27: Comparison of one sensor inside PTFE tube with sensor outside of PTFE tube.  Both placed in a gas chamber with a CO2 concentration of 1000 
ppm. (a) Raw data for 1

st
 to 2

nd
 June 2016 for 20.5 hours.  Inside PTFE tube, CO2 mean = 1024 ± 56 ppm, Outside PTFE tube CO2 mean = 1041 ± 23 ppm. (b) 

Noise filtered version of (a) MA 5. (c) Raw data for 2
nd

 to 3
rd

 June 2016 for 22 hours. Inside PTFE tube, CO2 mean = 999 ± 75 ppm. Outside PTFE tube, CO2 
mean = 996 ± 21 ppm. (d) Noise filtered version of (c) MA 5.
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  The CO2 concentrations are very similar as shown in Figure 3.27.  The result is a 

positive one as there is nothing impeding the CO2 signals on either run. For both 

runs, the sensors show similar CO2 concentrations (#1- 1024 and 1041 ppm; #2 – 

999 and 996 ppm).  In the first run, the sensor outside of the PTFE tube had a 

higher standard deviation but in the second run this was not the case.   In the 

first run (Figure 3.27a and b) there appears however to be a comparatively large 

standard deviation with the sensor inside the tube as compared to the sensor 

outside of the tube.  The comparison of the sensor pCO2 concentration readings 

are favourable with only slight mean deviations from one another and also slight 

deviation from the concentration of 1000 ppm.  The second run produced a 

similar signal from both sensors with similar standard deviations although there 

was a large spike with the sensor inside the PTFE tube.  The reason behind this is 

unclear but is remarked on further in the discussion. 

3.4.6.4 Discussion 

  Direct comparisons of two of the developed pCO2 sensors running at the same 

time produced positive results and also confirmed no problem with the 

permeability of the PTFE tube with CO2 gas getting from the atmosphere (or 

seawater) into the sensor within the housing.   

  There was only one occasion of a spike in the data over all the deployments.  

There could be numerous reasons for this and it is not an unusual occurrence in 

marine sensors (Timms et al., 2011).  This could be real data but it is more likely 

an erroneous peak caused by several possible reasons.  The power component 

may have created a surge with the constantly oscillating voltage (although this 

would be unlikely to be as strong as shown as it was connected by DC power), it 

could be a radiated noise issue, a conducted noise issue or multiple impedance 

grounds.  Puton et al. (2002) suggests that these spikes can happen in NDIR 

devices because of ‘additional radiation’.  However, because this phenomenon 

only happened once in the whole experimental process, it was not cause for 

concern and did not need further investigation.  The sensors were calibrated 

before each run. 
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3.4.7 Known gas concentration tests with final design 

  Further tests were conducted in known gas concentrations with the final design 

of the housing and sensor (See Section 2.4.5.2, page 57).   

3.4.7.1 Aims 

1. To determine the reactivity of the sensor and final housing design when 

the environmental concentration of CO2 is rapidly changed. 

3.4.7.2 Methods 

  The programmed sensor and housing were placed in a large gas chamber where 

1000 ppm and 400 ppm were alternately introduced to the chamber.  In this run, 

the sensor was programmed to output a CO2 reading every two minutes and was 

left to record for 48 hours.  The sensor was placed in the chamber and the first 

flush of gas was of concentration 1000 ppm.  The sensor was then left to record 

for 24 hours.  After this time period, 400 ppm gas was flushed into the chamber 

and again, the sensor was left to record for 24 hours.  
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3.4.7.3 Results 

 

Figure 3.28:  Assessment of CO2 sensor in known concentration of alternate gases on 13
th

 to 15
th

 July 2016 for 48 hours.  Sensor placed inside housing 
which was then placed inside gas chamber which was injected with alternate gasses (1000 ppm and 400 ppm).  1000 ppm injected into chamber at 
commencement of experiment (pCO2 mean of this section = 985 ± 27 ppm).  400 ppm was injected into the chamber for the second half of the run (pCO2 
mean of this section = 399 ± 14 ppm).  Sensor was set to produce a reading every two minutes.
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  This run successfully demonstrated that the sensor recognised a change in CO2 

concentration. When the concentration of gas injected into the chamber was 

changed from 1000 ppm to 400 ppm, there was a < 2 minute delay until the 

sensor reached approximately 400 ppm.  The sensor was recording every two 

minutes so this is an approximation.  From Figure 3.28, there appears to be an 

immediate reading by the sensor of a different concentration of gas.  This is a 

fast enough response for most monitoring applications. 

3.4.8 Mesocosm performance evaluations 

  The previous atmospheric experiment was replicated in a marine environment.  

Experiments to assess the reaction of the sensor when changed to different 

underwater CO2 concentrations throughout approximately 48 hours were 

undertaken.   

3.4.8.1 Aims 

1. To determine the reactivity of the sensor and the final housing design 

when seawater concentration of CO2 is alternately changed.   

3.4.8.2 Methods 

  The tanks of seawater were manipulated by bubbling gases of predetermined 

CO2 concentrations.  The tanks were left for at least 24 hours to equilibrate 

(during bubbling) before undertaking the experimental process.  Bubbling was 

run continuously throughout the experiment.  The tanks only contained the 

manipulated seawater.  There was no biological activity present that would 

additionally force the carbonate chemistry. 

  Discrete seawater samples were also taken to calculate the concentration of 

pCO2 in the mesocosms (see General Methods 3.3.6, page 69).  A sample was 

taken in each tank at the start and end of each deployment.  This was 

conducted each time the sensor was put in and taken out of each mesocosm. 
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3.4.8.3 Results 

3.4.8.3.1 Sensor pCO2  

 

Figure 3.29: Sensor deployments in alternating mesocosms of differing pCO2 
concentrations showing sensor pCO2 and humidity. (1) 40 hour run of sensor in two 
alternating mesocosms  (Tank 1 = ‘ambient’ and Tank 2 = ‘1000’ µatm) on 27

th
 July to 29

th
 

July 2016. (a) Tank 1 pCO2 mean =  499 ± 9 µatm. (b)  Tank 2 pCO2 mean = 541 ± 12 µatm. (c) 

Tank 1 pCO2 mean =  496 ± 5 µatm. (d) Tank 2 pCO2 mean =  538 ± 7 µatm. (2) 22 hour run of 

sensor in two alternating mesocosms (Tank 1 = ‘500’ µatm and Tank 2 = ‘1000’ µatm) on 4
th

 

to 5
th

 August 2016. Mean pCO2 for tank 1 = 838 ± 5 µatm. (a) sensor changed to tank 2 mean 

pCO2 = 718 ± 26 µatm. (3) 39 hour run of sensor in two alternating mesocosms (Tank 1 = 

‘1000’ µatm and Tank 2 = ‘500’ µatm) on 13
th

 to 15
th

 August 2016. (a) Sensor changed to tank 

2. Tank 1 pCO2 mean = 807 ± 18 µatm. Tank 2 pCO2 mean = 753 ± 16 µatm. 

 

  This run saw a definite register of a change in pCO2 concentration from one 

tank to the other (see also the corresponding change in humidity). The pCO2 
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concentration of the tanks was calculated from the seawater samples that were 

taken. 

3.4.8.3.2 AT and DIC 

  Seawater samples were analysed for AT and DIC (see Figure 3.30) 

 

Figure 3.30: AT and DIC for mesocosm deployments from seawater samples.  A sample was 
taken when the sensor was first placed in a tank and a corresponding sample was taken in 
the same tank at the end of the run before the sensor was moved into the next tank.  This 
was the sampling protocol for each experiment. (a) 27

th
 to 29

th
 July 2016. (b) 4

th
 to 6

th
 August 

2016. (c) 13
th

 to 15
th

 August 2016. 
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3.4.8.3.3 Sensor pCO2 and seawater pCO2  

 From both AT and DIC (and salinity and temperature), the pCO2 of the mesocosm 

water was calculated (see Figure 3.31).   

 

Figure 3.31: pCO2 seawater concentrations (black dots) shown with pCO2 sensor time series 
values (blue line) and time series of humidity (red line) in each alternating mesocosm. (1) 40 
hour run of sensor in two alternating mesocosms showing seawater analysis concentration 
of pCO2 and the corresponding concentration of pCO2 from the sensor. Tank 1; seawater 
concentration 489.7, 496.5, 501 and corresponding sensor concentration 481.1, 498.8, 499.7. 
Tank 2; seawater concentration 560.5, 570.2, 552.1 and corresponding sensor concentration 
556.9, 561.95, 545.5. (2) 22 hour run of sensor in two alternating mesocosms on 4

th
 to 5

th
 

August 2016. Tank 1; seawater concentration 831.1, 861 and corresponding sensor 
concentration 830, 841. Tank 2; seawater concentration 693, 697 and corresponding sensor 
concentration 704, 705.  (3) 39 hour run of sensor in two alternating mesocosms on 13

th
 to 

15
th

 August 2016. Tank 1; seawater concentration 793, 825.5 and sensor concentration 800, 
815. Tank 2; seawater concentration 777.1, 724.5, 746 and respective sensor concentration 
765, 751.87, 753.4.  The error on the sensor reading in terms of the seawater reading over 

these three deployments is on average ± 1.07% (see Figure 3.33a). 
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Figure 3.32: Comparison of seawater analysis concentrations of pCO2 and sensor readings 
of pCO2.  (a) 27

th
 – 29

th
 July 2016. (b) 4

th
 – 5

th
 August 2016. (c) 13

th
 – 15

th
 August 2016. 



Chapter 3: Laboratory performance evaluation of pCO2 sensor 
 

117 
 

 

Figure 3.33: (a) The percentage error in the sensor pCO2 readings compared to the seawater 
pCO2 calculated concentrations.  The average sensor error over these deployments was 
1.07%. (b) scatter plot showing the correlation between sensor pCO2 concentration and 
seawater pCO2 concentration. Coefficient of determination; R

2
 = 0.996. Pearson correlation 

coefficient; r = 0.997. 

 

3.4.8.4 Discussion 

  Once suitable lids were researched and developed, the sensor performed well 

when alternating between mesocosms of different pCO2 concentrations.  The 

tanks were bubbled with air containing certain concentrations of CO2 but it 

became evident from the seawater analyses (also backed up by the sensor data) 
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that the tanks did not contain the specific concentration.  There were issues 

with the LICOR accuracy for the duration of the experiments. However, in the 

bigger picture this was not an issue as the discrete water sampling was used to 

corroborate the sensor readings.  The important factor was that the sensor 

reacted immediately to an alternation of tanks and the sensor concentration was 

very similar to the seawater analyses concentration (see Figure 3.33a).  The 

sensor would quickly recognise a change in CO2 concentration with an 

uncertainty of ±1.07% (when compared with the seawater sample pCO2 

concentrations).  Pearson correlation coefficient (and the coefficient of 

determination) for the two sets of data (pCO2[SW] c.f. pCO2[SENSOR]) are 1 (see 

Figure 3.33b) and therefore assuming the seawater pCO2 concentrations are the 

absolute correct value, this accuracy proved that the sensor was now ready for 

the field and had the ability to provide reliable results. 

3.5 Conclusion 

  Overall after laboratory trials, the developed pCO2 sensor was deemed to be 

suitable to be taken into the field for characterisation of the natural variability 

of the pCO2 in contrasting coastal areas.  The ability of the sensor to recognise 

and record differences in pCO2 accurately was demonstrated over the course of 

this chapter.  Potential drift was recognised and data processing procedures 

were familiarised with and carried out when necessary. Quality control of the 

sensor output was done with discrete seawater sampling to compare with the 

sensor output. The results show that the sensor CO2 concentrations compare 

favourably with the CO2 concentrations calculated from the seawater samples 

and the sensor had only a ± 1.07% error when compared with these samples. 

There was a shorter sensor response time in atmosphere (  ̴ < 10s) and a slightly 

longer one underwater (  ̴ < 2 mins). The successful laboratory performance 

evaluations proved that the sensor had an excellent accuracy and response time 

and therefore was deemed suitable for deployment in the field. 
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4 Characterising natural variability of 
coastal carbonate systems and 
ancillary variables in a temperate 
marine environment 

4.1 Introduction 

  Marine coastal areas are dynamic and changeable compared to the open, 

pelagic ocean; coastal carbonate chemistry (and other ancillary parameters) 

have a temporal variability that will usually fluctuate to a greater extent than 

those in the open ocean over hourly, diurnal, seasonal and annual time scales 

(Caldeira and Wickett, 2003; Hoffman et al., 2011).  This is caused by a variety 

of drivers including: greater biological activity, temperature variability and more 

complicated hydrographic or topographic physical parameters where there may 

be increased freshwater runoff or the introduction of new water bodies with 

tides (Marra, 1997; Dickey, 2004; Johnson et al., 2013).  Coastal areas can be 

affected by anthropogenic activity like run-off from agriculture or industry which 

can cause eutrophication, i.e. an enrichment of nutrients in seawater which 

leads to enhanced primary production which can cause algae blooms and anoxia 

(Anderson et al., 2008; Gowen et al., 2012; Davidson et al., 2014).  A host of 

simultaneous processes can combine to force patterns of carbonate chemistry 

and therefore it can be a complicated task if trying to determine the cause of 

variability in each parameter (Rerolle et al., 2014).  There is increased need for 

the spatial variability of carbonate chemistry in coastal areas to be observed on 

a diurnal scale as opposed to seasonal cycles which are often the norm for ship-

based observations (Inoue and Sugimura, 1988; Bates et al., 1998; Fransson et 

al., 2005; Dai et al., 2009).  Such diurnal scale records will help to deduce diel 

ecological stressors such as temperature and salinity which will vary according to 

aspects such as tides and weather and also identify any adaptation to these.  It 

will also give a general environmental baseline from which different ecological 

communities function i.e. information on daily biogeochemical processes like 

primary productivity (Kinkade et al., 1999).  

   Temperate marine areas are important to focus on in the context of their 

carbonate chemistry because of their relatively high productivity (compared to 
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say, the low productivity in tropics and subtropics) (Suchanek, 1994). These 

areas undergo large changes in variables such as light and temperature over the 

course of a year compared to tropical areas and this can have significant effects 

on marine ecosystems (Baggini et al., 2014).  The need to understand these 

complex environments is therefore vital to effective management which is, in 

turn, vital to the marine organisms inhabiting these areas.  Temperate areas are 

defined as locations which are subject to neither high nor low climatic extremes 

(Wiedemann and Pickart, 2004).  Temperate areas can equal or even surpass the 

biodiversity of tropical or terrestrial areas (Suchanek, 1994).  Leigh et al. (1987) 

showed that the algae Postelsia palmaeformis which resides in a temperate 

coastal area has a higher primary productivity compared with terrestrial forests 

or even tropical rainforests.  Temperate areas around the world are highly 

populated and coastal zones are under increasing threat from anthropogenic 

activities such as pollution from industry, development leading to habitat loss 

and exploitation of marine stocks (Suchanek, 1994).  Therefore, coastal 

temperate environments are thought to be at a greater threat from the effects 

of global change (Ray et al., 1992; Suchanek, 1994; Feely et al., 2010) and being 

affected just as quickly as tropical areas (Beatley, 1991).  Temperate 

environments encompass approximately half of the coastal areas over the 

surface of the Earth (Wiedemann and Pickart, 2004) and host large biodiverse 

marine communities which are often dependant on one another.  For instance, 

kelp beds can host diverse ecosystems within their own ecosystem (Suchanek, 

1994).  The carbonate system of coastal areas remains poorly studied and 

comparisons of these can illuminate the different controls that force or inhibit 

the diurnal variability (Dai et al., 2009).  Over the course of this research, two 

very different coastal systems were compared – a temperate coastal area and a 

tropical coastal area.  This chapter will quantify the variables determining the 

drivers of the carbonate system in a temperate coastal area.  Sensors can 

provide in-situ, long-term and high-resolution data collection which can help in 

the monitoring and understanding of the complicated relationship between all 

parameters in a coastal area.  This chapter will characterise the temperate 

coastal vegetated system in Caol Scotnish, Loch Sween, Scotland and quantify 

the forcing behind and relationship between marine parameters in the area using 

in-situ sensors (one being the marine pCO2 sensor developed at The University of 

Glasgow during this thesis). 
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4.1.1 Marine parameters and their natural variability and 
interrelations in a coastal environment 

  Most carbonate chemistry within coastal seawaters and other marine variables 

are intrinsically linked.  CO2 enters the marine environment in numerous ways 

and has several controls and drivers. This makes for a complicated web of 

interrelated relationships and reactions (Zeebe and Wolf-Gladrow, 2001). There 

is permanent flux between the atmosphere and surface waters and the oceans 

are well known for being a sink for CO2 (Sarmiento et al., 2002; Caldeira and 

Wickett, 2003; Sabine et al., 2004).  Biological activity in the water also plays a 

large role in the temporal and spatial CO2 content of the water as does 

temperature and tide control.  These factors will all be addressed in the 

following subsections. 

4.1.1.1 pH, pCO2 and temperature in coastal areas 

  pH is an important parameter for determining the health of surface water of 

coastal oceans because it can be a gauge of the physical and biological activity 

taking place (Nakano and Watanabe, 2005).  pH and pCO2 have an inverse 

association, e.g. as pCO2 concentration increases, pH will lower.  Dissociation 

factors between pCO2 and pH accord for the way other carbonate parameters 

are governed when there is an increase (or decrease) of pCO2 (Zeebe and Wolf-

Gladrow, 2001), i.e. a shift of ions to maintain equilibrium of carbonates.  Most 

notably, there will be a decrease in the concentration of carbonate ions (𝐶𝑂3
2−) 

(Kurihara et al., 2007).  A decrease in 𝐶𝑂3
2− will consequently lower the calcium 

carbonate saturation state (Ω) (Kurihara et al., 2007) (see Equation 26) ; 

 
Ω =  

[𝐶𝑎2+] [𝐶𝑂3
2−]

𝐾𝑠𝑝
∗

 
(26) 

  (Where 𝐾𝑠𝑝
∗  = stoichiometric solubility product for calcium carbonate) 

  The most common reason for a flux in the acidity content of seawater is pCO2 

where the addition of CO2 to seawater will increase the acidity (Bialkowski, 

2006).  This happens when pCO2 dissociates in seawater creating a weak acid 

called carbonic acid (H2CO3) which then itself dissociates to hydrogen ions and 

bicarbonate ions thereby decreasing the pH of the water (see Figure 4.1). 
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Figure 4.1: Molecules of CO2 dissolved in seawater combine with molecules of water to form 
carbonic acid.  Carbonic acid dissociates into hydrogen and bicarbonate ions.  Some 
hydrogen ions will remain in this form and therefore increase acidity and lower the pH of the 
water.  Most hydrogen ions however will combine with carbonate ions to form more 
bicarbonate ions (Graphic modified from WHOI) 

 

   Biological activity by marine organisms can influence the concentration of 

pCO2 in a body of water by respiration, photosynthesis and decomposition and 

therefore increase or decrease the pH (Falkowski et al., 1998; Gattuso et al., 

1998; Zeebe and Wolf-Gladrow, 2001; Sigman and Hain, 2012; Johnson et al., 

2013).  Over a 24-hour cycle, there is usually a clear pH pattern (see Figure 4.2). 
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Figure 4.2: Diurnal fluctuation of pH in surface waters over 24-hours in high and low 
alkalinity waters (Figure modified from Wurts and Durborow, 1992) 

 

  The pH fluctuation is primarily driven by CO2 which is drawn down by organisms 

during photosynthesis over the course of the day which results in a lowering of 

CO2 concentrations and a consequent rise in the pH (with oxygen also being 

released).  Conversely, CO2 is given out by organisms during the respiration 

process at night (but it should be noted that this process is not restricted only to 

darkness hours) during which oxygen is consumed which raises the 

concentrations of CO2 and lowers the pH, i.e. the seawater becomes less 

alkaline (Ware et al., 1992; Wolf-Gladrow et al., 2007). 

  Temperature has an influence on almost every marine parameter.  It can affect 

metabolic and photosynthetic rates of organisms, salinity, pH, density and the 

concentrations of dissolved gases (Litt et al., 2010).  In general, the solubility of 

gases will decrease as the temperature increases (Litt et al., 2010).  As 

temperature increases or decreases, ion concentration will also change 

accordingly.  If the temperature of the water changes, equilibrium must be 

reached according to Le Chatelier’s Principle (Equation 27); 

 𝐻2𝑂 ↔ 𝐻+(𝑎𝑞) +  𝑂𝐻−(𝑎𝑞) (27) 
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  Therefore, if there is an increase in the water temperature, a movement of 

ions to the left with that increase will ultimately lower the number of ions in the 

water.  The consequence of this is an increase in the pH.  Conversely, the same 

applies to a drop in temperature resulting in a lowering of pH (Wolf and Clark, 

2014). It must be noted however, that a change in the water temperature will 

not make the water more acidic or basic.  This will not change due to the ratio 

of hydrogen and hydroxyl ions remaining the same.  Alternatively, the whole pH 

scale shifts to accommodate pure water being neutral, i.e. at 0oC pure water 

will have a pH of 7.47, at 25oC pure water will have a pH of 7.00 and at 100oC 

pure water will have a pH of 6.14 (Wolf and Clark, 2014) (See Figure 4.3). 

 

Figure 4.3: Relationship between pH and temperature (Figure courtesy of Wolf and Clark, 
2014).  pH of water varies with temperature, i.e. the pH of water at 0 degrees is 7.47 while at 
45 degrees, the pH will be 6.7.  

 

  Complexity arises from the concurrent effects of several processes happening 

simultaneously.  A temperature rise will often increase the stratification of the 

water column and also increase biological activity.  Stratification of the water 

column will enhance the removal of particulate organic matter from the top 

layers of the water column and will therefore facilitate an overall increase in 

the pH of the surface water (Rerolle et al., 2014). Temperature plays a 

significant role in governing concentrations of pCO2 in surface waters (Inoue et 

al., 1995).  This is shown in areas of higher latitudes where more CO2 is taken up 
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by the oceans because of low temperature (and high biological activity) (Mu et 

al., 2014).  Temperature can vary with the ebb and flow of the tide and 

therefore water movements can also be responsible for fluctuating biological 

processes and sea surface temperature (SST) which can then have a knock-on 

effect for pCO2 concentrations in seawater. 

 

Figure 4.4: Relationship between pCO2 and temperature. (Figure courtesy of Zeebe and 
Gladrow, 2001) 

 

4.1.1.2 Dissolved Oxygen (DO) 

  DO is the amount of free oxygen that is not bound to any other element in a 

water body (Libes, 1992).  DO is often used to characterise water quality 

because of the direct impact that the amount of DO has on the health of the 

organisms present in the water column. It is essential, depending on their 

individual needs, that organisms can utilise the right amount of DO where 

concentrations are not too high or not too low.  It is an important parameter in 

vital physiological functions in organisms, e.g. photosynthesis and respiration 

(Spietz et al., 2015).   

4.1.1.2.1 Sources of DO  

   During photosynthesis, phytoplankton is the main source of the DO present at 

the top of the photic zone.  There is also a natural flux from the atmosphere 

into surface waters (and vice versa) when there is a differential between the 
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concentration in the atmosphere and the concentration in the water (Guadayol 

et al., 2014).  The concentration of DO generally decreases with depth so 

organisms that need more oxygen for physiological processes usually reside at 

the top of the water column to receive higher concentrations of DO and ones 

that require less DO will remain lower down the water column (Fenchel et al., 

1990; Spietz et al., 2015).  DO is also utilised by microbes that break-down 

organic matter at depth which is a vital part of nutrient cycling in the marine 

system (Buchan et al., 2014; Oni et al., 2015).  In stratified areas however, if 

there is an accumulation of decomposing organic matter on the seabed, DO can 

quickly be used up and therefore create an uninhabitable area for organisms 

(Litt et al., 2010).  DO mainly reaches surface coastal marine areas from the 

surrounding atmosphere and photosynthesis by phytoplankton (Upstill-Goddard, 

2006; Wanninkhof, 1992; Davis, 1975). 

4.1.1.2.2 DO and pCO2 

  pCO2 and DO are also strongly linked.  Just as pH has an inverse relationship 

with pCO2, DO also has the same inverse relationship with pCO2.  All three 

parameters (pH, DO and pCO2) are closely connected with biological activity in 

the water column (Zeebe and Wolf-Gladrow, 2001; Kim et al., 2006; Findlay et 

al., 2013; Hendricks et al., 2014).  During photosynthesis, pCO2 is consumed by 

organisms which, within this process, creates oxygen and therefore the oxygen 

content of the water increases over the course of the day with a corresponding 

decrease in pCO2. Conversely, during the night cycle, pCO2 is released during 

respiration and oxygen is used up.  The night cycle should therefore show an 

increasing pCO2 concentration with a decreasing concentration of DO (Morris and 

Taylor, 1983; Zeebe et al., 1999; Bates et al., 2009; Dai et al., 2009; Anthony et 

al., 2011; Smith et al., 2013).   

  In the upper photic zone, phytoplankton drive photosynthesis and this is where 

DO concentrations are usually highest.  The amount of photosynthesis that takes 

place is dependent on the amount that light can penetrate the water column.  

DO increases during sunlight hours as CO2 and water are utilised by 

phytoplankton to make energy and oxygen (Equation 28).  The amount of DO 

available will conversely decrease at night (Equation 29). 
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 6𝐶𝑂2 +  6𝐻2𝑂 → 𝐶6𝐻12𝑂6 + 6𝑂2 (𝑃ℎ𝑜𝑡𝑜𝑠𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠 𝑢𝑡𝑖𝑙𝑖𝑠𝑖𝑛𝑔 𝑠𝑢𝑛𝑙𝑖𝑔ℎ𝑡) (28) 

 𝐶6𝐻12𝑂6 + 𝑂2 → 𝐶𝑂2 + 𝐻2𝑂 + 𝐴𝑇𝑃   (𝑅𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑖𝑛𝑔 𝑛𝑖𝑔ℎ𝑡) 

(ATP = adenosine triphosphate) 

(29) 

  However, this diel pattern is not a strict rule in coastal areas (see later in 

chapter).  pCO2 is low if there is strong primary productivity but it can also vary 

with other factors.  Figure 4.5 shows the different processes which affect the 

concentrations of DO in surface coastal waters.  Other factors will also have an 

influence on the solubility of oxygen in the marine environment, e.g. 

temperature and salinity which is commented on further in Section 4.1.1.2.3 

below. 

 

Figure 4.5:  Factors affecting the dissolved oxygen concentration in surface waters. Oxygen 
is introduced to or removed from the sea surface because of concentration gradients 
between the atmosphere and the surface of the sea.  This flux affects the concentration of 
oxygen as well as biological processes like photosynthesis and respiration also raising or 
lowering the immediate concentration of DO (modified from Connell and Miller, 1984). 

 

4.1.1.2.3 Factors that influence the solubility of oxygen 

  Temperature, pressure and salinity will affect the concentration of dissolved 

oxygen in a body of water (Litt et al., 2010).  Dissolved Oxygen is affected non-
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linearly by salinity and temperature.  With higher temperatures, the solubility of 

oxygen will decrease (Wetzel, 2001).  Therefore, surface water that is warmer 

than deeper waters will reach 100% air saturation with lower concentrations of 

dissolved oxygen than deeper waters.  Similarly, as salinity decreases, DO 

concentrations will increase but gas solubility will also decrease as the 

temperature increases regardless of salinity concentration (Wetzel, 2001).  

Higher salinity water has less capacity to take up oxygen because of the 

salvation complex where the water molecules are attracted to dissolved ions 

from the salt.  The non-polar oxygen molecules therefore have an even weaker 

attraction to water with the result of less oxygen dissolving into the water 

(Raven et al., 2014). 

  Therefore, in lower salinity waters at the same temperature and pressure there 

will be a higher capacity to hold DO.  At higher pressures, the DO concentration 

will be greater.  Because of hydrostatic pressure, with every meter increase in 

depth the saturation of gas will lower by approximately 10% (Wetzel, 2001).  

Consequently, this means that warmer, shallower, higher salinity waters have 

less capacity to contain DO.  Other factors that affect DO concentration must be 

taken into consideration however, i.e. microbial decomposition, biological 

metabolic processes and physical factors like tidal action, runoff and rainfall to 

get an accurate description of overall net DO content of waters (Smith et al., 

2013). 

4.1.1.3 Chlorophyll 

    Chlorophyll is a photoreceptic molecule found in all phytoplankton which is 

used during photosynthesis when absorbing energy from the sun.  Chlorophyll is 

often used as a proxy for the amount of phytoplankton present in the water 

column (Nakano and Watanabe, 2005; Behrenfeld et al., 2009; Hallegraeff, 

2010).  Phytoplankton use photosynthetic pigments like chlorophyll which react 

with sunlight to create organic matter (Feldman et al., 1984; Yoder and 

Kennelly, 2003; Richard and Schoeman, 2004). 
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4.1.1.3.1 Factors that influence chlorophyll content of surface waters 

  Chlorophyll content of waters can be governed by several factors.  Physical 

aspects including surface winds which can affect mixing in the water column can 

often come hand-in-hand with the availability of nutrients and therefore the 

presence of phytoplankton (and therefore chlorophyll content) (Litt et al., 

2010).  Light intensity and the amount of time cells were exposed to this light is 

one of the key factors dictating the diel cycle of chlorophyll (Glooschenko et al., 

1972). Temperature can also influence chlorophyll concentration (see Section 

4.1.1.3.3).  Chlorophyll-a can represent the amount of phytoplankton biomass 

and therefore an increase in chlorophyll concentrations should coincide with an 

increase of DO and a decrease of pCO2 (Carrillo et al., 2004).  

4.1.1.3.2 Chlorophyll and pCO2 

  If there are minimal concentrations of Chl-a in the water column, there will be 

less uptake of atmospheric CO2 by photosynthetic processes (Litt et al., 2010).  

High concentrations of Chl-a usually occur in conditions where there is high 

primary productivity (P.P.), i.e. photosynthetic processes which use energy to 

create organic matter, which itself is as a consequence of abundant light (high 

irradiance), stratified water bodies and high nutrient concentrations (essential 

elements including nitrogen, phosphorus, silicon and iron) (Litt et al., 2010).  

Furthermore, under these conditions there will be increased uptake of pCO2 by 

phytoplankton and therefore pCO2 concentrations will decrease (see Equation 

30).  

 ↑ 𝐶ℎ𝑙 − 𝑎   ↑ 𝑃. 𝑃.   ↑ 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒   ↑ 𝑛𝑢𝑡𝑟𝑖𝑒𝑛𝑡𝑠   ↓ 𝑝𝐶𝑂2 (30) 

  High Chl-a concentration can be seen in algal blooms which are also 

accompanied by very low daytime pCO2 due to uptake by phytoplankton.  

Conversely, low Chl-a concentrations will occur in conditions of simultaneously 

low primary production, lower light concentrations and lower nutrients. pCO2 

will increase in these circumstances as it outgases into the surrounding waters 

during respiration (see Equation 31). 
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 ↓ 𝐶ℎ𝑙 − 𝑎   ↓ 𝑃. 𝑃.   ↓ 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒   ↓ 𝑛𝑢𝑡𝑟𝑖𝑒𝑛𝑡𝑠   ↑ 𝑝𝐶𝑂2   (31) 

4.1.1.3.3 Temperature and Chlorophyll 

  Temperature, sunlight and nutrient concentrations all dictate where 

phytoplankton proliferate.  Since phytoplankton use chlorophyll when 

photosynthesising, chlorophyll can be used as a proxy for the concentration of 

phytoplankton present in a body of water (Riebesell et al., 2010).  For example, 

phytoplankton tend to be more plentiful in higher latitude, colder waters as 

these waters contain more nutrients (although this will vary during winter) 

(Riebesell et al., 2010).   

 

Figure 4.6: A comparison of chlorophyll content (mg/m
3
 per month) and temperature (

o
C) 

over the surface of earth (October 2016).  In colder, higher latitude waters, there is a greater 
concentration of chlorophyll.  Warmer waters have lower concentrations of chlorophyll in 
comparison.  Also shown is the greater productivity of coastal waters in comparison to the 
open ocean (Figure courtesy of earthobservatory.nasa.gov). 
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  Figure 4.6 shows that low chlorophyll content (low numbers of phytoplankton) 

coincides with higher sea surface temperatures and conversely, higher 

chlorophyll content coincides with lower temperature waters. This spatial 

variation shows we should expect relatively high concentrations of chlorophyll in 

the temperate, coastal site compared to tropical sites.  

4.1.1.4 Salinity 

  In coastal regions, salinity can have a higher hourly, daily or seasonal 

differential compared to the open ocean.  Open ocean salinity stays relatively 

constant due to the natural balances between evaporation and precipitation 

(Libes, 1992).  Salinity is manipulated in coastal areas by freshwater input from 

runoff and also net evaporation leads to higher salinity waters whilst net 

precipitation will result in lower salinity waters (Libes, 1992; Wetzel, 2001). 

4.1.1.4.1 Salinity and DO 

  The solubility of DO is affected by the salinity.  The characteristics of saline 

water makes DO approximately 20% less soluble compared to fresh water at the 

same temperature (Miller et al., 1988). Coastal areas can have unique halocline 

properties in that they can be either vertical or horizontal.  Usually when strong 

tides are present in the area and are able to sufficiently mix the water, vertical 

haloclines can be produced between the difference salinities (see Figure 4.7) 

with an increasing vertical salinity towards the open ocean (Litt et al., 2010; 

Talley and Pickard, 2011). 
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Figure 4.7: In an area with sufficient tidal mixing, a vertical stratification scenario with 
increasing salinity towards the open ocean may occur caused by the different densities 
between water bodies.  In reality, there will not be a totally uniform vertical stratification.  
Salinity will generally increase towards the open ocean (Figure adapted from Perlman, 
2014). 

 

  In areas where there may be insufficient tidal energy, horizontal haloclines can 

occur.  Coastal areas have many differing inputs that affect the salinity of the 

water, e.g. freshwater runoff can rest on top of the higher density seawater and 

create an ‘overflow’.  Similarly, if higher salinity water enters a coastal area, 

this can then sink underneath the fresher water and create an ‘underflow’.  If 

there is an inflow with a similar concentration of salinity then there can be an 

‘interflow’ where the original body of water can be intersected by the similar 

salinity water coming into the area (Libes, 1992). 

4.1.1.4.2 Salinity and pCO2  

  As with DO, salinity affects the solubility of pCO2.  Therefore, as with 

temperature (low temperature waters being more soluble to gases), water with 

a lower salinity will take up more pCO2.  Seawater with low salinity and low 

temperature will therefore have more capacity to hold dissolved gases than 
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seawater with a high temperature and high salinity (this can be compared to the 

characterisation of the tropical Red Sea in Chapter 5 where the sea was higher in 

salinity and temperature). 

4.2 Motivation 

  The site chosen was a biogenic reef in a temperate coastal area.  This area was 

chosen for several reasons; 

(1) The extensive maerl reef means that there should be fluctuating 

carbonate chemistry over the diurnal cycle and a corresponding variation 

of pCO2 concentrations (this may not be differentiated from general 

pelagic algal effects for which measuring is beyond the scope of this 

project). These differentials will be measured over small spatial but 

larger temporal scales (between 2 to 5 day/night cycles). 

(2) This site would be a significant test for the developed sensor.  The area 

contains a large biogenic reef with associated organisms which will result 

in constantly changing carbonate chemistry from biological activity (net 

community metabolism (NCM)).  It is also a well-flushed area with 

changing water masses. Therefore, compared to an area with little 

biological activity and little mixing, there should be considerable and 

noteworthy pCO2 patterns produced by the sensor. 

(3) If an already existing natural baseline is established, then such data can 

be used to determine how much of a stressor changing atmospheric pCO2 

concentrations will be in the future (i.e. ocean acidification caused by 

climate change) for temperate, coastal biogenic reefs.  Or indeed, if and 

how the reef is able to cope and adapt to large fluxes in concentrations 

over small temporal scales already. 

4.3 Aims 

  The objectives of this field work were to characterise the natural variability of 

carbonate chemistry and other ancillary parameters in a coastal temperate area 

characterised by autotrophic biota and to evaluate the performance of pCO2 
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sensors in a temperate field environment.  This was conducted with the 

developed pCO2 sensors, supporting sensors and with collection and analyses of 

discrete seawater samples. 

  The aims of this chapter were to: 

(1) Test the in-situ functionality and performance of the newly developed 

pCO2 sensor(s) in a temperate field environment over multiple day/night 

cycles in Loch Sween. 

(2) Characterise the natural variability in a temperate environment of pCO2 in 

Loch Sween in two different seasons (summer and autumn) using the 

newly developed sensor. 

(3) Characterise the natural variability of other marine parameters in Caol 

Scotnish (pH, dissolved oxygen, chlorophyll, salinity, temperature, tidal 

action, AT and DIC) to create a comprehensive record of the area. 

  It was hypothesised that (1) the developed pCO2 sensor would be a valuable 

supporting tool in the characterisation of the natural variation in carbonate 

chemistry in temperate vegetated systems, (2) the seawater samples and other 

sensor readings would corroborate and also contribute to the creation of 

characterisations of marine parameters in the area, (3) the results would show 

Caol Scotnish to be a heavily tidal area and this will be the primary influence in 

driving other variables in the area. 
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4.4 Site description 

  Field work was conducted in Caol Scotnish, an arm of Loch Sween, Argyll, 

Scotland (56°01.99’N, 05°36.13’W) in July and September 2016.  Loch Sween is 

situated on the west coast of Scotland approximately 164 km from Glasgow.  

 

Figure 4.8: (a) Location of Caol Scotnish, Loch Sween situated in Scotland. (b) close-up of 
Caol Scotnish (Google Maps, 2018). 

 

 

Figure 4.9: Caol Scotnish, temperate coastal field site.  Caol Scotnish is a narrow arm of 
well-flushed water connected to the main body of Loch Sween. 
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  Loch Sween is a sea loch with typical fjordic characteristics.  It has several 

inlets making it somewhat complex in terms of physical oceanography.  The arms 

all have their own unique hydrography and also contain varying fauna (Edwards 

and Sharples, 1986).  Caol Scotnish ( ̴ 7 m deep) is a narrow branch of water 

stretching NE from the main body of Loch Sween and contains an extensive 

maerl bed (Lithothamnion glaciale).  Maerl is a photosynthesising calcifying 

algae which forms a hard skeleton of calcium carbonate (CaCO3).  Maerl beds, 

compared with other habitats, are the main depositor of carbonate (BIOMAERL 

et al., 2003).  They create long-lived beds that provide habitat for a wide 

variety of biota (Kamenos et al., 2004a, b).  Maerl photosynthesise and therefore 

influence the seawater chemistry themselves but because they also host a 

diverse associated ecosystem which in turn will also influence the seawater 

chemistry, they are a key player in driving the carbonate chemistry of this small 

fjord.  Their skeleton is formed primarily during the day with the incorporation 

of both organic and inorganic carbon.  Therefore, maerl beds can also be 

considered an important sink for carbon (Bensoussan and Gattuso, 2007; Short et 

al., 2007).  Their role in the carbon cycle of coastal areas is a significant factor 

when considering the patterns of carbonate chemistry in the Caol Scotnish area 

and will be commented on later in this chapter. 

  There were two characterisations of Caol Scotnish, one which ran for 

approximately 2.5 days from the 7th to the 9th of July 2016 (this was the first 

trial of the sensor so was a short deployment before the longer field work) and 

another running for approximately 4.5 days from the 19th to the 23st September 

2016.  The cycles encompassed a minimum of 2 day/night cycles and a maximum 

of 5 day/4 night cycles in the loch.  

4.5 Methods: temperate deployment 

4.5.1 Sensor measurements 

  The deployed sensors included a YSI EXO2 Sonde (to measure pH, DO, 

chlorophyll (only September deployment), salinity, temperature and depth) and 

the pCO2 sensor(s) which were set to continuously record whilst in the field (for 

separate details of each deployment see the following sections 4.5.5.1 and 

4.5.5.2, both page 139.). The sensors were deployed in Caol Scotnish using 
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SCUBA.  Due to essential maintenance, i.e. changing batteries and operational 

checks, there are small, inconsequential gaps in the data when the sensors were 

recovered.   

4.5.2 Data processing 

  For avoidance of repetition, please see Chapter 3, Section 3.3.5, page 68 on 

information on how the data were processed. 

4.5.2.1 Statistical analyses 

  Correlation analysis was performed to determine the presence of relationships 

between measured variables and drivers (Microsoft Excel Correlation analysis 

was within a bigger regression analysis to find both the Pearson’s correlation 

coefficient and the corresponding p-value). This was conducted on data from 

both the July and September deployments. Principal Correlation Analysis (PCA) 

was also undertaken to verify the previous analyses. 

4.5.3 Calibration of sensors 

  Before deployment, the YSI EXO2 Sonde was calibrated at The University of 

Glasgow.  For the 3-point pH calibration, the software used was KorEXO. A 3-

point calibration was chosen to ensure the highest accuracy from the continual 

data collection.   The pH probe was immersed into a calibration buffer (pH 4 

buffer, pH 7 buffer and pH 10 buffer).  The software was started (noting the 

temperature as the exact value of the pH buffers depend on this) and once the 

reading was stable, the calibration point was accepted on the software.  This 

was repeated for each buffer after rinsing the probe with deionised water 

between each calibration point. The probe for DO was also calibrated by placing 

it in air-saturated water where the temperature and oxygen was allowed to 

equilibrate and using the same software.  This works in much the same way as 

previously described but with a standard air-saturated value input into the 

software and stable data point being found from this.  These were the only 

necessary calibrations needed with the YSI EXO2 Sonde. 

  The pCO2 sensors were also calibrated before deployment at The University of 

Glasgow.  The sensors underwent a 2-point calibration with gases of known 
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concentration from a commercially available gas-mixing system (BOC).  The 

calibration gases were CO2 in a nitrogen (N) mixture.  A gas mixture is usually 

used for calibration gases because, in this case, the carrier gas of nitrogen will 

help keep the CO2 concentration stable over time (Inoue et al., 1995).  The 

certified CO2 concentrations have an uncertainty of < = 5%.  A test chamber was 

constructed (See Chapter 3, Section 3.3.3, page 66 for details) which was used 

to house the sensor during calibration.  Gas was pumped into the chamber and 

the sensor was allowed to equilibrate to the specific gas concentration.  

Software (COZIR Sensor 2.0) from GSS was used to zero the sensor and input the 

specific concentration.  This was done with calibration gases of CO2 

concentrations 400 ppm and 1000 ppm. This was a ‘span’ calibration which was 

determined using Equation 32; 

 𝑆𝑝𝑎𝑛 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟

=  
𝑘𝑛𝑜𝑤𝑛 𝑔𝑎𝑠 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 ×  𝑒𝑥𝑖𝑠𝑖𝑡𝑖𝑛𝑔 𝑠𝑝𝑎𝑛 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟

𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑎𝑑𝑖𝑛𝑔
 

(32) 

  The correct command was entered into the software (information from COZIR 

datasheet) to program the span calibration factor into the sensor. 

4.5.4 Water masses 

  T-S (temperature – salinity) diagrams can be used as a water mass tracer 

(Helland-Hansen and Nansen, 1926).  This method was employed in this project.  

Although more difficult to pinpoint the exact origin of water masses with surface 

water (because of constant flux with the atmosphere and other influences which 

change the properties) in comparison to deep water (conservative water 

masses), it can still be useful to plot both variables in the mixed layer against 

each other to see any patterns and changes in the two properties during the 

deployment.  Different water masses enter Caol Scotnish by physical processes 

like the tides, significant weather influences like rainfall and strong winds and 

terrestrial runoff. 
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4.5.5 Sensor deployment 

4.5.5.1  7th – 9th July 2016 

  This was the first run of the sensor in a field environment.  One sensor was 

deployed in Caol Scotnish by SCUBA between the 7th & 9th of July 2016. The 

sensor was programmed to record 4 readings per minute.  pH, DO, salinity, 

temperature and depth measurements were made using YSI EXO2 Sonde which 

was set to record measurements once every two minutes. The sensor was placed 

at a depth of 5 m tied to a frame above the maerl. 

4.5.5.2 19th – 23rd September 2016 

  Two pCO2 sensors were deployed using SCUBA on Monday 19th September and 

then retrieved again by SCUBA on Wednesday 21st September for maintenance. 

They were then re-deployed until finally being retrieved on 23rd September.  

One sensor was programmed to output volts (from which the pCO2 could later be 

calculated) every five minutes and the other was programmed to output the 

pCO2 in µatm every five minutes. Both outputs were then compared to assess if 

one output was better than the other whilst underwater.  The advantages and 

disadvantages of this strategy are presented later in this chapter.  Again, like 

the July deployment, the YSI EXO2 Sonde was also deployed at the same time to 

measure pH, DO, chlorophyll, salinity, temperature and depth and the sensors 

were placed at a depth of 5 m. 

4.5.6 Wet chemistry 

  Seawater samples were used to validate the sensor pCO2 readings against the 

analysed seawater wet chemistry.  Samples were taken directly adjacent to the 

sensors to ensure the same body of water that passes over the sensors was 

collected.  The samples were also used to characterise two carbonate chemistry 

parameters, AT and DIC in the loch which will be mentioned in detail later. 

Laboratory instruments used for the analyses of the seawater samples is shown 

in Figure 4.10. 
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Figure 4.10: Laboratory instruments used to analyse seawater samples (Left: 848 Titrino 
Plus automated titrator; Top right: DR 5000 Lange spectrophotometer; bottom right: 
Automated Infra-Red Inorganic Carbon Analyser, Marianda). 

 

4.5.6.1 Water sample collection 

  Discrete water samples were collected for both deployments in Caol Scotnish in 

accordance with standard protocols (Dickson et al., 2007). Specific details for 

the separate deployments are given in the following sections. 

4.5.6.1.1 7th to 9th July 2016 

  Water samples were collected at the start when first deploying the sensor (7th 

July) and then at the end when retrieving the sensor (9th July).  Water was 

sampled using SCUBA.  Seawater samples for AT and DIC were collected in 

triplicate using glass syringes and transferred to 12 ml borosilicate vials.  

Minimal gas exchange with the atmosphere was ensured by transferring the 

seawater slowly and smoothly into the vials directly from the syringe. This 

meant that no air bubbles were introduced into the sample. A slight overflow of 

water was left to further ensure this. They were then poisoned with 10 µL of 
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mercuric chloride (HgCl2) to prevent any further biological activity inside the vial 

which would alter the carbonate chemistry in the sample. The lids were 

carefully placed on the vials, again ensuring no air bubbles were present in the 

sample. The vials were then stored in a cool dark location before being taken 

back to the laboratory for analysis.   

4.5.6.1.2 19th to 23rd September 2016 

   In this deployment, water samples were taken a minimum of twice a day and a 

maximum of four times a day (half way through the deployment when the sensor 

was momentarily retrieved for maintenance).  Again, samples were collected 

using SCUBA adjacent to the sensors using the same methods and materials 

applied in Section 4.5.5.2, page 139. 

4.5.6.2 AT analysis 

  AT remains constant in spite of CO2 draw-down or outgassing (Zeebe & Wolf-

Gladrow, 2001).  However, AT does vary with the release of nutrients and 

subsequent use of these nutrients by organisms.  Precipitation of CaCO3 will also 

affect the AT (Zeebe & Wolf-Gladrow, 2001).  For more details on analysis of AT, 

please see Chapter 3, Section 3.3.6.1, page 69. 

4.5.6.3 DIC analysis 

   DIC is depleted during calcification of organisms which is important to note in 

Loch Sween.  For more details on analysis of DIC, please see Chapter 3, Section 

3.3.6.2, page 70. 

4.5.6.4 pCO2 calculation from water chemistry 

  For details on pCO2 calculation from water chemistry, please see Chapter 3, 

Section 3.3.6.3, page 71. 



Chapter 4: Natural variability in a temperate marine environment 
 

142 
 

4.6 Results & Discussion 7
th

 - 9
th

 July 2016 

4.6.1 Seawater wet chemistry 

  The developed pCO2 sensor was initially only supposed to be submerged for half 

a day and retrieved on the same day.  However, due to logistical issues, it could 

not be retrieved on the same day and subsequently was collected two days later.  

As the sensor was not set-up to record for this length of time, the final water 

sample coincided to a time when the batteries had discharged.  This means a 

direct comparison of the sensor and seawater chemistry analysis could not be 

made but is still useful to be used as an indication of pCO2 concentrations in the 

loch. Samples were only collected at the start and the end of the run so it is 

difficult to comment on 24-hour trends with either AT or DIC. 

4.6.1.1 Water chemistry 

 

Table 4.1: Analysis of AT and DIC from water samples taken from Caol Scotnish 7
th

 to 9
th

 
July 2016. Date and time of samples with accompanying measurements of temperature and 
salinity from YSI EXO2 Sonde and the resultant AT and DIC concentrations from analyses in 

the laboratory.  σ = standard deviation of the reading while CV is the coefficient of variation, 

i.e. if CV = 4.5% then the SD is 4.5% of the mean. 

 

  The AT in Caol Scotnish displays very similar concentrations at similar times of 

the day between the two sampling points.  There is a slight difference in DIC 

between the two sampling points as shown on Figure 4.11.   
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Figure 4.11: AT and DIC in Caol Scotnish on 7
th

 and 9
th

 July 2016.  Data presented as a mean 
with error bars showing the standard deviation.   

 

  AT did not show a strong variation from sample 1 (7th July) to sample 2 (9th 

July).  There was a slight increase in DIC from sample 1 to sample 2. 

4.6.2 Comparison of pCO2 data from sensor and pCO2 data 
calculated from CO2SYS 

  DIC, AT and ancillary data was used to calculate the pCO2 concentrations from 

the water samples with CO2SYS as shown in Table 4.2. 

 

Table 4.2: In-situ parameters (input conditions) used to calculate ancillary data (output 
conditions) from seawater samples in Caol Scotnish in July. Salinity, temperature, AT and 

DIC were used in CO2SYS to calculate concentrations of pH, pCO2 (µatm), bicarbonate 

(HCO3
-
), carbonate (CO3

2-
), calcite saturation state (ΩCa) and aragonite saturation state (ΩAr). 

pCO2 values are highlighted in yellow 

 

  The pCO2 values from CO2SYS were then compared to the pCO2 values from the 

sensor as shown in Figure 4.12. 
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Figure 4.12: A comparison of CO2SYS pCO2 concentration from seawater analyses and 

sensor pCO2 concentration.  ΔpCO2 from seawater analysis and direct sensor reading = 45.3 

µatm. Although a second seawater sample was taken at the end of the deployment, a 

comparison cannot be made with a sensor reading as it was not recording at this point (due 
to logistics, the sensor was deployed for longer than originally programmed) 

 

4.6.3 Characterisation of carbonate parameters in Caol Scotnish 
(7th – 9th July 2016) with sensor measurements 

  In-situ field measurements of the following parameters were made; pCO2 (with 

the developed sensor), pH, DO, salinity, temperature and depth.  This was the 

first in-situ testing of the newly developed pCO2 sensor. 

4.6.3.1 Natural variability of carbonate chemistry and other physicochemical 
variables in Caol Scotnish 7th to 9th July 2016 

  A comparison of the time series of all variables recorded in Caol 

Scotnish is shown in Figure 4.13. More detail is given in individual 

analyses in the following sections.
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Figure 4.13: Summary plot and comparison of all variables in Caol Scotnish .YSI EXO2 
Sonde (a, b, c, d, e) and pCO2 sensor (f) time series data from 7

th
 to 9

th
 July 2016. (a) pH (b) 

DO (c) Temperature (d) Salinity (e) Depth of water above sensor (f) pCO2 time series from 
developed sensor which has a gap in the data (57 min) due to sensor maintenance. 
Deployment was for 42h 35m in total. Pink shade shows incoming flood tide. Grey shade 
shows hours of darkness.  
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  The diel period in July in Caol Scotnish encompassed approximately 18 hours of 

daylight and approximately 6 hours of darkness. In this cycle, sunset was at 

22:07 on the first night and 22:06 on the second night. Dusk was at 23:06 and 

23:04.  Dawn was at 03:50 on the first night and 03:52 on the second night. 

Sunrise was at 04:49 and 04:50.  It can therefore follow that there would be a 

longer amount of time available for primary productivity to occur during the long 

daylight hours in the summer months. 

  From the time series shown in Figure 4.13, it is clear that there is a significant 

tidal influence in Caol Scotnish and subsequent analysis found it to be the 

dominant driver of each variable.  The very nature of the area which is narrow 

and surrounded by close banks mean that tides are a significant driving force 

behind fluctuations of most parameters as compared to open areas in the sea 

(for comparison see Chapter 5 where tides have little influence in the 

dynamically different tropical deployment).  In this area, the tide is reasonably 

large with a total difference from low to high tide on average being 1.35m.  The 

tidal pattern is semi-diurnal. The depth of water above the sensor ranged from 

4.36m (minimum low tide) to 5.71m (maximum high tide). 

  The pH in Caol Scotnish is highly influenced by tidal activity but also to a lesser 

extent has some superimposition with diel signals.  The pH cyclical fluctuation in 

Caol Scotnish was from 8.17 to 8.32 (ΔpH = 0.15) with a daily mean of 8.25 and a 

nightly mean of 8.24.  pH started to increase 2 – 3 hours before sunrise which is 

expected as it gradually becomes lighter at dawn and the light energy begins to 

be utilised in photosynthesis. The pH is highest towards the latter hours of the 

daylight period (at dusk, 2 -3 hours before sunset) when there will be a peak of 

photosynthetic activity.  Coralline algae can photosynthesise at different times 

of the day using “photoinhibition strategies” in which they adapt to high or low 

light levels to enable them to keep photosynthesising (Burdett et al., 2014).  

This would suggest that 2-3 hours before dusk in Caol Scotnish is the optimum 

time for the algae to photosynthesis, i.e. not too light and not too dark. After 

sunset, photosynthesis and associated CO2 uptake will gradually cease and 

correspondingly the pH will fall and the pCO2 content of the seawater will 

increase.  Although biological processes have an influence on pH, the tide has 

arguably a larger influence with the pH increasing everytime there is a flood tide 
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in the area.  Overnight on the last night of deployment when a low pH would be 

expected due to biological respiration, the flood tide enters the area and 

increases the pH.  There were also pH lows during daylight hours (when highs 

should be expected if solely governed by biological factors due to 

photosynthesis) but higher pH waters were then introduced with the flood tide. 

It can be concluded therefore that the pH pattern was predominantly driven by 

the tides in the area and diel cycles were mostly concealed when looking at the 

time series (biological processes can still be seen but in a secondary capacity). 

  DO fluctuation in Caol Scotnish was from 97.7% to 113.7% (ΔDO = 16%) with a 

daily mean of 108.03% and a nightly mean of 106.31%. Like the pH, the DO in 

July in Caol Scotnish would start to increase 2 – 3 hours before sunrise which is 

as standard in most diel cycles when it gradually becomes lighter at dawn and 

photosynthesis begins. The DO is highest towards the latter hours of the daylight 

period (at dusk, 2 -3 hours before sunset) when there will be an accumulation of 

photosynthetic activity.  After sunset, photosynthesis will cease and DO will be 

drawn down and utilised by organisms with CO2 being released into the 

seawater.  Again like the pH, although these biological processes can be seen in 

places in the time series and are important to note, the diel cycles were mostly 

superseded by tidal action. The DO has a very similar pattern to pH where DO 

peaks and troughs are mostly governed by the tidal action, with DO increasing 

with each flood tide. 

  The temperature in Caol Scotnish fluctuated from 14.76oC to 15.69oC (ΔT = 

0.93oC) with a daily mean of 15.13oC and a nightly mean of 15.41oC.  The 

temperature is strongly correlated with the tides and is dictated by changes in 

the water masses that flow into and out of the area rather than being dictated 

by insolation.  The flood tide brings water masses of a lower temperature into 

Caol Scotnish. 

    The salinity in Caol Scotnish varied from 32.77 psu to 33.42 psu (Δsal = 0.65 

psu) with a daily mean of 33.20 and a nightly mean of 33.06 psu.  Although 

correlation analysis does not point to a strong relationship between salinity and 

tides in July, there is a subtle salinity change with the tides (a slight increase 

with each flood tide) but this may have been buffered by the increasing rainfall 
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over the duration of the deployment. Salinity is further discussed in Section 

4.7.4, page 215. 

  The pCO2 cyclical fluctuation in Caol Scotnish was from 481.21 µatm to 496.99 

µatm (ΔpCO2 = 0.15) with a daily mean of 487.61 µatm and a nightly mean of 

487.76 µatm. The pCO2 is mainly governed by the tides but simultaneously has 

patterns of biological activity. At night there is an increase in pCO2 but also 

during the day there is an increase in pCO2 with the flood tide that enters the 

area.   

  All variables, their correlations and drivers are further discussed in detail 

throughout this chapter. 

4.6.3.1.1 Drivers of variation in Caol Scotnish 7th to 9th July 2016 

  Over the course of this deployment, the tides were the principal driving force 

behind the patterns in pCO2 and most variables in Caol Scotnish.  Caol Scotnish 

displayed strong tidal influences and any diel patterns were usually superseded 

by this (with a few exceptions). The tides introduced different bodies of water 

into Caol Scotnish. Depth was recorded for the duration of the deployment, i.e. 

the height of water above the sensor was measured and this provided a proxy for 

tidal action.  Loch Sween in July does not exhibit two regular tidal cycles. 

Overnight in July in Caol Scotnish, the tide was out. During the day, there were 

two high tides and one low tide. This corresponds with two low tides and two 

high tides over 24 hours.  Paired variables were analysed and the most 

correlated are shown overleaf. The strongest correlations are visibly seen with 

the parallel time series and quantified through Pearson’s correlation coefficient 

(and simultaneously with equations of a straight line). Analyses was centred 

around tidal (flood tide is represented in pink) and diel (night is represented in 

grey) patterns over the course of the deployment of the sensors.  Principal 

Component Analysis (PCA) was also undertaken to support the previous analyses. 
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4.6.3.1.1.1  Variables driven by the tide 

4.6.3.1.1.1.1 Depth and Temperature 

 

Figure 4.14:  (a) Parallel time series of temperature and tidal action in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey 

shade) and flood tide (pink shade). Temperature; Mean = 15.20 ± 0.24 
o
C.  Depth; Mean = 5.09 ± 0.38 m. (b) Scatter graph of temperature and depth of water 

with linear trendline. Coefficient of determination; R
2
 = 0.63. Pearson correlation coefficient; r = -0.79. p < 0.001.
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  The parallel time series of temperature and tidal action is shown in Figure 

4.14a.  There is a significant negative correlation (r = -0.79, p < 0.001) between 

temperature and tidal action in Caol Scotnish (Figure 4.14b).  Overall, the 

temperature in Caol Scotnish in July was most highly correlated with the tides.  

When a flood tide entered the area, there was a decrease in the temperature 

which suggests colder water masses were being introduced with the incoming 

tide.  
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4.6.3.1.1.1.2 Depth and pH 

 
 

Figure 4.15: (a) parallel time series of pH and tidal action in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). pH; Mean = 8.25 ± 0.03.  Depth; Mean = 5.09 ± 0.38m.  (b) scatter graph of temperature and depth of water with linear trendline. 
Coefficient of determination; R

2
 = 0.61. Pearson correlation coefficient; r = 0.78. p < 0.001. 
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  The parallel time series of tidal action and pH in Caol Scotnish is shown in 

Figure 4.15a.  There is a significant positive correlation (r = 0.78, p < 0.001) 

between tidal action and pH in Caol Scotnish (Figure 4.15b).  Overall, the pH in 

Caol Scotnish in July was highly correlated with the tides.  When a flood tide 

entered the area, there was an increase in the pH which suggests higher pH 

water masses were being introduced with the incoming tide.  It is shown that 

biological processes/diel patterns are swamped by tidal processes.  During the 

night cycle where pH would be expected to remain low due to the release of CO2 

in respiration processes, the incoming flood tide raises the pH within the hours 

of darkness.
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4.6.3.1.1.1.3 DO and pH 

 
 

Figure 4.16: (a) parallel time series of DO and pH in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and flood tide 
(pink shade). pH; Mean = 8.25 ± 0.03.  DO; Mean = 107.84 ± 3.43 %sat. (b) scatter graph of DO and pH with linear trendline. Coefficient of determination; R

2
 = 

0.49. Pearson correlation coefficient; r = 0.70. p < 0.001
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  pH and DO in Caol Scotnish in July is shown in Figure 4.16a.  The pH and DO in 

Caol Scotnish exhibited a significant positive correlation (r = 0.70, p < 0.001) as 

shown in Figure 4.16b.  This pattern, as previously mentioned, is mainly 

governed by the tidal influence in the area with both variables increasing in 

concentration with the flood tide.  When the flood tide is not influential, the 

two parameters may be driven by photosynthesis and respiration where during 

the day, both pH and DO increase according to photosynthesis. Conversely, pH 

and DO decrease during respiration at night time when pCO2 is given out by 

organisms.  This pattern however is superseded by tidal influences on numerous 

occasions. 
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4.6.3.1.1.1.4 pCO2 and pH 

 

Figure 4.17: (a) parallel time series of pCO2 and pH in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and flood 

tide (pink shade). pCO2; Mean = 488 ± 2.36 µatm. pH; Mean = 8.25 ± 0.03. There is a 57 minute gap in the pCO2 data because of sensor maintenance during 

deployment. (b) scatter graph of pH and pCO2 with linear trendline. Coefficient of determination; R
2
 = 0.42. Pearson correlation coefficient; r = -0.65. p < 

0.001.
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  The parallel time series of pH and pCO2 in Caol Scotnish in July is shown in 

Figure 4.17a.  There is a significant inverse correlation between pH and pCO2 in 

Caol Scotnish (r = -0.65, p < 0.001) as shown in Figure 4.17b.  Again, both these 

variables show diel patterns but only when not superseded by the main influence 

of the flood tide. pCO2 tends to decrease with the introduction of the flood tide 

although there may also be biological micro-influences. 
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4.6.3.1.1.1.5 Depth and DO 

 

Figure 4.18: (a) parallel time series of tidal action and DO in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Depth; Mean = 5.09 ± 0.38 m.  DO; Mean = 107.84 ± 3.43 %sat. (b) scatter graph of DO and depth of water with trendline. Coefficient 
of determination; R

2
 = 0.31. Pearson correlation coefficient; r = 0.56. p < 0.001.
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  The parallel time series of tidal action and DO in Caol Scotnish is shown in 

Figure 4.18a.  There is a significant positive relationship between the two 

variables (r = 0.56, p < 0.001) shown in Figure 4.18b.  DO is mainly goverened by 

the tides and will generally increase with the incoming flood tide (although the 

time series also includes micro-patterns as previously mentioned).
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4.6.3.1.1.1.6 Depth and pCO2 

 

 Figure 4.19: (a) parallel time series of tidal action and pCO2 cycle in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey 
shade) and flood tide (pink shade). Depth; Mean = 5.09 ± 0.38m.  pCO2; Mean = 488 ± 2.63 µatm.  (b) scatter graph of depth and pCO2 with linear trendline. 
Coefficient of determination; R

2
 = 0.30. Pearson correlation coefficient; r = -0.55. p < 0.001. 
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  The parallel time series of tidal action and pCO2 in Caol Scotnish in July is 

shown in Figure 4.19a.  There is a significant inverse correlation between the 

tidal action and pCO2 (r = -0.55, p < 0.001) as shown with the trend line in Figure 

4.19b.  The pCO2 was evidently governed by the tide and generally increased 

with the flood tide. 
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4.6.3.1.1.1.7 pH and Temperature 

 

Figure 4.20:  (a) parallel time series of pH and temperature in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Temperature; Mean = 15.20 ± 0.24 

o
C.  pH; Mean = 8.25 ± 0.03. (b) scatter graph of temperature and pH with linear trendline. 

Coefficient of determination; R
2
 = 0.27. Pearson correlation coefficient; r = -0.48. p < 0.001. 
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  The parallel time series of pH and temperature in Caol Scotnish in July is shown 

in Figure 4.20a.  There is a significant inverse correlation between the two 

variables (r = -0.48, p < 0.001) as shown in Figure 4.20b. Again, as previously 

mentioned both pH and temperature were mainly governed by tidal action in the 

area. 

    T-S (temperature – salinity) diagrams can be used as a water mass tracer and 

this method is employed in the next section.  
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4.6.3.1.1.1.8 Temperature and Salinity 

 

Figure 4.21: (a) parallel time series of temperature and salinity cycle in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey 

shaded) and flood tide (pink shade). Temperature; Mean = 15.20 ± 0.24 
o
C. Salinity; Mean = 33.17 ± 0.14 psu. (b) scatter graph of temperature and salinity 

with linear trendline. Coefficient of determination; R
2
 = 0.16. Pearson correlation coefficient; r = -0.40. p < 0.001. 
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  The parallel time series of temperature and salinity is shown in Figure 4.21a.  

There was a significant inverse correlation between temperature and salinity (r = 

-0.40, p < 0.001) as shown in Figure 4.21b, both mostly governed by the tidal 

action in the area. 

 

 
 

Figure 4.22:  T-S diagram showing flood tide and ebb tide according to their temperature 
and salinity properties in Caol Scotnish on 7

th
 – 9

th
 July 2016.  Average ebb tide: Salinity = 

33.149 ± 0.138 psu, Temperature = 15.35 ± 0.17 
o
C, Average flood tide: Salinity = 33.193 ± 

0.131 psu, Temperature = 15.06 ± 0.20 
o
C. 

 

  Looking closely at the T-S diagram, it is possible to separate out flood and ebb 

tides by their temperature and salinity properties (see Figure 4.22).  This shows 

higher salinity and colder temperatures are brought in by the flood tide but 

higher salinities also span the ebb tide.  
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Figure 4.23: (a) T-S diagram showing each flood and ebb tide over the deployment in Caol Scotnish 7
th

 – 9
th

 July 2016 according to their temperature and 
salinity properties.  (b) Average; Ebb 1: Salinity = 33.355 ± 0.008 psu, Temperature = 15.31 ± 0.03 

o
C. Flood 1: Salinity = 33.376 ± 0.029 psu, Temperature = 

14.98 ± 0.22 
o
C. Ebb 2: Salinity = 33.208 ± 0.059 psu, Temperature = 15.34 ± 0.15 

o
C. Flood 2: Salinity = 33.134 ± 0.05 psu, Temperature = 14.99 ± 0.15 

o
C. Ebb 

3: Salinity = 33.186 ± 0.059 psu, Temperature = 15.28 ± 0.15 
o
C. Flood 3: Salinity = 33.169 ± 0.018 psu, Temperature = 15.19 ± 0.17 

o
C. Ebb 4: Salinity = 32.984 

± 0.090 psu, Temperature = 15.46 ± 0.17 
o
C. Flood 4: Salinity = 33.018 ± 0.020 psu, Temperature = 15.07 ± 0.14 

o
C. Separate water masses are shown in 

individual circles. 
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  Going further, as shown in Figure 4.23a, each colour represents each different 

flood and ebb tide in the deployment.  The first flood tide water mass is 

different from the second flood water mass. It is likely that the second and third 

flood tide however, is the same water mass as they share similar T-S properties.  

The flood tides are generally colder than the ebb tides.  Figure 4.23b shows that 

there are three separate water masses in this deployment according to their T-S 

properties. 

Table 4.3: Different water mass properties in Caol Scotnish on 7
th

 – 9
th

 July 2016. 

 

  Flood tide 1 had high salinity waters and as ebb tide 2 is in process, there was a 

lowering of salinity which may be due to precipitation and/or run-off.  The 

second flood tide was an even lower salinity than the second ebb tide which 

again could be due to precipitation and/or run-off.  It was also a lower 

temperature. As the tide ebbs from this (ebb tide 3), the salinity and 

temperature rise which may mean that evaporation was the net process 

compared to precipitation on this part of the deployment as the weather was 

dry.  As the third flood tide came in, there was a slight lowering of salinity and 

temperature.  The fourth ebb had the lowest salinity of the deployment but the 

highest temperature which could mean there was added precipitation and/or 

runoff but the water was also being warmed.  The fourth flood tide brought in 

lower temperatures but higher salinity waters. In general water mass 1 had the 

properties of highest salinity and the lowest temperature. Water mass 2 had the 

properties of middling salinity and middling temperature and water mass 3 had 

properties of the lowest salinity and the highest temperature (all shown on 

Figure 4.23b). 
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4.6.3.1.1.1.9 pCO2 and DO 

 

Figure 4.24: (a) parallel time series of pCO2 and DO in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and flood 
tide (pink shade). pCO2; Mean = 488 ± 2.63 µatm.  DO; Mean = 107.84 ± 3.43 %sat. (b) scatter graph of DO and pCO2 with linear trendline. Coefficient of 
determination; R

2
 = 0.12. Pearsons correlation coefficient; r = -0.35. p < 0.001.
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  The parallel time series of pCO2 and DO in Caol Scotnish is shown in Figure 

4.24a.  There is a significant negative correlation between pCO2 and DO (r = -

0.35, p < 0.001) as shown in Figure 4.24b.  Both variables are significantly driven 

by tidal action with secondary micro-patterns of biological activity.
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4.6.3.1.1.1.10 pCO2 and Temperature 

 

Figure 4.25: (a) parallel time series of pCO2 and temperature in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). pCO2; Mean = 488 ± 2.36 µatm.  Temperature; Mean = 15.20 ± 0.24 

o
C. (b) scatter graph of pCO2 and temperature with linear 

trendline. Coefficient of determination; R
2
 = 0.12. Pearson correlation coefficient; r = 0.34. p < 0.001.
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  The parallel time series of pCO2 and temperature in Caol Scotnish is shown in 

Figure 4.25a.  There is a significant positive correlation between pCO2 and 

temperature (r = 0.34, p < 0.001) as shown in Figure 4.25b. 

  Temperature can alter pCO2 in seawater because of a shift in the 

thermodynamic balance of the carbonate chemistry (Dai et al., 2009).  However, 

it was more than likely that the temperature was being driven to a greater 

extent by the tides in Caol Scotnish (which is also correlated strongly with the 

pCO2).  Different water masses which ebb or flood with the tides can affect the 

concentration of pCO2 in the body of water (Chen and Hsing, 2005; Dai et al., 

2009).
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4.6.3.1.1.1.11 DO and Salinity 

 

Figure 4.26: (a) parallel time series of DO and salinity in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and flood 
tide (pink shade). DO; Mean = 107.84 ± 3.43 %sat.  Salinity; Mean = 33.17 ± 0.14 psu. (b) scatter graph of salinity and DO with linear trendline. Coefficient of 
determination; R

2
 = 0.11. Pearson correlation coefficient; r = 0.34. p < 0.001.   
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  The parallel time series of DO and salinity in Caol Scotnish is shown in Figure 

4.26a.  There is a significant positive correlation between DO and salinity in Caol 

Scotnish (r = 0.34, p < 0.001) as shown in Figure 4.26b. Again, both are governed 

by the tides.
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4.6.3.1.1.1.12 DO and Temperature 

 

Figure 4.27: (a) parallel time series of DO and temperature in Caol Scotnish from 7
th

 to 9
th

 July 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). DO; Mean = 107.84 ± 3.43 %sat.  Temperature; Mean = 15.20 ± 0.24 

o
C. (b) scatter graph of temperature and DO with linear trendline. 

Coefficient of determination; R
2
 = 0.11. Pearson correlation coefficient; r = -0.33. p < 0.001.  
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  The parallel time series of DO and temperature in Caol Scotnish is shown in 

Figure 4.27a.  There is a significant negative correlation between DO and 

temperature in Caol Scotnish (r = -0.33, p < 0.001) and both are governed by the 

tides. 

4.6.3.1.2 Principal component analysis (PCA) 

  As a further statistical investigation, PCA was run on the data from Caol 

Scotnish in July.  The resulting correlation circle is shown in Figure 4.28. 

 

Figure 4.28:  PCA showing the correlation circle from Caol Scotnish in July. If two variables 
are far from the centre and close to one another then they are positively significantly 
correlated. If two variables are orthogonal to one another then they are not related (in this 
case primarily salinity with pH, pCO2 and depth). If two variables are on opposite sides of 
the centre then they are negatively significantly correlated. 
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  PCA confirms the previous analyses and Figure 4.28 can be summarised as 

follows in Table 4.4 (which also acts as a summary of the previous analyses of 

the variables in Caol Scotnish and their correlations).  

Table 4.4: Correlated and non-correlated variables in Caol Scotnish in July according to 
PCA. 

 

4.7 Results & Discussion 19
th

 – 23
rd

 September 2016 

4.7.1 Seawater wet chemistry 

  In the September deployment, samples were taken throughout the day and 

evening over the space of five days (see Table 4.5 for exact sample times).  The 

samples were analysed in triplicates with an overall average taken. 
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4.7.1.1 Water chemistry 

 

Table 4.5: AT and DIC from water samples taken from Caol Scotnish 19
th

 to 23
rd

 September 
2016. Shown is date and time of samples with accompanying measurements of temperature 
and salinity from YSI EXO2 Sonde and the resultant AT and DIC concentrations from 
analyses in the laboratory. *samples frozen in storage where the error is expected to be 
large because of the resultant change in carbonate chemistry due to introduction of oxygen. 
σ represents the standard deviation of the reading while C.V. is the coefficient of variation. 

 

  AT does not show a significant diel trend over the course of the deployment in 

Caol Scotnish (see Figure 4.29).  There is some variation in the first half of the 

deployment but uncertainty is large with these measurements.  The second half 

of the week shows little fluctuation in AT.  There is no clear pattern with DIC 

with a variation of concentrations during both the day and night cycles. 
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Figure 4.29: Concentrations of AT and DIC in Caol Scotnish 19
th

 to 23
rd

 September 2016. Samples taken at night are within the grey shaded areas.
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4.7.2 Comparison of pCO2 data from sensor and pCO2 data 
calculated from CO2SYS 

  DIC, AT and ancillary data were used to calculate the pCO2 concentrations from 

the water samples with CO2SYS as shown in Table 4.6. 

 

Table 4.6: In-situ parameters (input conditions) used to calculate ancillary data (output 
conditions) from seawater samples in Caol Scotnish in September. Salinity, temperature, AT 

and DIC were used in CO2SYS to calculate concentrations of pH, pCO2 (µatm), bicarbonate 

(HCO3
-
), carbonate (CO3

2-
), calcite saturation state (ΩCa) and aragonite saturation state (ΩAr). 

pCO2 values are highlighted in yellow. 

 

  The pCO2 values from CO2SYS were then compared to the pCO2 values from the 

sensor as shown in Figure 4.30. 
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Figure 4.30: A comparison of CO2SYS pCO2 concentration from seawater analyses and in-

situ sensor pCO2 concentration. The concentration of pCO2 in µatm is shown above each 

data point. 

 

  When the pCO2 concentration of the sensor was compared with analyses of the 

pCO2 concentration of the seawater samples, the majority of readings did not 

match up.  It must be noted that during storage some of the samples were 

unfortunately frozen in a faulty fridge and therefore the quality of the samples 

for analyses was compromised.  Looking at Figure 4.30, the seawater analyses 

produced pCO2 concentrations that were either erroneously high or vice versa, 

e.g., a sample collected at 15:00 contained a concentration of 12856 µatm and 

such a high value would be unlikely in any area. A concentration of 161 µatm 

could be feasible in the middle of the day where photosynthesis outperforms 

respiration but this is unlikely for a sample which was collected at 09:00.  

Additionally, a sample 1 hour later at 10:20 produced a concentration of 781 

µatm and this quick increase seems implausible.  Such a large increase would 

suggest a massive amount of calcification occurring in the space of an hour 

which again, is highly unlikely.  This highlights the difficulties in multiple step 

sample analyses with collection, storage, individual analysis and subsequent 

error propagation throughout 
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4.7.3 Characterisation of carbonate parameters in Caol Scotnish 
(19th – 23rd September 2016) with sensor measurements 

  In-situ field measurements of the following parameters were made; pCO2 

(direct CO2 output measured in µatm, pCO2 (derived from voltage output), pH, 

DO, chlorophyll, salinity, temperature and depth. 

  Two of the developed pCO2 sensors were deployed in Caol Scotnish for this run.  

They were both exactly the same with the exception that one was programmed 

to directly output pCO2 in ppm and the other was programmed to output voltage 

in volts which would then be converted into a pCO2 output afterwards using a 

specified formula (See Chapter 2, Section 2.4.3.3, page 52).  This was to see if 

there were any benefits to choosing a different measurement output in the 

software that was previously developed (See Chapter 2). 

4.7.3.1 Natural variability of parameters in Caol Scotnish 19th to 23rd 
September 2016 

  Overleaf is a comparison of the time series of all variables recorded in Caol 

Scotnish (see Figure 4.31).  More detail is given in individual analysis in the 

following sections. 



Chapter 4: Natural variability in a temperate marine environment 
 

181 
 

 

Figure 4.31: YSI EXO2 Sonde (a – f) and pCO2 sensor (g) time series data from 19
th

 to 23
rd

 
September.  Summary plot and comparison of all variables. (a) pH (b) DO (c) Chlorophyll (d) 
Temperature (e) Salinity (f) Depth of water above sensor (g) pCO2. There are gaps in the data 
(2h 45m) due to sensor maintenance.  This deployment was for 89 hours 18 minutes in total. 
Light hours (no shade) = 46 h 38 m. Dark (grey shade) = 42 h 40 m. Flood tide is also shown 
(pink shade). 
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Figure 4.32: pCO2 sensor (output voltage) data time series.  There are gaps in the data (2h 
45m) due to sensor maintenance.  Plot shows pCO2 data over diel cycles in Caol Scotnish 
from 19

th
 to 23

rd
 September 2016. The output voltage was later converted to a pCO2 value. 

Flood tide is shown in pink shade and night cycle is shown in grey shade. 

 

  The pCO2 time series which was converted from voltage output is shown in 

Figure 4.32.  The results regarding this output were not what would be 

expected. The experiment to see if an alternative output (voltage output which 

was then converted to µatm) would perform well underwater (compared to µatm 

output) turned out to bring more problems than solutions.  Succinctly, the 

voltage sensor produced pCO2 data that did not correlate with any variables, 

concentrations that were unconventional and an unusual amount of background 

noise was also produced.   There was no correlation with pH and the pCO2 

(voltage output).  The pCO2 scale ranged from 441 µatm to 593 µatm (ΔpCO2 = 

152 µatm).  The maximum value is high and although it could possibly be a real 

concentration, it is likely to be erroneous due to the nature of the sudden spike 

in concentration followed by the sudden decrease. The first half of the 

deployment was a vastly different concentration scale to the second half when 

looking at the data provided (see Figure 4.32).  The sensor was retrieved half 

way through the deployment for maintenance.  When it was reprogrammed it 

produced values similar to the sensor outputting µatm. However, part-by-part, 

the data from the deployment was analysed and there was no correlation with 

any other parameter regardless of the part of cycle used.  The voltage output 

carried a lot of background noise (which could not be effectively ‘cleaned’ 

without compromising the data) and therefore produced results that were not 

useable.  The voltage output depends heavily on the power supplied and it is 

difficult to know the exact amount of power supplied when using D/C as there 

can be fluctuations.  This is an important consideration when converting the 
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voltage into a pCO2 reading.  For the future tropical field work, it was concluded 

therefore that both sensors should only now output direct CO2.   

  The diel period in September in Caol Scotnish encompassed approximately 13.5 

hours of daylight and approximately 10.5 hours of darkness.  In this cycle, sunset 

was at 19:28 at the beginning of the week and 19:20 by the end of the field 

week. Dusk occurred at 20:05 from the start of the week to 19:57 from the start 

at the end of the field week.  Dawn was at 06:26 at the start of the week to 

06:34 at the end of the week. Sunrise was at 07:03 at the start of the week and 

at 07:11 at the end of the week. 

  From the time series shown in Figure 4.31, as with the July deployment, it is 

clear that the dominant driver behind the patterns seen with the variables 

monitored in Caol Scotnish was tidal (with perhaps the only exception being 

Chl).  In this area, the tide is reasonably large with a total difference from low 

to high tide on average being 1.36m.  The tidal pattern is semi-diurnal. The 

depth of water above the sensor ranged from 4.42m (minimum low tide) to 

5.78m (maximum high tide). 

  The pH in Caol Scotnish is highly influenced by tidal activity but also to a lesser 

extent has some superimposition with diel signals.  The pH cyclical fluctuation in 

the deployment was from 8.03 to 8.19 (ΔpH = 0.16) with a daily pH mean of 

8.097 and a nightly pH mean of 8.087.  The pH pattern is mainly influenced by 

tidal action before any biological activity can be seen in the cycle. If a flood tide 

overlaps with the night cycle when you would expect low pH due to biological 

respiration, the pH increases and suggests that the flood tide brings higher pH 

water into the area.  The pH reaches a peak whenever there is a flood tide.  

There are also pH lows during daylight hours (when highs should be expected if 

soley governed by biological factors due to photosynthesis) but higher pH waters 

are then introduced with the flood tide. The pH pattern therefore is driven 

mostly by the tides in the area and diel cycles are concealed when looking at the 

time series (biological processes can still be seen but in a secondary capacity). 

  The DO cyclical fluctuation over the course of the deployment was from 89.6% 

to 105.3% (ΔDO = 15.7%) with a daily DO mean of 97.86% and a nightly mean of 

95.73%.  Like the pH, the DO in September in Caol Scotnish followed a similar 
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correlation with tidal action. The DO has a very similar pattern to pH where DO 

peaks and troughs are mostly governed by the tidal action, with DO increasing 

with each flood tide.  Again, likely biological activity would also be in the area 

but comes very much secondary to the influence of tides. 

  In Caol Scotnish, a chlorophyll sensor (on the YSI EXO2 Sonde) was only used in 

the September deployment and therefore no comparisons can be made between 

the two field trips in the area (it is used again however in Chapter 5 in the 

tropical deployment).  The chlorophyll content varied from 0.64 µg/L to 7.9 

µg/L (ΔChl = 7.26 µg/L) with a daily mean of 2.97 µg/L and a nightly mean of 

4.03 µg/L.  The time series of chlorophyll in Caol Scotnish shows that it is 

heavily correlated with light/dark cycles and shows a predominantly diel cycle.  

Unusually, the chlorophyll concentration (which can be used as a proxy for 

phytoplankton content of the water) is higher at night than it is during the day.  

During the day, the concentration of chlorophyll was lower than over the dark 

period.  Light stimulates calcification in most calcareous algae (Borowitzka, 

1981) and low chlorophyll concentrations during the day in Caol Scotnish may be 

due to calcification (Nakano and Watanabe, 2005).  There will likely be 

extensive calcification in the area due to the large maerl beds.  This could also 

be due however, to sun-induced quenching during the day.  The chlorophyll 

concentration in Caol Scotnish reaches a maximum approximately around 

midnight.  The lowest concentration occurs in the daylight period at 

approximately 13:00 hours.  This scenario has been documented in previous work 

(Yentsch and Ryther, 1957; Ichimura, 1960; Glooschenko et al., 1972; Le 

Bouteiller and Herbland, 1982) and pigment bleaching was suggested as being 

the driver for these low chlorophyll concentrations in the daylight cycle.  The 

steady decrease from the maximum over the night cycle may be because of the 

chlorophyll cells becoming degraded in energy (Glooschenko et al., 1972).  

Reasons as to why chlorophyll can be at its lowest concentration over the light 

period and reach a peak in the dark period include large light intensities causing 

bleaching of the pigment (Glooschenko et al., 1972) and/or the photo-oxidation 

of pigment (Yentsch and Scagel, 1958).  Depending on the accumulation and 

subsequent metabolism, this can create diel changes in the immediate 

chlorophyll content of cells of phytoplankton (Glooschenko et al., 1972; Owens 

et al., 1980).  There could also be changes in the biomass of the phytoplankton 
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present due to the cycle of phytoplankton being grazed on by zooplankton 

(McAllister, 1963; Wood and Corcoran, 1966).  Another factor could possibly be 

changes in water masses in the area although in this case, chlorophyll does not 

seem to be correlated to the tides.  Temperature driven effects on chlorophyll 

in this field run seem to be negligible as similar temperatures in the day and 

night cycle had drastically different chlorophyll values and do not correlate.  

These different scenarios can make the interpretation of chlorophyll records 

complex but lends usefulness to interpreting the pattern that has been recorded 

in Caol Scotnish. 

  The temperature profile ranged from 14.67 oC to 15.55 oC (ΔT = 0.88 oC) with a 

daily mean of 15.09 oC and a nightly mean of 15.18 oC. The temperature is 

strongly correlated with the tides and is dictated by changes in water masses 

and not connected to insolation.  As with the July deployment, lower 

temperature water masses were brought in with the flood tide. 

  The salinity ranged from from 32.45 psu to 33.16 psu (Δsal = 0.71 psu) with a 

daily mean of 32.73 psu and a nightly mean of 32.70 psu.  Loch Sween is 

comparatively shallow and narrow and runoff combined with rainfall may keep 

the waters fresher than the main body of the loch.  In September, there was 

increasing rainfall over the duration of the deployment and this appears to have 

affected the salinity.  Monday and Tuesday had little rainfall but the most 

rainfall came over night on Tuesday and continued on through into late 

Wednesday/very early Thursday.  It became much drier on Thursday with no 

rainfall and only sunshine.  The increased rainfall over night on Tuesday and 

Wednesday/night is possibly the reason for the much smaller change in salinity 

in the middle of the run.  On the drier period, there is a bigger fluctuation in the 

salinities with the action of the tide.  The rainfall appears to act as a ‘buffer’ in 

diluting the higher salinity bodies of water that come into Caol Scotnish with 

high tide.  Again, when it becomes drier at the end of the run, the salinity 

fluctuates slightly more than when there was heavy rainfall.  Again, there is an 

obvious correlation with the tides and there is generally an increase in salinity 

with a flood tide. Salinity is further discussed in Section 4.7.4 page 215. 
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  The pCO2 fluctuated from 449.34 µatm to 464.41 µatm (ΔpCO2 = 15.07 µatm) 

with a daily pCO2 mean of 456.14 µatm and a nightly mean of 456.89 µatm.  The 

pCO2 is mainly governed by the tides but simultaneously has patterns of 

biological activity. Generally at night there is an increase in pCO2 with biological 

respiration but also during the day there is an increase in pCO2 with the flood 

tide that enters the area.  This appears to be a more complex combination of 

both diel and tidal influences. 

  Some general comments are warranted before looking at correlations in more 

detail. Over the first day and night cycle, there is not the clear pattern that 

would be expected over the diel period.  The pH and DO almost flatten out 

compared to the fluctuations over the remainder of the deployment.  The 

opposite is true of salinity, temperature and depth in that there is a more 

pronounced difference from maximum to minimum over the first full day/night 

cycle compared to the rest of the cycle. The high tide between dawn and sunrise 

does not bring a large amount of oxygen into the area.  This could mean other 

influences are acting on the DO.  This part of the cycle has different water 

masses entering the area with the tides at this time (see Figure 4.31).  These 

water masses contain a lower amount of oxygen. Parameters in Caol Scotnish, 

due to the topography and hydrography of the area, are dependent on the tide 

to a comparatively high extent (compare with Chapter 5 dealing with tropical 

field work in the Red Sea).  Caol Scotnish is not a stratified water column and 

has different inputs that will affect the amount of DO in the body of the water. 

This highlights the many factors involved in characterising the water chemistry 

of highly mixed, dynamic coastal areas and that it is not a straightforward, 

simple task especially when looking at just two parameters (Rerolle et al., 

2014). 

4.7.3.1.1 Drivers of variation in Caol Scotnish 19th to 23rd September 2016 

    Over the course of this deployment, the tides were the principal driving force 

behind the patterns in pCO2 and most variables in Caol Scotnish.  Caol Scotnish 

displayed strong tidal influences and any diel patterns were usually superseded 

by this (with a few exceptions). The tides introduced different bodies of water 

into Caol Scotnish. Depth was recorded for the duration of the deployment, i.e. 

the height of water above the sensor was measured and this provided a proxy for 
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tidal action.  Paired variables were analysed and the most correlated are shown 

overleaf. The strongest correlations are visibly seen with the parallel time series 

and quantified through Pearson’s correlation coefficient (and simultaneously 

with equations of a straight line). Analyses was centred around tidal (flood tide 

is represented in pink) and diel (night is represented in grey) patterns over the 

course of the deployment of the sensors.  PCA was also conducted to support the 

previous analyses.
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4.7.3.1.1.1  Variables driven by the tide 

4.7.3.1.1.1.1 DO and pH 

 

Figure 4.33: (a) parallel time series of DO and pH in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). DO; Mean = 96.8 ± 3.44 %sat.  pH; Mean = 8.09 ± 0.03.  (b) scatter graph of DO and pH with linear trendline. Coefficient of 
determination; R

2
 = 0.67. Pearson correlation coefficient; r = 0.82. p < 0.001.
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  The parallel time series of DO and pH in Caol Scotnish is shown in Figure 4.33a.  

There was a significant positive correlation between DO and pH (r = 0.82) as 

shown in figure 4.33b.  DO and pH are highly governed by the tides with both 

variables increasing with the flood tide. There is also the possibility of diel 

patterns being present (daytime increase of DO through photosynthesis, night-

time decrease of DO through respiration) but only secondary to overwhelming 

tidal influence. 
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4.7.3.1.1.1.2 Depth and Salinity 

 

Figure 4.34: (a) parallel time series of tidal action and salinity cycle in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night 

(grey shade) and flood tide (pink shade). Depth; Mean = 5.11 ± 0.38 m.  Salinity; Mean = 32.71 ± 0.17 psu. (b) scatter graph of depth and salinity with linear 

trendline. Coefficient of determination; R
2
 = 0.57. Pearson correlation coefficient; r = 0.75. p < 0.001.



Chapter 4: Natural variability in a temperate marine environment 
 

191 
 

  The parallel time series of tidal action and salinity in Caol Scotnish is shown in 

Figure 4.34a.  There was a significant positive correlation between tidal action 

and salinity (r = 0.75, p < 0.001) as shown in Figure 4.34b.  The salinity was 

heavily influenced by the tidal action in the area and would generally increase in 

concentration with each flood tide. This would suggest higher salinity waters 

being introduced into the area with the incoming tide.
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4.7.3.1.1.1.3 Depth and temperature 

 
 

Figure 4.35: (a) parallel time series of tidal action and temperature in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night 
(grey shade) and flood tide (pink shade). Depth; Mean = 5.11 ± 0.38m.  Temperature; Mean = 15.13 ± 0.23 

o
C. (b) scatter graph of depth and temperature with 

linear trendline. Coefficient of determination; R
2
 = 0.53. Pearson correlation coefficient; r = -0.73. p < 0.001.
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  The parallel time series of tidal action and temperature in Caol Scotnish is 

shown in Figure 4.35a.  There was a significant inverse correlation between 

depth and temperature (r = -0.73) as shown in Figure 4.35b.   

  Temperature in Caol Scotnish is influenced more by tides rather than 

insolation.  The greater influence of the tides is shown with the sharp 

temperature drops during the day which tallies the tides.  There are also sharp 

increases in temperature in the night cycle which corresponds with the tides.  

The nightly mean on both deployments was higher than the daily mean and there 

are similar highs and lows of temperatures both in the day and the night cycle.  

The pattern of these two parameters suggests that the flood tide brings in 

bodies of water that are colder than existing water. 
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4.7.3.1.1.1.4 Depth and pH 

 
 

Figure 4.36: (a) parallel time series of tidal action and pH in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey 
shade) and flood tide (pink shade). pH; Mean = 8.09 ± 0.03.  Depth; Mean = 5.11 ± 0.38 m. (b) scatter graph of depth and pH with linear trendline. Coefficient 
of determination; R

2
 = 0.40. Pearson correlation coefficient; r = 0.63. p < 0.001.
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  The parallel time series of tidal action and pH is shown in Figure 4.36a.  There 

is a significant positive correlation (r = 0.63, p < 0.001) as shown in Figure 4.36b. 

pH is heavily regulated by the tides.  With the introduction of the flood tide into 

the area, the pH concentration increased.  In addition, there may also be 

biological activity governing the pH pattern in places (i.e., night-time decrease 

of pH due to respiration and daytime increase of pH due to photosynthesis) but 

this again, as with other parameters, was overshadowed by the action of the 

tide.
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4.7.3.1.1.1.5 Depth and DO 

 

Figure 4.37: (a) parallel time series of tidal action and DO in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey 
shade) and flood tide (pink shade). Depth; Mean = 5.11 ± 0.38 m.  DO; Mean = 96.8 ± 3.44 %sat. (b) scatter graph of depth and pH with linear trendline. 
Coefficient of determination; R

2
 = 0.28. Pearson correlation coefficient; r = 0.53. p < 0.001. 
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  The parallel time series of tidal action and DO in Caol Scotnish in September is 

shown in Figure 4.37a. There is a significant positive correlation between the 

tide and DO as shown in Figure 4.37b (r = 0.53, p < 0.001).  With the flood tide, 

the DO would generally increase.  As with pH, biological diel patterns within DO 

are overshawdowed by the strong tidal action in the area. 
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4.7.3.1.1.1.6 Salinity and pH 

 

Figure 4.38: (a) parallel time series of salinity and pH in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey shade) 
and flood tide (pink shade). Salinity; Mean = 32.71 ± 0.17 psu.  pH; Mean = 8.09 ± 0.03. (b) scatter graph of salinity and pH with linear trendline. Coefficient of 
determination; R

2
 = 0.22. Pearson correlation coefficient; r = 0.47. p < 0.001. 
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  The parallel time series of salinity and pH in Caol Scotnish is shown in Figure 

4.38a.  There is a significant positive correlation between salinity and pH (r = 

0.47, p < 0.001) as shown in Figure 4.38b. Both variables are governed by the 

tide with an incoming tide increasing both the pH and the salinity.  There are 

some possible pH diel patterns superimposed (perhaps over the first night cycle) 

but it is the tidal cycle predominantly forcing the pattern seen in Caol Scotnish. 

  T-S (temperature – salinity) diagrams can be used as a water mass tracer and 

this method is employed in the next section.  
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4.7.3.1.1.1.7 Temperature and salinity 

 

Figure 4.39: (a) parallel time series of temperature and salinity in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey 
shade) and flood tide (pink shade). Temperature; Mean = 15.13 ± 0.23 

o
C.  Salinity; Mean = 32.71 ± 0.17 psu. (b) scatter graph of temperature and salinity 

with linear trendline. Coefficient of determination; R
2
 = 0.14. Pearson correlation coefficient; r = -0.37. p < 0.001. 
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  The parallel time series of temperature and salinity in Caol Scotnish in 

September is shown in Figure 4.39a.  There is a significant inverse correlation 

between the two variables (r = -0.37, p < 0.001) as shown in Figure 4.39b.  The 

T-S plot shows small temperature variations associated with certain salinities. 

There were clear water mass exchanges with a tidal cycle. 

 

Figure 4.40: T-S diagram showing flood tide and ebb tide according to their temperature and 
salinity properties.  Average ebb tide: Salinity = 32.634 ± 0.112 psu, Temperature = 15.26 ± 
0.21 

o
C, Average flood tide: Salinity = 32.778 ± 0.181 psu, Temperature = 15.05 ± 0.19 

o
C. 

 

  Looking closely at the T-S diagram, it is possible to separate out flood and ebb 

tides by their temperature and salinity properties (see Figure 4.40).  As with the 

July deployment in Caol Scotnish, this shows that on average, higher salinity and 

colder temperatures are brought in by the flood tide.
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Figure 4.41: (a) T-S diagram showing each flood and ebb tide over the deployment in Caol Scotnish on 19
th

 to 23
rd

 September 2016 according to their 
temperature and salinity properties.  (b) Average; Flood 1: Salinity = 33.031 ± 0.028 psu, Temperature = 15.30 ± 0.03 

o
C. Ebb 1: Salinity = 32.701 ± 0.132 psu, 

Temperature = 15.53 ± 0.10 
o
C. Flood 2: Salinity = 33.039 ± 0.152 psu, Temperature = 15.10 ± 0.15 

o
C. Ebb 2: Salinity = 32.623 ± 0.163 psu, Temperature = 

15.36 ± 0.15 
o
C. Flood 3: Salinity = 32.826 ± 0.147 psu, Temperature = 15.16 ± 0.17 

o
C. Ebb 3: Salinity = 32.661 ± 0.017 psu, Temperature = 15.33 ± 0.12 

o
C. 

Flood 4: Salinity = 32.778 ± 0.070 psu, Temperature = 14.98 ± 0.18 
o
C. Ebb 4: Salinity = 32.669 ± 0.080 psu, Temperature = 15.14 ± 0.18 

o
C. Flood 5: Salinity 

32.692 ± 0.078 psu, Temperature = 15.07 ± 0.17 
o
C. Ebb 5: Salinity = 32.618 ± 0.042 psu, Temperature = 15.18 ± 0.09 

o
C. Flood 6: Salinity = 32.788 ± 0.069 psu, 

Temperature = 14.87 ± 0.10 
o
C. Ebb 6: Salinity = 32.586 ± 0.148 psu, Temperature = 15.00 ± 0.14 

o
C. Flood 7: Salinity = 32.609 ± 0.146 psu, Temperature = 

15.1 ± 0.12 
o
C. Ebb 7: Salinity = 32.571 ± 0.050 psu, Temperature = 15.05 ± 0.11 

o
C. Flood 8: Salinity = 32.710 ± 0.147 psu, Temperature = 14.81 ± 0.13 

o
C. 

Separate water masses are shown in individual circles.
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  Going further, as shown in Figure 4.41a, each colour represents each different 

flood and ebb tide in the deployment.  The first two flood tides of the 

deployment had very similar properties of high salinity and higher temperatures 

and Figure 4.41b shows that they may belong to their own separate water mass.  

It is also evident that there were 4 separate water masses in Caol Scotnish over 

this deployment with.  The flood tides are generally colder than the ebb tides.  

Table 4.7: Different water mass properties in Caol Scotnish on 19
th

 – 23
th

 September 2006. 

 

  Water masses were separated into specific T-S properties as shown in Table 

4.7. Water mass 1 had the highest salinity with high-middling temperature.   

Water mass 2 contained flood tides that had the properties of high-middling 

salinity with the lowest temperatures.  Water mass 3 contained mostly ebb 

waters (with the exception of the fifth flood tide and the seventh flood tide 

which also had these properties) which were of the lowest salinity and a 

middling-low temperature. Lastly, water mass 4 contained solely ebb tides with 

the properties of lower salinity and the highest temperatures. 

  The general pattern in September was similar to that of July.  The flood tide 

would be a high salinity which would ebb to a lower salinity. Most likely due to 

precipitation and runoff as it is a wet area.  The next flood tide would bring in 

higher salinity waters which again would then ebb to lower salinity waters.  This 
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pattern was consistent throughout where each tide can be followed with each 

coloured data point. 
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4.7.3.1.1.1.8 pH and pCO2 

 

Figure 4.42: (a) parallel time series of pH and pCO2 in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). pH; Mean = 8.09 ± 0.03.  pCO2; Mean = 457 ± 3.33 µatm.  There are gaps in the pCO2 data because of sensor maintenance during 
deployment. (b) scatter graph of pH and pCO2 with linear trendline. Coefficient of determination; R

2
 = 0.13. Pearson correlation coefficient; r = -0.36. p < 

0.001. 
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  The parallel time series of pH and pCO2 is shown in Figure 4.42a.  There is a 

significant inverse correlation between the two parameters (r = -0.36, p < 0.001) 

as shown in Figure 4.42b.  These two parameters were governed by the tide but 

also showed some micro-patterns of biologically forced activity. However, as 

mentioned, those patterns are generally either diminished or hidden by the 

overwhelming dominance of tidal action. The pCO2 has no obvious diel cycle and 

is perhaps more driven by tides but it is likely that both tides and diel cycles are 

superimposed within the pCO2 pattern which is a complex one.
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4.7.3.1.1.1.9 DO and pCO2 

 

Figure 4.43: (a) parallel time series of DO and pCO2 in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). DO; Mean = 96.8 ± 3.44 %sat.  pCO2; Mean = 457 ± 3.33 µatm.  There are gaps in the pCO2 data because of sensor maintenance 
during deployment. (b) scatter graph of DO and pCO2 with linear trendline. Coefficient of determination; R

2
 = 0.12. Pearson correlation coefficient; r = -0.35. 

p < 0.001. 



Chapter 4: Natural variability in a temperate marine environment 
 

208 
 

  The parallel time series of DO and pCO2 in Caol Scotnish is shown in Figure 

4.43a.  There is a significant negative correlation between DO and pCO2 (r = -

0.35, p < 0.001) as shown in Figure 4.43b.  DO and pCO2 are both influenced by 

both tidal and biological processes but the dominant pattern is driven by the 

tides. 
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4.7.3.1.1.1.10 Temperature and DO 

 

Figure 4.44: (a) parallel time series of temperature and DO in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey 
shade) and flood tide (pink shade). Temperature; Mean = 15.13 ± 0.23 

o
C.  DO; Mean = 96.8 ± 3.44 %sat. (b) scatter graph of temperature and DO with linear 

trendline. Coefficient of determination; R
2
 = 0.11. Pearson correlation coefficient; r = -0.34. p < 0.001. 
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  The parallel time series of temperature and DO in Caol Scotnish is shown in 

figure 4.44a.  There is a significant inverse correlation between temperature and 

DO (r = -0.34, p < 0.001) as shown in figure 4.44b. Temperature is driven by the 

tide as is DO but DO may also contain micro-patterns forced by biological 

activity. 
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4.7.3.1.1.1.11 Chlorophyll and pCO2 

 

Figure 4.45: (a) parallel time series of Chl and pCO2 in Caol Scotnish from 19
th

 to 23
rd

 September 2016 encompassing day (no shade), night (grey shade) 
and flood tide (pink shade). Chl; Mean = 3.48 ± 1.16 µg/L.  pCO2; Mean = 457 ± 3.33 µatm. There are gaps in the pCO2 data because of sensor maintenance 
during deployment. (b) scatter graph of Chl and pCO2 with linear trendline. Coefficient of determination; R

2
 = 0.09. Pearson correlation coefficient; r = -0.30. 

p < 0.001. 
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  The parallel time series of chl and pCO2 in Caol Scotnish is shown in Figure 

4.45a. There was a significant inverse correlation between chl and pCO2 in Caol 

Scotnish (r = -0.30, p < 0.001) as shown in Figure 4.45b. 

  The time series shows that chl has a diel pattern which is at a maximum at 

night and a minimum during the day.  pCO2 shows a mainly tidal influence but 

also could have micro-patterns of biological forcing.  As mentioned previously, 

the first third of the pCO2 time series appears to be the opposite of the last two-

thirds of the run.  With lower concentrations of chl, there should be lower take-

up of the pCO2 by phytoplankton and therefore higher concentrations of pCO2 in 

the surrounding waters (Litt et al., 2010).  Overall, chl in Caol Scotnish was not 

correlated with any parameter other than the pCO2. 

4.7.3.2 Principal Component Analysis (PCA) 

As a further statistical investigation, PCA was conducted on the data from Caol 

Scotnish in September.  The resulting correlation circle is shown in Figure 4.46. 
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Figure 4.46: PCA showing the correlation circle from Caol Scotnish in September. If two 
variables are far from the centre and close to one another then they are positively 
significantly correlated. If two variables are orthogonal to one another then they are not 
related.  If two variables are on opposite sides of the centre then they are negatively 
significantly correlated. From PCA analysis Chl is not related to any other variable. 

 

  PCA confirms the previous analyses and Figure 4.46 can be summarised as 

follows in Table 4.8 (which can also be used as a summary of the previous 

analyses).  
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Table 4.8: Correlated and non-correlated variables in Caol Scotnish in September according 
to PCA. 

 

4.7.4 Further Discussion 

4.7.4.1 Tidal influence 

  The tides have a strong positive correlation with pH and DO (with a flood tide 

there is an increase in pH and DO) and a strong negative correlation with 

temperature (with a high tide there is a decrease in temperature). In 

September, there is a strong positive correlation between the salinity and tides 

(this correlation is absent in July). It is difficult to separate all of these variables 

and pinpoint the exact drivers. pH, DO and pCO2 are driven by biological activity 

which is driven by day/night cycles which are also correlated with tides.  

However, pH, DO and pCO2 are also influenced by atmospheric processes, tide 

and current control and biological control all at the same time.  It would be 

erroneous to say that tides are the only influence on the parameters in Caol 

Scotnish but that the tides overwhelmingly contribute to driving and forcing of 

specific parameters.  The tides have an influence on most parameters monitored 

in this field run in Caol Scotnish.  However, when the tide is not the main driver, 

biological activity will be the predominant influence. It is therefore conclusive 

to say that the patterns are not consistent in the site and the main drivers can 

alternate.  This demonstrates the challenging nature of determining the exact 

drivers of different parameters in coastal chemistry.  This is mainly due to the 

simultaneous forcing which can enhance or inhibit patterns within the different 

parameters.  For example, pH, DO and pCO2 are all driven by biological activity 

which is, in turn, driven by day/night cycles which are also correlated with the 
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tides (although not always).  pH, DO and pCO2 are also influenced by 

atmospheric processes, tide and current control and biological control all at the 

same time.  These features will also overlap and happen simultaneously and 

therefore it is difficult to reduce it to single drivers especially on this time scale.  

Parameters cannot be looked at in an isolated manner. 

   The solubility of gases is affected by the salinity (Lange et al., 1972; Libes, 

1992; Litt et al., 2010).  Overall, the salinity in July is most highly correlated 

with DO and temperature.  It has a positive correlation and a negative 

correlation respectively (as DO increases, salinity increases and as temperature 

increases, salinity decreases).  Although correlation analysis does not point to a 

strong relationship between salinity and tides in July (there is a strong 

correlation between salinity and tides in September), there is a subtle salinity 

change with the tides but this may have been buffered by the increasing rainfall 

over the duration of the deployment and therefore no strong statistical 

correlation was identified. Overall, the salinity in Caol Scotnish in September is 

most highly correlated with pH, temperature and depth. 

  Temperature also governs the solubility of gases in a body of water. In both 

deployments, temperature and DO had an inverse relationship, i.e. as the 

temperature goes up, the concentration of DO will decrease.  However, pCO2 in 

Caol Scotnish also showed a positive relationship which does not follow the 

typical inverse relationship between gases and temperature. In September, 

unusually the temperature and pCO2 do not appear to be correlated.  This is due 

to the relationships between all the forcing factors in Caol Scotnish. 

Temperature on this deployment may be correlated but other drivers may also 

be affecting the patterns between the two parameters (although pCO2 was 

correlated with temperature in July, it has an unusual positive pattern and is 

perhaps more influenced by other variables). 

  The temperature in July is most highly correlated with the tides (inverse 

correlation) and is also negatively correlated with the pH, DO and salinity (when 

temperature is raised, pH, DO and salinity are lowered) and has a positive 

correlation with pCO2 (when temperature is higher, pCO2 is also higher). There 

was increasing seawater temperature overnight which would suggest the 

temperature is driven by the tides and perhaps not directly correlated with pCO2 



Chapter 4: Natural variability in a temperate marine environment 
 

216 
 

in either deployment.  Analysis suggests that temperature is therefore 

correlated with every parameter recorded in this field run in Caol Scotnish albeit 

indirectly via the tides and thus water masses. 

  DO and salinity in Caol Scotnish in July have a positive moderate correlation.  

An increase of DO corresponded to an increase in salinity.  However, in 

September correlation analysis suggests there is little explicit correlation with 

DO and salinity.  They are both part governed by the tides and aspects like 

freshwater input, rainfall and runoff.  They are therefore most likely not 

explicitly related but do have common links with other driving factors.  

Temperature should also be taken into account when considering this 

relationship.  The DO in Caol Scotnish is affected by the tides (positive strong 

relationship) with which the salinity is also correlated. DO in Caol Scotnish had 

an inverse relationship with the temperature.  Generally, as the temperature 

goes up the DO will decrease. Again, temperature is influenced by the tides as is 

DO so there is a complex interrelationship between these variables. Mostly 

however, the DO is goverend by both biological activity and tidal activity which 

may be superimposed on one another. Temperature is influenced by tides as is 

DO so there is a complex dependency relationship between these parameters 

and knock-on effects from multiple areas. 

4.7.4.2 Biological diel influences 

  Although tidal action had the biggest influence on variables in Caol Scotnish 

meaning diel patterns were subsequently superseded, it is noteworthy to 

mention that micro-patterns caused by biological activity may also exist. 

Biological drivers such as respiration, photosynthesis, calcification and 

remineralisation may have also had an influence in the patterns of pCO2 and 

other variables seen in Caol Scotnish in both July and September.   

  The pCO2 in Caol Scotnish in July was most highly correlated with the pH and 

tides both having a strong inverse relationship, i.e. when pCO2 was high, there 

was a low tide and a low pH.  pCO2 had a negative relationship with DO, i.e. 

when pCO2 was high there was low DO.  September was a similar scenario with 

the pCO2 in this deployment being most highly correlated with pH and DO having 

a strong inverse relationship.  pCO2 is also positively correlated with chlorophyll.  
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   Metabolic processes likely affected the pCO2 during the course of the 

deployment.  This includes photosynthesis, respiration, calcium carbonate 

precipitation or dissolution.  There is an increase of pCO2 overnight which could 

be due to the release of pCO2 by organisms during respiration according to 

Equation 33; 

 𝐶𝑎2+ +  2𝐻𝐶𝑂3
− ↔  𝐶𝑎𝐶𝑂3 +  𝐶𝑂2 +  𝐻2𝑂 (33) 

  During the night cycle in Caol Scotnish in both July and September, the pCO2 

would increase.  This is also heavily influenced by the tides. 

  Calcification may have also contributed to the driving of the diurnal pattern of 

pCO2.  Generally, under high light intensity, i.e. during daylight hours, pCO2 

should decrease when photosynthesis takes place.  When CO2 is utilised by 

organisms in the water column during photosynthesis, the pH is increased 

because of a reduction in hydrogen ions (H+) (Lucas, 1983; Cook et al., 1988; 

Raven, 1997). Photosynthesis and calcium carbonate dissolution decrease pCO2 

according to Equation 34;  

 106𝐶𝑂2 +  16𝐻𝑁𝑂3 +  𝐻3𝑃𝑂4 +  122𝐻2𝑂 

 ↔ (𝐶𝐻2𝑂)106(𝑁𝐻3)16 𝐻3𝑃𝑂4 + 138𝑂2 

(34) 

  In both deployments however, there is a peak in pCO2 in diurnal periods.  In the 

absence of a flood tide which would increase the pCO2, this is could be caused 

by calcification which may be larger than the productivity rate of the extensive 

maerl bed.  Calcification can happen at both night (predominantly) and day 

(Chisholm, 2000) and this peak in pCO2 may perhaps be a delayed biological 

activity when calcification takes place. When this process happens, the 

surrounding chemistry of the water is changed (Odhe and van Woesik, 1999) 

according to; 

 2𝐻𝐶𝑂3
− +  𝐶𝑎2+  →  𝐶𝑎𝐶𝑂3 +  𝐻2𝑂 +  𝐶𝑂2 (35) 

  As the deposition of CaCO3 occurs, DIC is used up by organisms and although 

this would intuitively decrease the carbon in the water column, CO2 and H+ ions 
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are released in the process (Jokiel, 2011) and the net result is a lowering of pH 

and an increase of pCO2.  Therefore, the process of photosynthesis which 

consequently decreases the pCO2 can be buffered by other metabolic processes 

like calcification.  When CaCO3 is created, which would mostly happen during 

the day when photosynthesis takes place, this can increase pCO2 concentrations 

which could be the reason that the pH decreases (Zeebe and Wolf-Gladrow, 

2001).  Since there are extensive maerl beds in Caol Scotnish, their calcification 

likely affect the water chemistry.  Although plausible explanations, the heavy 

tidal influence is likely the major driver in the observed pattern of pCO2 with an 

increase of pCO2 occuring with the flood tide.  This could perhaps suggest that 

the pelagic pCO2 concentration of the seawater flooding into Caol Scotnish with 

an incoming tide contains a higher concentration of pCO2. 

  The pH and pCO2 were significantly negatively correlated, i.e. they had an 

inverse relationship.  When the pCO2 increased, the pH would decrease.  During 

the night, the pCO2 should increase through processes such as respiration and 

consequently the pH is lowered (Murru and Sandgren, 2004).  pH can also be 

lowered when organisms calcify.  This process releases CO2 and H+ ions thereby 

increasing pCO2 in the water column (Jokiel, 2011).  There was also a pH low 

during the day which corresponded to a high pCO2 concentration. This 

phenomenon is confirmed on three separate sensors (pCO2, pH and DO) and it is 

thus likely to be a real phenomenon and not an anomaly in the developed 

sensor. As previously stated, this could be because of the formation of CaCO3 

during the day which may be forcing the calcification rate to be higher than the 

rate of photosynthesis. Respiration can also happen during the day but it is 

unlikely that respiration would be the net biological process in the daylight 

cycle. It must not be ruled out however, that other organisms may be respiring 

to an extent that would overtake the rate at which the algae are 

photosynthesising and create overall net respiration at that time. However, pH 

and pCO2 were also significantly correlated with the tides and it is likely that 

different bodies of water containing these different pH and pCO2 concentrations 

were brought in by the tides rather than biological activity causing the unusual 

phenomena.  

  Coastal systems tend to have large diurnal fluctuations in pH relative to open 

ocean areas (Duarte and Cerbrian, 1996; Gattuso et al., 1998; Anthony et al., 
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2011; Duarte et al., 2013).  Caol Scotnish has a comparably low fluctuation of 

pH; in both deployments there was not a large difference in the pH mean at 

night and at day (ΔpH July (µDay - µNight) = 0.01; ΔpH Sept (µDay - µNight) = 0.01). Coastal 

systems can see a daily fluctuation of approximately 1 unit (Morris and Taylor, 

1983; Hofmann et al., 2011; Cornwall et al., 2013).  Large fluctuations can be 

considered anything above 0.25 units (Hofmann, 2011).   

There may be several reasons for the relatively low fluctuation of pH in the 

area.  

 It is possible that these pH changes are relatively small because seawater 

can be buffered by calcium carbonate (CaCO3) and bicarbonate (HCO3
-) 

content in the water. pH can be neutralised when these combine with 

hydrogen and hydroxyl ions (Zeebe and Wolf-Gladrow, 2001).  

 There is a large window of daylight where photosynthesis will take place 

and the extensive maerl beds will be calcifying.  Calcification happens in 

the daylight under high pH situations (Langdon et al., 2000) and knock-on 

effects on the water chemistry can be exacerbated by small spatial areas 

(Zeebe and Wolf-Gladrow, 2001). 

 There is a large volume of water exchange at this site which can cause pH 

concentrations to vary according to the water masses that enter or leave 

the site (Gattuso, et al., 1998; Brown, 2008; Gasim et al., 2015). 

    The pH and chlorophyll content in Caol Scotnish do not show any statistical 

correlation.  At a glance of the time series of chlorophyll in Caol Scotnish, it 

appears to be governed by the day/light cycle and exhibits a diel pattern and 

although pH is also governed by the day/light cycle there are other factors which 

influence the pH i.e. tides, calcification, remineralisation and other biological 

processes.  The pH also has a moderate inverse correlation with the 

temperature.  When the temperature is at a peak, this usually corresponds with 

a low in the pH.   

  Overall, the pH in Caol Scotnish on both deployments is most highly correlated 

with DO, pCO2 and tides.  pH in September is correlated with salinity but this is 
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not replicated in July.  Likewise, pH is correlated with temperature in July but 

not in September.  This suggests a superimposition of both biological activity and 

tides affecting pH, DO and pCO2. 

  Caol Scotnish is a narrow body of water surrounded by banks and foliage.  

Rainfall and runoff can be a significant influence on the chemical constitution of 

the water.  Caol Scotnish is not a stratified water column and there is constant 

movement, mixing and influences on the body of water.  Caol Scotnish is well 

oxygenated at all times with saturation concentrations always nearing 100% on 

both deployments.  There is not a large fluctuation which suggests a good 

turnover of water and the area is well flushed over diurnal cycles.  DO is 

constantly affected by physical and biological processes like air-sea flux, 

weather patterns, biological metabolic processes, decomposition, temperature, 

salinity and pressure (Barnes, 1983; Gattuso et al., 1996; Zeebe et al., 1999; 

Anthony et al., 2011; Smith et al., 2013; Rerolle et al., 2014).  Overall, the DO 

Caol Scotnish seems to be most highly correlated with the day/night cycles, pH, 

pCO2 and the tides/different water masses (both having a positive strong 

relationship).  Analysis suggests that DO is therefore affected by every 

parameter recorded in this field run in Caol Scotnish (although NOT salinity in 

September).  Caol Scotnish is a shallow loch ( ̴ 7 m); thus there may also be an 

influence of oxygen flux between the atmosphere and the sea surface.   This, 

however, is unlikely to be a key driver compared to the effects of biological or 

physical mixing processes (Fransson et al., 2004).  It can be concluded that DO 

shows patterns of both tidal (primarily) and diel (secondary) influences. 

4.7.4.3 Performance of pCO2 sensors 

  The developed pCO2 sensor had a successful first run in the field in July and 

produced a pattern over the period of deployment that would be expected when 

compared to other supporting sensor data.  When comparing the pCO2 data with 

that of the EXO2 Sonde, the results were very favourable.  Most notably, when 

comparing pH and DO with pCO2 (where the relationship should be strongly 

inverse), the results were agreeable.  The actual concentrations of pCO2 

produced by the sensor seem to be reasonable with a minimum of 481 µatm, a 

maximum of 497 µatm and an overall mean of 489 µatm.  Maerl is a major 

contributor to carbon flux concentrations and are a source of carbon in an area 



Chapter 4: Natural variability in a temperate marine environment 
 

221 
 

through biological processes and production and dissolution of calcium carbonate 

(Martin et al., 2007) and although these values may seem high, it would not be 

unexpected in an area with as an extensive bed as this. pCO2 concentrations in 

areas that contain calcifying organisms vary extensively;  Bates et al. (2001) 

observed a range from 73 µatm to 1068 µatm in different areas.  Of course, all 

systems differ in terms of habitat and hydrographical influences and so values 

will vary accordingly.  The concentrations recorded in Caol Scotnish are likely to 

be reasonable and what should be expected for a well-flushed, shallow area.  

The values are 80 – 90 µatm higher than atmospheric values and possibly reflect 

the large ecological community found in the area and consequently the high 

concentration of metabolic processes that are the main driving factor of pCO2 in 

the area. 

  Overall, the developed sensor on both the July and September deployments 

gathered data of a high quality when compared to the YSI EXO2 Sonde data.  

There were anomalies in the run but these occurred simultaneously with the 

other sensors so can be identified as real events as opposed to a fault with 

either sensor.  A maximum of pCO2 in the daytime was always accompanied by a 

minimum in pH and DO.  Both in July and September, the developed sensor 

provided data that had a strong negative correlation with the pH and DO.  These 

three parameters should show the strongest relationship as they are heavily 

driven by tidal and biological processes.  In terms of actual pCO2 values, in July 

the range was from a low of 481.21 µatm to a high 496.99 µatm (ΔpCO2 = 15.78 

µatm).  In September the range was from a low of 449.34 µatm to a high 464.41 

µatm (ΔpCO2 = 15.07 µatm). In July, the pCO2 was therefore higher than in 

September by around 30 µatm.  This is a reasonably small difference in pCO2 

values between the deployments.  A difference in ̴ 30 µatm between the months 

could be due to a number of factors specific to the time such as all the driving 

forces previously mention like metabolic processes, solubility, i.e. temperature, 

and tide and current control.  It would be difficult to say that there was any 

clear difference in July and September for a number of reasons. Firstly, the July 

deployment was only for two days and two nights compared to September which 

was five days and four nights and it would be cautionary to compare the two in 

terms of absolute values.  Secondly, the accuracy of the sensor is within ± 50 

µatm and therefore it could be the margin of error which causes the sensor to be 
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giving a difference of ̴ 30 µatm between the months.  What should be noted, and 

is most likely the reason behind these differences, is that the means of the data 

were time averaged in the processing stages.  Since this technique is used to 

smooth out short-term fluctuations in time series there may not be an exact 

correspondence of concentration values. Thirdly, the calibration of the sensor 

could not be conducted in the field as in the lab.  Calibration can be conducted 

in the field by using general atmospheric zeroing but this is not as precise as 

specific gas concentration calibration. Because the deployments were months 

apart from each other and there were many calibrations between the field work, 

the small differences in values may have been a calibration issue.  However, lab 

calibration was conducted directly before both field campaigns deployments so 

it is likely that Caol Scotnish in July may have slightly higher pCO2 concentrations 

than Caol Scotnish in September.  This is a very slight difference, however, and 

is not significant in terms of coastal pCO2 values which fluctuate much more 

than open ocean values.  In fact, the pCO2 concentrations in Caol Scotnish are 

remarkably consistent between each sampling campaign.  There is a reasonable 

amount of pCO2 variation over both the diurnal and diel cycle. 

4.7.4.4 Comparison of Caol Scotnish July and September deployments 

  The two deployments in Caol Scotnish produced very similar data. The most 

notable difference, however, was the salinity pattern.  Data show that 

September was lower salinity with a correlation with the tides, pH and 

temperature.  The salinity in July does not correlate with pH or tides but only 

with DO and temperature.  Heavy rainfall and runoff may have contributed to 

the difference in patterns.  Discharge of fresh water can lower pH (Rerolle et 

al., 2014) and pH is lower in September.  There is very little difference in 

temperature between the two deployments but there was a difference in fresh 

water input.  The temperature does not change by any significant margin so this 

would not be a factor in the slightly different pCO2 concentrations between 

deployments.    

  The September deployment was just over double the length of the deployment 

in July.  In July, 72% of the data collected were in daylight hours compared to 

52% of data in September.  Specifically, in July there were 30 hours and 35 mins 

of data collected in the daytime and 12 hours collected in darkness.  In 
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September, there were 46 hours and 38 minutes of data collected in the daytime 

and 42 hours and 40 minutes of data collected in the darkness.  The diurnal 

length in July was approximately 18 hours.  The diurnal length in September was 

approximately 13.5 hours.  It can be concluded from this that there should be a 

higher productivity on a comparative daily basis in July than in September.  This 

is shown in the comparison tables below (see Table 4.9).  

 

Table 4.9: Comparison of productivity from two separate deployments in Caol Scotnish in 
July and September.  Overall mean, daylight mean and darkness mean given for DO, pH and 
pCO2 

 

  PCA analysis confirmed the findings of Caol Scotnish being heavily governed by 

the tides. 

4.8 Conclusion 

  This research provides novel technology for measurement of in-situ pCO2. This 

chapter presents research on the performance of a developed pCO2 sensor which 

contributed to the characterisation of the natural variability of carbonate 

chemistry and other parameters in a temperate marine environment in Scotland.   

  The sensors were able to provide pCO2 data on numerous day/night cycles in 

Loch Sween.  Both the July and September deployments can be deemed a 

success in terms of recording the concentration of pCO2 in Caol Scotnish.  There 

are no other records of in-situ pCO2 from this area and indeed limited published 

in-situ pCO2 data as a whole.  This sensor has provided a cheap and easy way to 

gather pCO2 data in coastal areas. 
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  To accompany the in-situ pCO2 data, other ancillary marine data were 

measured and used to support and compliment the pCO2 data and ultimately 

create a full picture of the natural variability and the drivers of the diel marine 

cycle in Caol Scotnish.  The main driver of and influence on parameters in Caol 

Scotnish was tidal action.
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5 Characterising natural variability of 
coastal carbonate systems and 
ancillary variables in a tropical marine 
environment 

5.1 Introduction 

  Although tropical areas (compared to polar or temperate waters) can be lower 

in nutrients and productivity in general, the direct vicinity of tropical coral reefs 

can host some of the most productive marine areas in the world with 

productivity of around 40 gC m-2day-1 compared to the surrounding open tropical 

water which can fall to a low of 0.01 gC m-2 day-1 (Hatcher, 1998; Hoegh-

Guldberg, 1999).  Coral reef habitats are some of the most biologically diverse 

areas on the planet (Hoegh-Guldberg, 1999).  Therefore, tropical waters that 

contain coral reefs are important to focus on in the context of global change.  

This high productivity in an otherwise low productivity area is not only important 

to the species and the ultimate survival of these marine ecosystems but also the 

human communities based around these areas (Hoegh-Guldberg, 1999).  Coastal 

communities depend on coral reefs through aspects like tourism ($1 billion USD, 

$1.6 billion USD and   ̴90 billion USD is generated from tourism in Australia, 

Florida and the Caribbean respectively (Jameson et al., 1995; Done et al., 1996; 

Birkeland, 1997)), providing physical protection from coastal erosion and also a 

direct livelihood in fishing and sustenance for the community (Carte, 1996). 

  Coral reefs thrive in areas which are usually typified by environmental stability 

including temperature, salinity and light levels which all have an influence in 

coral reef growth and survival (Hoegh-Guldberg, 1999). Coral reefs will generally 

grow in areas where there is a low thermal fluctuation both seasonally and 

diurnally (Hoegh-Guldberg, 1999) and proliferate in water where the 

temperature is 20 – 38oC for the most part of the year (Nybakken and Bertness, 

2005).  The natural range of salinities that corals usually thrive in is 32 to 40 psu 

(Veron, 1986).  Mortality of coral can occur if there is a rapid decrease in salinity 

with unusual weather occurrences like flood events (Hoegh-Guldberg and Smith, 

1989).  Another factor that can dictate where corals proliferate is light levels 

which are key for the photosynthesising zooxanthellae (Chalker et al., 1988) and 
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consequent energy production. There is however, some flexibility in the 

capability of zooxanthellae to adapt to different light intensities (Hoegh-

Guldberg, 1999). Under lower intensities of light, there will be a greater 

concentration of photosynthetic pigments, mainly chlorophyll, present in the 

zooxanthellae (Falkowski and Dubinsky, 1981; Porter et al., 1984) and 

conversely, there will be a lower concentration when there is a higher light 

intensity (Hoegh-Guldberg, 1999).  One adaption to light stressors is by a means 

of ‘quenching’ to lessen the impact of high concentrations of light (Hoegh-

Guldberg and Jones, 1999; Ralph et al., 1999) which is done by means of 

changes in xanthophylls pigments (Brown et al., 1999) and production of 

compounds which block ultra-violet radiation (Shick et al., 1996).   

  Tropical marine areas have experienced an increase of temperature over the 

last 100 years of 1- 2 oC (Bottomley et al., 1990; Brown, 1997; Cane et al., 1997; 

Winter et al., 1998; Hoegh-Guldberg, 1999).  In tropical environments where 

there have been warmer than usual waters, there have been significant effects 

on the organisms that inhabit these areas (Walther et al., 2002). These 

organisms can, in some places, already be at their physiological thermal limit 

and a change in baseline environmental variables can have fatal consequences.  

In areas where there has been a sustained increase of 1oC over the average 

summer water temperatures, corals have undergone mass bleaching (Glynn, 

1991; Hoegh-Guldberg, 1999; Eakin et al., 2014; Eakin et al., 2016) and in some 

cases complete destruction of reefs (Brown, 1997; Hoegh-Guldberg, 1999; 

Spencer et al., 2000; Mumby et al., 2001; NOAA, 2017).  These types of mass 

coral bleaching are not just happening at a greater rate but also at a greater 

intensity (Hoegh-Guldberg, 1999).  These thermal anomalies from the usual 

environmental baseline can cause fundamental ecological community shifts like 

removing smaller, thin-tissued corals which are then replaced by bigger ones.  In 

certain cases, all species present can be decimated (Loya et al., 2001; Mumby et 

al., 2001).  The main variables that can be drivers of coral bleaching is reduced 

salinity (Goreau, 1964; Egana and DiSalvo, 1982), higher or lower than average 

light intensities (Hoegh-Guldberg and Smith, 1989; Lesser et al., 1990; Gleason 

and Wellington, 1993) and temperature (Jokiel and Coles, 1990; Glynn and 

D’Croz, 1990).  The introduction of agricultural chemicals like pesticides and 

herbicides can also be a factor in bleaching as can biological anomalies like 
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bacteria (Kushmaro et al., 1996; Jones and Steven, 1997; Jones and Hoegh-

Guldberg, 1999).  

  While there is stability in the nature of tropical areas (i.e., no sudden short-

term variations compared to polar or temperate areas), the large biodiversity 

and complicated state of trophic interactions in reef environments are 

undergoing widespread changes due to climate change (Bryant et al., 1998; 

Convey, 2001).  Climate change is affecting all marine areas but the different 

geographical areas will be affected in different ways because of their unique 

ecological and hydrographical properties (Walther et al., 2002).  Coral reefs 

have been identified as being one of the most vulnerable areas under threat 

from climate change (Hoegh-Guldberg, 1999). Anthropogenic activities have 

been directly linked to the decline of between 50 – 70 % of corals worldwide 

(Goreau, 1992; Sebens, 1994; Wilkinson and Buddemeier, 1994; Bryant et al., 

1998; De’ath et al., 2012; Hoegh-Guldberg et al., 2017; Richmond et al., 2018).  

Some of these activities include eutrophication and destructive fishing/tourist 

activities along with the wider threat of increased CO2 in the atmosphere from 

industrial activities (Sebens, 1994; Hoegh-Guldberg et al., 2017; Richmond et 

al., 2018).  

  This chapter focuses on deployment of the sensors in a tropical environment – 

El Quseir, Egypt in the Red Sea.  El Quseir is in the north western part of the Red 

Sea and is an area that has been reported as being highly affected by 

anthropogenic influences like oil spills, eutrophication induced by agriculture 

and sewage and wastewater from industrial activities (Abou-Aisha et al., 1995; 

Nassar et al., 2014). An increase of tourism developments around Hurghada has 

led to the degradation of coral reefs from 1987 onwards (El-Askary et al., 2013). 

The Red Sea is an important study area for several reasons; in comparison to 

most marine areas it is generally a source for CO2 to the atmosphere as opposed 

to a sink for CO2 from the atmosphere (Elsheikh, 2008), the area is an important 

one for calcifying organisms and is also an area that has been highlighted to be 

highly vulnerable to climate change due to the high productivity and large 

biodiversity of organisms of which several species are endemic (Baars et al., 

1998). 
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  The Red Sea extends from the Strait of Bab Al Mandab (which is the only direct 

link to the Indian Ocean) in the south-east at the Gulf of Aden up in a north-

westerly direction to the south of the Sinai Peninsula which then forks into the 

Gulf of Suez to the NW and the Gulf of Aqaba to the NE.  Typically there is very 

low rainfall in the area and therefore very little input of freshwater or discharge 

from rivers with runoff being negligible (Sofianos et al., 2002).  The Red Sea is 

climatologically classed as a tropical area lying between arid land, desert and 

semi-desert (Rasul and Stewart, 2015) which is a product of two different 

monsoon areas.  One monsoon area originates in the northwest as a result of 

eastern Mediterranean climate systems (Pedgley, 1974) and another in the 

southeast which originates from the Indian Monsoon system.  These weather 

systems are important in the context of water masses within the Red Sea and it 

is the wind that governs the movement of these bodies of water (Patzert, 1974; 

Honjo and Weller, 1997).  Water masses formed in the Gulf of Aden have a large 

influence on the water masses in the Red Sea specifically Gulf of Aden Surface 

Water (GASW) and Gulf of Aden Intermediate Water (GAIW).  GASW and GAIW 

contribute to the constitution of the Red Sea particularly in winter and summer 

respectively.  Within the Red Sea there are four main water masses; Red Sea 

Surface Water (RSSW) which is formed from GASW, Red Sea Water (RSW) which 

is formed from RSSW, Red Sea Deep Water (RSDW) formed by evaporation of 

RSSW and Red Sea Outflow Water (RSOW) which is made up of RSW and RSDW 

and exits the Red Sea at the Strait of Bab Al Mandab (Souvermezoglou et al., 

1989; Smeed, 1997; Pratt et al., 1999; Sofianos et al., 2002). 

  Surface currents in the Red Sea are formed from complex interactions of 

density forcing and wind strength and direction (Sofianos and Johns, 2003).  

Subsurface circulation is forced mainly by seasonal flux of the monsoon (Eshel et 

al., 1994). 
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Figure 5.1: Mean surface circulation in the Red Sea.  Red dot shows the location of study 
site. (a) During winter there is a significant surface inflow from the Indian Ocean which is 
created by strong SEE winds with the mean surface circulation towards the north (b) During 
summer there is a reversal of wind direction in the south and surface flow is also reversed 
(Figure adapted from Sofianos and Johns, 2003) 

 

  The Red Sea is a strategically important body of water for the people of north-

eastern Africa and the Arabian Peninsula for numerous purposes including 

tourism, trade and sustenance (Longhurst, 2007; Belkin, 2009).  The Red Sea has 

an abundant marine biodiversity and is an oceanographically important area 

because of the physical topography and hydrography whereby it is relatively cut-

off from the wider Indian Ocean (Rasul and Stewart, 2015).  One of the defining 

features of the Red Sea is the abundance of coral reefs along with the associated 

organisms relying on the reefs for habitat.  Coral reefs are ubiquitous in the Red 

Sea but the majority are situated to the north (Schulz and Riebesell, 2013). 

  The main water mass exchanges occur at the southerly point of the Red Sea 

where the strait of Bab Al Mandeb meets the Gulf of Aden which is connected to 

the open Indian Ocean via the Arabian Sea.  Although the Gulf of Suez in the 

north of the Red Sea connects to the Mediterranean Sea, the exchange here is 

minimal compared to at the Gulf of Aden (Sofianos and Johns, 2002). 
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  The salinity of the Red Sea increases from south to north (36 to >41 psu) as 

shown in Figure 5.2(a) and is one of the highest salinity areas over the worlds 

seas and oceans (Rasul and Stewart, 2015).  SST is also relatively high with the 

average summer temperature in the north being 26oC and 30oC in the south 

(Sofianos and Johns, 2002).  As shown in Figure 5.2(b), there is a variation in the 

temperature over the whole of the Red Sea.  Winter mean temperatures only 

decrease by around 2oC from the summer mean (Sofianos and Johns, 2002). A 

minimum temperature of  ̴21oC is situated at the extreme north and south of the 

Red Sea.  A maximum of  ̴34oC can be found just below the middle regions which 

appear to be as a result of comparatively weak wind speeds in this area 

(Sofianos and Johns, 2002). 

 

Figure 5.2: Annual mean (a) salinity (b) SST in the Red Sea. Red dot shows the study site 
(Figure adapted from Sofianos and Johns, 2002).  
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5.2 Motivation 

  The site chosen was a biogenic reef in a tropical coastal area.  The area was 

chosen for several reasons; 

(1) The coral reef where the sensors were deployed should create an area of 

fluctuating carbonate chemistry over the diel cycle and a corresponding 

variation of pCO2 concentrations.  These differentials will be experienced 

over small spatial but a large temporal scales (6 diel cycles). 

(2) This area would be a significant test for the developed sensor with 

constantly changing carbonate chemistry (net community metabolism) 

compared to an area with little biological activity. 

(3) If a baseline is established, then such data can be used to determine how 

much of a stressor changing atmospheric pCO2 concentrations in the 

future (i.e. ocean acidification caused by climate change) may be for 

tropical, coastal biogenic reefs.  Or indeed, if and how the reef is able to 

cope and adapt to large fluxes in concentrations over small temporal 

scales already. 

5.3 Aims 

    The objectives of this field work were to characterise the natural variability 

of carbonate chemistry and other ancillary parameters in a coastal tropical area 

characterised by autotrophic biota and to evaluate the performance of pCO2 

sensors in a tropical field environment.  This was conducted with the developed 

pCO2 sensors, supporting sensors and with collection and analyses of discrete 

seawater samples. 

  The aims of this chapter were to: 

(1) Test the functionality and performance of the newly developed pCO2 

sensor(s) in a tropical field environment over numerous day/night cycles 

in the Red Sea. 
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(2) Characterise the natural variability in a tropical environment of pCO2 in 

the Red Sea in March (a transition month from winter to summer in Egypt) 

using the newly developed sensor. 

(3) Characterise the natural variability of other marine parameters in the Red 

Sea (dissolved oxygen, chlorophyll, salinity, temperature, tidal action, 

PAR, AT and DIC) to create a comprehensive record of the area. 

  Utilising the sensor allowed the following hypotheses to be tested; (1) the 

developed pCO2 sensor would be a valuable supporting tool in the 

characterisation of the natural variation in carbonate chemistry in a tropical 

biogenic reef system due to the natural variability in many physicochemical 

parameters, (2) the seawater samples and other sensor readings would 

corroborate and also contribute to the creation of multiple diel patterns of 

marine parameters in the area, (3) the area would be heavily influenced by diel 

cycles. 

  This chapter deals with the characterisation of the natural variability of coastal 

carbonate systems and ancillary parameters in a tropical marine environment.  

The driving forces behind these parameters will be looked at and the 

interrelationships between them will be determined.  This was the first tropical 

deployment of the developed pCO2 sensors and along with the YSI EXO2 Sonde 

and analysis of seawater samples, high volume data was able to be collected 

from the site. 

5.4 Site description 

  Field work was conducted in El Quseir, in Eastern Egypt situated on the Red Sea 

coast (26°28’41.3”N, 34°18’06.5”E) in March 2017.   
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Figure 5.3  Red Sea field site, Egypt showing a variety of weather conditions experienced 
over the week of deployment (a) panoramic view of site, clear calm conditions (b) 
sandstorm conditions (c) overcast and windy conditions. 

   

  The field site was near El Quseir on a coral reef flat.  It is an open site and has 

fairly simple topography.  There are no inputs from rivers and typically there is 

very low rainfall in the area.  The weather was, however, exceptional during 

sampling and deployment in that it was very windy for the majority of the week 

complete with a dust storm lasting 24 hours.  The water clarity was generally 

good with the exception of the period around the dust storm.  The Red Sea coast 

is characterised by shallow submarine shelves.  The reef grew directly from the 

shoreline, i.e. a fringing reef and the sensors were placed on the seabed 

approximately 4 m in depth near the coral shelf.  The coral in the area should 

play an important role in carbon cycling and therefore may be a significant 

driving force for the carbonate chemistry.  This will be commented on later in 

the chapter. 

  The deployment in the Red Sea lasted for 116.5 hours or approximately 5 

nights/4.5 days from the 15th to the 20th March 2017. 
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5.5 Methods: tropical deployment 

5.5.1 Sensor measurement 

  The deployed sensors included the YSI EXO2 Sonde (which measured DO, 

chlorophyll, salinity, temperature, depth of sensor), a PAR (Photosynthetically 

Active Radiation) meter, a separate temperature sensor and the two developed 

pCO2 sensors (both programmed to output pCO2 in µatm).  The sensors were 

deployed by snorkelling.  Due to essential maintenance, i.e. changing batteries 

and operational checks, there are small, inconsequential gaps in the data when 

the sensors were recovered.  

5.5.2 Data processing 

  Data processing mirrors that in Chapter 4, Section 4.5.2, page 137. 

5.5.3 Calibration of sensors 

  Calibration of sensors mirrors that in Chapter 4, Section 4.5.3, page 137. 

5.5.4 Sensor deployment 

5.5.4.1 15th – 20th March 2017 

  After calibration, the sensors were programmed to record one reading every 

five minutes.  The sensors, including the two developed sensors, the YSI EXO2 

Sonde, PAR meter and extra temperature sensor were deployed on the morning 

of 15th March 2017 at 11:30 to a depth of 4.1 m by snorkelling.    The sensors 

were tied to the reef by placing them in a mesh bag which was then secured to 

the reef with cable ties (N.B. the mesh bags did not appear to affect the 

performance).  The pCO2 sensors were retrieved 48 hours later (all other sensors 

remained in place) at 12:00 on 17th March to check that they were recording 

adequately.  The sensors were then redeployed to the same place on the reef at 

13:30 hours on the same day.  They were retrieved, finally, on Monday 20th at 

09:00. 
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Figure 5.4:  Sensors deployed on coral reef flat in the Red Sea 15
th

 March 2007 

 

Figure 5.5:  EXO1 Sonde, PAR meter, temperature sensor and two pCO2 sensors deployed 
on coral reef flat in the Red Sea on 15

th
 March 2017. 
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5.5.5 Wet chemistry 

  Seawater samples were used to validate the sensor pCO2 readings against the 

analysed seawater wet chemistry.  Samples were taken directly adjacent to the 

sensors to ensure the same body of water that passes over the sensors was 

collected.  The samples were also used to characterise two carbonate chemistry 

parameters, AT and DIC in the sea which will be mentioned in detail later. 

5.5.5.1 Water sample collection 

  Discrete water samples were collected in the Red Sea in accordance with 

standard protocols (Dickson et al., 2007). Specific details for the collection are 

described below. 

  Samples were taken a minimum of once a day (on the last morning of 

deployment) and a maximum of three times a day. Sample times were 0900, 

1200 and 1500 in accordance with the rules of the hosting dive company (night 

diving was restricted and weather conditions also prevented certain sampling 

times).  Samples for AT and DIC were collected in triplicate via snorkelling with 

borosilicate glass syringes (see Figure 5.6).  The seawater was then transferred 

to 12 ml borosilicate vials.  Minimal gas exchange with the atmosphere was 

ensured by transferring the seawater slowly and smoothly into the vials directly 

from the syringe. This meant that no air bubbles were introduced into the 

sample. A slight overflow of water was left to further ensure this. They were 

then poisoned with 10 µL of mercuric chloride (HgCl2) to prevent any further 

biological activity inside the vial which would alter the carbonate chemistry in 

the sample. The lids were carefully placed on the vials, again ensuring no air 

bubbles were present in the sample. The vials were then stored in a fridge in the 

laboratory on-site before being transported back to The University of Glasgow 

for analyses.   
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Figure 5.6: Sensors on the coral reef with seawater samples being taken with borosilicate 
syringes 

   

5.5.5.2 AT analysis 

  See Chapter 4, Section 4.5.6.2, page 141 for details of AT analysis. 

5.5.5.3 DIC analysis 

  See Chapter 4, Section 4.5.6.3, page 141 for details of DIC analysis. 

5.5.5.4 pCO2 calculation from water chemistry 

  See Chapter 4, Section 4.5.6.4, page 141 for details of pCO2 calculation from 

water chemistry. 

5.6 Results & Discussion 

5.6.1 Seawater wet chemistry 

  For details of the times of sample collection see Table 5.1.  Seawater samples 

were analysed for AT and DIC and used in conjunction with the measured pH, 

salinity and temperature to compute pCO2. 
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5.6.1.1 Water chemistry 

 

Table 5.1: Analysis of AT and DIC from water samples taken from the Red Sea 15
th

 to 20
th

 
March 2017. Date and time of samples with accompanying measurements of temperature 
and salinity from YSI EXO2 Sonde and the resultant AT and DIC concentrations from 

analyses in the laboratory. σ = standard deviation of the reading while CV is the coefficient 

of variation 

 

  The AT in the Red Sea remains fairly constant throughout the deployment (2379 

– 2414 µmol kg-1 with the exception of one outlier).  There were no night time 

samples so it is not possible to comment on the overall day/night cycle.  The DIC 

content of the water increased in the second half of the deployment as shown in 

Figure 5.7.
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Figure 5.7:  AT and DIC in the Red Sea 15
th

 to 20
th

 March 2017.  Data presented as a mean with ±SD. AT did not show a strong variation throughout the six 
days.  DIC, however, increased gradually. Samples were only taken during the day. Night hours are roughly represented by grey shading. 
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    The AT over the course of the deployment stayed relatively stable (only 

daylight samples were taken). The main influences upon AT in an area are 

salinity variations and CaCO3 content (Lee et al., 2006).  Salinity was relatively 

constant and AT was also relatively constant.  There was one AT data point 

exception however which was much lower than the rest.  If this point is a true 

value, then it could suggest that on this day (15:00 on 19th) there was a large 

increase in the formation of CaCO3 which would decrease the AT due to removal 

of carbonate or bicarbonate ions from the water to form CaCO3 (Bates et al., 

1996; Feely et al., 2004; Iglesias-Rodriguez et al., 2008; Jones and Lu, 2003; 

Kinsey, 1978).  CO2 is also produced in this process (2HCO−
3 + Ca2+ → CaCO3 + 

H2O + CO2) and could also explain the unusually high pCO2 data recorded on this 

day. 

  The correlation between DIC, salinity and temperature and AT, salinity and 

temperature is shown in Figure 5.8.  There is a strong negative correlation 

between both DIC and salinity and DIC and temperature.  The same analysis was 

conducted with AT but there was found to be little correlation. 
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Figure 5.8: Scatter graph with linear trendline (a) DIC and salinity. Pearson correlation coefficient; r = -0.67, p = 0.007. (b) DIC and temperature. Pearson 
correlation coefficient; r = -0.60, p = 0.019. (c) AT and salinity. Pearson correlation coefficient; r = 0.12, p = 0.67. The small range of salinity may be the main 
reason behind the lack of correlation (d) AT and temperature. Pearson correlation coefficient; r = -0.06; p = 0.83. 
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5.6.2 Comparison of pCO2 data from sensor and pCO2 data 
calculated from CO2SYS 

  DIC, AT and ancillary data was used to calculate the pCO2 concentrations from 

the water samples with CO2SYS as shown in Table 5.2. 

 

Table 5.2: In-situ parameters (input conditions) used to calculate ancillary data (output 
conditions) from seawater samples in the Red Sea in March 2017. Salinity, temperature, AT 

and DIC were used in CO2SYS to calculate concentrations of pH, pCO2 (µatm), bicarbonate 

(HCO3
-
), carbonate (CO3

2-
), calcite saturation state (ΩCa) and aragonite saturation state (ΩAr). 

pCO2 values are highlighted in yellow. 

 

  The pCO2 concentrations from CO2SYS were then compared to the pCO2 

concentrations from the sensor as shown in Figure 5.9.  This gives an average 

sensor percentage error of ±13.0% (or without the outlier ±9.4%).
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Figure 5.9: A comparison of CO2SYS pCO2 concentration from seawater analyses and in-situ sensor pCO2 concentration.  Percentage error of the sensor 

when compared with the seawater concentration is shown beside each point. The overall sensor error was ±13.0% (with outlier) or ±9.38% (without outlier) 
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Figure 5.10:  Scatter graphs comparing the pCO2 concentration from the sensor and the pCO2 concentration from the seawater analyses. (a) scatter graph 
with pCO2 seawater possible outlier included. Pearsons correlation coefficient  r = 0.58 (b) scatter graph with pCO2 seawater analyses possible outlier 
taken out. Pearsons correlation coefficient r = 0.83. 
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  A direct comparison of pCO2 values from the sensor at the exact times samples 

were taken show an average concentration of 395 ± 55 µatm from the sensor and 

an average concentration of 403 ± 88 µatm from the seawater samples (these 

figures have the seawater sample outlier taken out and the corresponding pCO2 

sensor concentration value taken out).  This shows a good agreement between 

both the samples and the sensor.  Both sets of data have a strong correlation 

coefficient of 0.83, p = 0.0003 (n = 14) between them (see Figure 5.10). 

5.6.3 Characterisations of carbonate parameters in El Quseir, Red 
Sea with sensor measurements 

  In-situ field measurements of the following parameters were made; pCO2 (with 

the developed pCO2 sensor), dissolved oxygen, chlorophyll, salinity, 

temperature, PAR and depth. The pH sensor unfortunately failed and could not 

be repaired in the field.   

5.6.3.1 Natural variability of carbonate chemistry and other physicochemical 
variables in El Quseir, Red Sea 15th – 20th March 2017 

  A comparison of the time series of all variables recorded in the Red Sea is 

shown overleaf in Figure 5.11. The diel period in March at El Quseir encompassed 

approximately 12 hours of daylight and approximately 12 hours of darkness.  

Sunset was around 18:00 hours on each night with sunrise occurring around 06:00 

hours every morning.   

  Overall, the main drivers behind the patterns exhibited by the various 

parameters recorded in El Quseir were biological activity, temperature and 

weather conditions.  Photosynthetically active radiation has a large bearing on 

the variables in El Quseir and ultimately is interlinked with all drivers of the diel 

pattern shown. 
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Figure 5.11: Summary plot and comparison of time series of all variables in El Quseir. 
Odyssey submersible measured PAR (a), YSI EXO2 Sonde measured DO (b), Chl (c), 
Temperature (d), Salinity (e) depth of water above sensor (f) and developed sensor 
measured pCO2 (g).  This deployment was for 116 hours 25 minutes in total.  Light hours = 
56 h 25 m. Dark hours (grey shade) = 60 h. Flood tide is shown in the pink shaded areas. See 
Figure 5.12 for further information on pCO2 data. 
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5.6.3.1.1 pCO2 data from sensor 

 

 

Figure 5.12:  pCO2 sensor data time series. There is a gap in the data due to sensor 
maintenance. Plot shows pCO2 data over 5 diel cycles in El Quseir from 15

th
 to 20

th
 March 

2017. (a) Plot showing the scale of change in pCO2 over the deployment. The change was 
most likely due to extreme weather changes (b) Plots showing the more detailed pCO2 
pattern on separate y-axes over the course of the deployment. N.B. The “jump” in 
concentration of pCO2 on the sensor simultaneously happens with the seawater sample 
pCO2 concentrations which will be seen later. 

 

  There are many potential drivers of pCO2 in the vicinity of the site at El Quseir.  

Coral reefs are extensive along with other organisms including pelagic algae 

utilising the reefs which influence the carbonate chemistry of the surrounding 

seawater (e.g., Gatusso et al., 1998; Anthony et al., 2011).  The biological 

drivers of respiration, photosynthesis, calcification and remineralisation were 

some of the main drivers behind the diel patters of pCO2 on the tropical reef 

(Anthony et al., 2011).  Over the first two days of deployment, the pCO2 

recorded from the sensor was on average a concentration of 345 µatm.  

However, during the next few days, the pCO2 was an average concentration of 

455 µatm.  This is a difference of 110 µatm.  The pCO2 calculated from the 

discrete in-situ seawater samples also exhibit this pattern, with the samples 

from the first two days having an average concentration of 335 µatm and the 

pCO2 concentration of the last three days being 472 µatm.  The higher pCO2 
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concentration in the latter part of the deployment could be a consequence of 

several factors.  In this instance, the weather appears to have played a 

significant role in changing the carbonate chemistry of the surface seawater. 

  The pCO2 concentrations were lower during the day than they were at night due 

to metabolic processes, e.g., photosynthesis during the day and respiration at 

night.  Other biological factors also affect the pCO2 levels and these can include 

calcification (increase pCO2) or dissolution (decrease pCO2).  These have been 

written about in detail in Chapter 4.  There was an exception over the 

deployment when on the 19th March (the day after the heavy sandstorm) where, 

compared to previous days, light levels were very low, DO concentration was 

lower and pCO2 remained high over the course of the day.  This would suggest 

that, post-sandstorm, the light levels were low and therefore there was lower 

primary productivity.  The DO was lower than previously and it could be the case 

that respiration was the net biological activity due to low light levels.  

Formation of CaCO3 could also be happening here since pCO2 is high, AT deceases 

and the DIC is consistently high here also.  This would usually be expected to 

happen at night but it would appear that the variables are governed by the low 

light levels on this unusual day after the sand storm. 

 DO decreased after sunset when DO is utilised by organisms through respiration 

and no photosynthesis takes place.  The DO pattern in El Quseir was as expected 

but there were interesting points to discuss due to the weather events.   The 

input of dust into the area appears to have affected the chemical composition of 

the water with increased nutrients in the vicinity of the sensors (more detail is 

given about this in the duration of this chapter).  DO levels increased to a higher 

concentration (compared to previous daily cycles) during the sandstorm in 

daytime and decreased to a lower concentration (compared to the previous night 

cycles) during the night time.  This could be due to the increased primary and 

secondary production by organisms in the area because of the input of nutrients 

due to the dust storm.   

  The site in El Quseir was relatively open compared to the temperate site in 

Loch Sween which was surrounded by banks and foliage.  As discussed in Chapter 

4, DO is constantly affected by numerous physical and biological processes like 

air-sea flux, weather patterns, biological metabolic processes, decomposition, 
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temperature, salinity and pressure (Barnes, 1983; Gattuso et al., 1996; Zeebe et 

al., 1999; Anthony et al., 2011; Smith et al., 2013; Rerolle et al., 2014).  

Specifically in this research, the DO in El Quseir was governed by temperature 

and biological processes.  The DO was also affected by the sand storm weather 

event.  The DO is highest in the middle of the daylight cycle where there will 

usually be an accumulation of photosynthetic activity.  Peak DO is actually 

approximately 2 hours behind peak light concentrations.  This could suggest an 

optimum condition for photosynthesis where light levels are slightly lower than 

their maximum in El Quseir (Burdett et al., 2013).   

  Chlorophyll can be used as a proxy for phytoplankton present in the water 

column.  However, it must be noted that chlorophyll is not a direct 

measurement of phytoplankton biomass.  Temperature and PAR affect PP rates 

but standing stock is a function of such aspects as light, nutrients, mixing and 

stratification (Geider et al., 1998).  Chlorophyll in El Quseir is heavily correlated 

with day/night cycles and generally had a pattern of a minimum at night and a 

peak during the day.  Often during dark hours the chlorophyll would reach a 

negative value.  This coincides with the oxygen depletion and the concurrent 

lack of photosynthesis (Papageorgiou and Govindjee, 2004).  The concentration 

in El Quesir is much lower than temperate areas because tropical waters are 

generally oligotrophic. 

5.6.3.1.2 Drivers of variation in the Red Sea 15th to 20th March 2017 

  Over the course of this deployment, diel cycles were prominent in every 

variable recorded. Biological activity, temperature and weather phenomena 

were a principle driving force behind the patterns in pCO2 (compared to tidal 

influences in previous field work). A dust storm towards the second half of 

deployment was influential in light levels, nutrient input and productivity levels.  

Paired variables were analysed and the most correlated are shown overleaf. The 

strongest correlations are visibly seen with the parallel time series and 

quantified through Pearson’s correlation coefficient (and simultaneously with 

equations of a straight line). Analyses has been centred around tidal (flood tide 

is represented in pink) and diel (night is represented in grey) patterns over the 

course of the deployment of the sensors. PCA was also used to corroborate 

previous analyses.
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5.6.3.1.2.1  Variables driven by diel cycle 

5.6.3.1.2.1.1 DO and temperature 

 
 

Figure 5.13: (a) parallel time series of DO and temperature in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light 
levels. Temperature; Mean = 22.09 ± 0.51 

o
C.  DO; Mean = 97.57 ± 12.38 %sat. (b) scatter graph of DO and temperature with linear trendline. Coefficient of 

determination; R
2
 = 0.54. Pearson correlation coefficient; r = 0.73. p < 0.001.
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  The parallel time series of DO and temperature is shown in Figure 5.13a.  The 

DO cyclical fluctuation in El Quseir was from 71.4 to 133.7% (ΔDO = 62.3%) with a 

daily mean of 106.8% and a nightly mean of 88.9%. The temperature ranged from 

19.82oC to 23.34oC (ΔT = 3.52oC) with a daily mean of 22.40oC and a nightly 

mean of 21.80oC.  There is a significant positive correlation (r = 0.73, p < 0.001) 

between DO and temperature in El Quseir (Figure 5.13b). 

  DO is highly positively correlated with temperature in El Quseir and they both 

follow a very similar pattern throughout the deployment.    The temperature 

reached a maximum in the middle of each diurnal cycle (the water was the 

warmest at the hottest part of the day) as did the DO (due to biological 

activity). The parallel time series of DO and temperature (Figure 5.13a) exhibits 

such a similarly interlinked pattern that that these two variables appear to be 

explicitly linked rather than the coincidental occurrence of the highest 

temperature coinciding with the peak photosynthesis time.   

  The positive correlation between DO and temperature in El Quseir is the 

opposite of what would be expected according to gas laws, i.e. usually a 

decrease (or increase) in temperature would increase (decrease) the solubility of 

DO (Bakker et al., 1999; Wetzel, 2001) which would show an inverse correlation. 

This would suggest that the relationship is more one of DO being strongly linked 

with light and also, temperature being strongly linked to insolation.  Therefore, 

light is the key driver of DO and also temperature in this research.
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5.6.3.1.2.1.2 Chlorophyll and temperature 

 

 

Figure 5.14: (a) parallel time series of chlorophyll and temperature in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey 
shade) and flood tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low 
light levels. Chlorophyll; Mean = 0.07 ± 0.06 µg/L.  Temperature; Mean = 22.09 ± 0.51 

o
C. (b) scatter graph of chlorophyll and temperature with linear 

trendline. Coefficient of determination; R
2
 = 0.13. Pearson correlation coefficient; r = 0.36. p < 0.001.
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  The parallel time series of chlorophyll and temperature in El Quseir is shown in 

Figure 5.14a.  The chlorophyll cyclical fluctuation in El Quseir was from -0.1 to 

0.29 µg/L (ΔChl = 0.31) with a daily mean of 0.098 and a nightly mean of 0.045 

µg/L.  There is a significant positive correlation (r = 0.36, p < 0.001) between 

chlorophyll and temperature in El Quseir (shown in figure 5.14b).  Temperatures 

would typically be the highest at the part of the day when the most 

photosynthesis was taking place and therefore it would be expected that a 

positive correlation would be seen between these two variables. 
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5.6.3.1.2.1.3 Chlorophyll and DO 

 

Figure 5.15: (a) parallel time series of chlorophyll and DO in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light 
levels. Chlorophyll; Mean = 0.07 ± 0.06 µg/L. DO; Mean = 97.6 ± 12.4 %sat. (b) scatter graph of chlorophyll and DO with linear trendline. Coefficient of 
determination; R

2
 = 0.12. Pearson correlation coefficient; r = 0.34. p < 0.001. 
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  The parallel time series of chlorophyll and DO in El Quseir is shown in Figure 

5.15a.  There is a significant positive correlation (r = 0.34, p < 0.001) between 

chlorophyll and DO in El Quseir (as shown in Figure 5.15b).  A positive correlation 

would be expected due to photosynthesis occuring during daylight hours.
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5.6.3.1.2.1.4 Chlorophyll and PAR 

 

Figure 5.16: (a) parallel time series of chlorophyll and PAR in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light 

levels. Chlorophyll; Mean = 0.07 ± 0.06 µg/L. Mean daily PAR levels are shown in Figure 5.17. (b) scatter graph of chlorophyll and PAR with linear trendline. 

Coefficient of determination; R
2
 = 0.08. Pearson correlation coefficient; r = 0.28. p < 0.001.
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  The parallel time series of chlorophyll and PAR is shown in Figure 5.16a. There 

is a positive correlation (r = 0.28, p < 0.001) between chlorophyll and PAR in El 

Quseir (Figure 5.16b). 

  The four full diurnal cycles (Wednesday and Monday were shorter than a full 

diurnal cycle because the sensors were deployed and retrieved on these days) 

saw the light levels drop over the duration of the deployment with the lowest 

being an average of 734 µmol m-2 s-1 on Sunday which coincides with the 

sandstorm which started on Saturday and the effect lasted until the end of 

Sunday (see Figure 5.17). 

 

Figure 5.17: Average concentration of photosynthetically available radiation on each day of 
deployment. 
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5.6.3.1.2.1.5 DO and pCO2 from sensor  

 
 

Figure 5.18: (a) parallel time series of DO and pCO2 in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and flood 
tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light levels. DO; 

Mean = 97.6 ± 12.4 %sat. pCO2; Mean = 407 ± 55 µatm. There is a gap in the pCO2 data because of sensor maintenance during deployment. (b) scatter graph 

of DO and pCO2 with linear trendline. Coefficient of determination; (15
th

 – 17
th

) R
2
 = 0.05, (17

th
 – 20

th
) R

2
 = 0.20. Pearson correlation coefficient; (15

th
 – 17

th
) r 

= -0.22, (17
th

 – 20
th

) r = -0.45. p < 0.001.
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  The parallel time series of DO and pCO2 in El Quseir is shown in Figure 5.18a.  

The pCO2 fluctuated from 336.20 to 468.08 µatm (ΔpCO2 = 131.88 µatm) with a 

daily pCO2 mean of 400.22 µatm and a nightly mean of 413.75 µatm. There is a 

negative correlation between pCO2 and DO in El Quseir. A stronger correlation is 

found from 17th to 20th as compared to 15th – 17th March (Figure 5.18b).  Data for 

analysis was split at this point due to two different y-axes pCO2 concentrations 

induced by extreme environmental conditions experienced at the site during 

deployment on the 17th – 20th (see Figure 5.12a where all the pCO2 data plotted 

on the same y-axis is presented).  Looking at the data according to similar y-axes 

pCO2 concentrations was to avoid erroneous trends or correlations.  It must be 

noted now that this phenomenon was seen in both the pCO2 concentrations 

produced by the sensor and the pCO2 concentrations calculated from the 

seawater samples, i.e. sensor concentrations were corroborated by seawater 

calculations. 

  Overall, pCO2 was negatively correlated with DO which reflects the roles of 

respiration and photosynthesis of the organisms at night and at day respectively 

(Morris and Taylor, 1982).  It was also predictably strongly negatively correlated 

with PAR which itself drives the energy for photosynthesis and respiration.
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5.6.3.1.2.1.6 Chlorophyll and pCO2 from sensor 

 
 

Figure 5.19: (a) parallel time series of chlorophyll and pCO2 in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light 

levels. Chlorophyll; Mean = 0.07 ± 0.06 µg/L. pCO2; Mean = 407 ± 55 µatm. (b) scatter graph of chlorophyll and pCO2 with linear trendline. Coefficient of 

determination; (15
th

 – 17
th

) R
2
 = 0.07, (17

th
 – 20

th
) R

2
 = 0.005. Pearson correlation coefficient; (15

th
 – 17

th
) r = -0.26, (17

th
 – 20

th
) r = -0.07
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  The parallel time series of Chl and pCO2 is shown in figure 5.19a. There is an  

inverse correlation between pCO2 and Chl in El Quseir but only during the first 

part of the deployment (15th to 17th) although the statistics for 17th to 20th March 

(Figure 5.19b) had a high p-value. 

  At the start of the deployment before the sandstorm, there was an inverse 

relationship between Chl and pCO2.  With lower concentrations of Chl at night, 

this will coincide with higher respiration levels and therefore there will be 

higher levels of pCO2 in the surrounding water (Litt et al., 2010).  However, this 

pattern does not continue from the sandstorm to the end of deployment where 

nutrients and light levels affect Chl and pCO2 respectively and the two variables 

become decoupled as these other factors drive them. 

  The next section deals with an investigation of different water masses entering 

and leaving the site over the course of the deployment and unlike Caol Scotnish, 

this analysis suggests water masses did not have a large influence in El Quseir.
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5.6.3.1.2.1.7 Temperature and salinity 

 

Figure 5.20: (a) parallel time series of temperature and salinity in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) 
and flood tide (pink shade). Temperature; Mean = 22.09 ± 0.51 

o
C. Salinity; Mean = 39.50 ± 0.37 psu. (b) scatter graph of temperature and salinity with linear 

trendline. Coefficient of determination; R
2
 = 0.01. Pearson correlation coefficient; r = 0.09. p < 0.001.  The circled areas show the different water masses 

identified in the El Quseir site area. The three water masses all have a different combination of temperature and salinity concentrations. 
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  The parallel time series of temperature and salinity in El Quseir in March is 

shown in Figure 5.20a.  The salinity varied from 39.05 to 40.53 psu (Δsal = 1.48 

psu).  The daily mean was 39.49 and the nightly mean was 39.50 psu. There was 

no correlation (r = 0.09, p < 0.001) between temperature and salinity in El 

Quseir for the duration of this deployment (most likely due to the diel range 

being affected by insolation) but this was still included to show the different 

water masses (if any). 

  

 

Table 5.3: Water masses and their temperature-salinity characteristics in El Quseir from 15
th

 
to 20

th
 March 2017. Water mass 1 contains low salinity and a wide-range of temperature 

which encompasses most of the deployment from approximately midday on the 16
th

 right 
through until the end of deployment on the 20

th
.  Water mass 2 has middling salinity and 

middling temperature which occurs half way through the first night cycle to midday on the 
16

th
.  Water mass 3 has both high salinity and high temperature (this can be seen at the start 

of deployment until approximately half way through the first night cycle). 

 

  Water mass 1 appears to contain both day and night temperatures but water 

mass 2 and water mass 3 contains only night temperatures and only day 

temperatures respectively.  This would suggest that water mass 3 is the start of 

the deployment during the day on the 15th, water mass 2 is the transition to 

middling salinity in the dark period over the early hours of the 16th and water 

mass 1 represents the rest of the deployment.
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5.6.3.1.2.1.8 PAR and pCO2 from sensor 

 

 

Figure 5.21: (a) parallel time series of PAR and pCO2 in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and flood 
tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light levels.  

pCO2; Mean = 407 ± 55 µatm.  There is a gap in the pCO2 data because of sensor maintenance during deployment. (b) scatter graph of pCO2 and PAR with 

linear trendline. Coefficient of determination; (15
th

 – 17
th

) R
2
 = 0.05, (17

th
 – 20

th
) R

2
 = 0.06. Pearson correlation coefficient; (15

th
 – 17

th
) r = -0.22, (17

th
 – 20

th
) r 

= -0.24. p < 0.001.
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  The parallel time series of PAR and pCO2 in El Quseir is shown in Figure 5.21a.  

There is a significant negative correlation between PAR and pCO2 throughout the 

deployment as shown in Figure 5.21b. 



Chapter 5: Natural variability in a tropical marine environment 
 

266 
 

5.6.3.1.2.1.9 Temperature and pCO2  

 

 

Figure 5.22: (a) parallel time series of temperature and pCO2 in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light 
levels. Temperature; Mean = 22.09 ± 0.51 

o
C.  pCO2; Mean = 407 ± 55 µatm.  There is a gap in the pCO2 data because of sensor maintenance during 

deployment. (b) scatter graph of temperature and pCO2 with linear trendline. Coefficient of determination; (15
th

 – 17
th

) R
2
 = 0.01, (17

th
 – 20

th
) R

2
 = 0.08. 

Pearson correlation coefficient; (15
th

 – 17
th

) r = -0.10, (17
th

 – 20
th

) r = -0.28. p < 0.001.
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  The parallel time series of temperature and pCO2 in El Quseir is shown in Figure 

5.22a.  There is a significant negative correlation between temperature and 

pCO2 although only from 17th to 20th whereas there is no real correlation from 

15th to 17th as shown in Figure 5.22b. 
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5.6.3.1.2.1.10 Salinity and pCO2 

 

 

Figure 5.23: (a) parallel time series of salinity and pCO2 in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and 
flood tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light 

levels. Salinity; Mean = 39.50 ± 0.37 psu.  pCO2; Mean = 407 ± 55 µatm.  There is a gap in the pCO2 data because of sensor maintenance during deployment. 

(b) scatter graph of salinity and pCO2 with linear trendline. Coefficient of determination; (15
th

 – 17
th

) R
2
 = 0.13, (17

th
 – 20

th
) R

2
 = 0.01. Pearson correlation 

coefficient; (15
th

 – 17
th

) r = 0.37, (17
th

 – 20
th

) r = -0.07. p < 0.001. 
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  The parallel time series of salinity and pCO2 in El Quseir in March is shown in 

Figure 5.23a.  From the 15th to 17th, there is a significant positive correlation 

between pCO2 and salinity, however, for the remainder of the deployment there 

is no correlation between the two variables as shown in Figure 5.23b. 

  DIC in El Quesir seems to have been affected by the unusual weather 

conditions. During the dust storm, there was an increase in concentrations of DIC 

(just as the pCO2 increased). It is useful to show a time series of all variables 

with DIC concentrations in the site and the correlations between them (as shown 

in Figure 5.24). 
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Figure 5.24: Summary plot and comparison of time series of all variables with calculated 
DIC in water samples. (a) Chl & DIC (Pearson correlation coefficient r = -0.69) (b) Salinity & 
DIC (r = -0.66) (c) Temperature & DIC (r = -0.59) (d) DO & DIC (r = -0.53) (e) Depth & DIC (r = 
0.51) (f) PAR & DIC (r = -0.20).  It has to be noted that the sample size for DIC was much 
smaller in that there were only 15 DIC samples to be compared directly to the corresponding 
variable.  Light hours = 56 h 25 m. Dark hours (grey shade) = 60 h. Flood tide is shown in the 
pink shaded areas. See Figure 5.25 for further information on pCO2 data.
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5.6.3.1.2.1.11 DIC and pCO2 

 
 
 

Figure 5.25: (a) parallel time series of DIC and pCO2 in El Quseir from 15
th

 to 20
th

 March 2017 encompassing day (no shade), night (grey shade) and flood 
tide (pink shade). Arrow 1 represents the duration of major dust input and arrow 2 represents the duration of high cloud coverage and low light levels.  
There is a gap in the pCO2 data because of sensor maintenance during deployment.  This parallel time series is notable for the coordination of the increase 
in both the pCO2 concentrations on the sensor and the increase in concentration of DIC in the water samples (b) scatter graph of DIC and pCO2 with linear 
trendlines. Coefficient of determination; (15

th
 – 17

th
) R

2
 = 0.12, (17

th
 – 20

th
) R

2
 = 0.02. Pearson correlation coefficient; (15

th
 – 17

th
) r = 0.34, (17

th
 – 20

th
) r = 0.15. 

p < 0.001. 



Chapter 5: Natural variability in a tropical marine environment 
 

272 
 

 

  Data for DIC only included samples taken in the daylight hours so it is not 

possible to comment on the diel cycles.  However, the notable aspects of the 

DIC data recorded is that it increases significantly on the 17th and stays higher 

compared to the 15th and 16th for the remainder of the deployment. DIC 

concentration is usually heavily dependent on biological activity in the water 

column with DIC being released when respirations occurs.  DIC uptake occurs 

when photosynthesis takes place (Schulz and Riebesell, 2013).  Other factors 

that affect DIC is evaporation and mixing and also the flux between atmosphere 

and the sea surface (Schulz and Riebesell, 2013).  However, air-sea flux can be 

ruled out as the main driver of this quick increase of DIC as equilibration 

between the surface of the water and the atmosphere can take time. The flux 

between the atmospheric CO2 and the concentration of the sea surface of carbon 

parameters is a comparatively slow equilibration process and can generally be 

overshadowed by other processes which act upon the DIC or CO2 (Bakker et al., 

1999). 

  Predictably, the DIC was highly correlated the most with with pCO2 readings 

from the sensor as pCO2 and DIC are inextricably linked through the mass 

conservation equation (Williams and Fallows, 2011); 

 𝐷𝐼𝐶 = [𝐶𝑂2
∗] +  [𝐻𝐶𝑂3

−] +  [𝐶𝑂3
2−] (36) 

  As mentioned, for the final three days in the deployment, both the DIC and 

pCO2 rise to concentrations that were significantly higher than in the first two 

days of deployment.  DIC concentration over the first two days spanned 2001.53 

– 2072.93 µmol kg-1 and had an average concentration of 2038.35 µmol kg-1.  The 

DIC concentration over the final three days spanned 2068.3 – 2154.22 µmol kg-1 

and had an average concentration of 2118.55 µmol kg-1 (ΔDIC = 80.2 µmol kg-1).  

The steady increase of DIC coincides with a decrease in salinity over the course 

of the deployment (r = -0.67; p = 0.007).  However, other factors appear to be 

heavily involved.  For example, although the salinity concentration levels out to 

near constant, variables like DIC and pCO2 still keep to their particular cycle.  

The standout environmental factor which coincides with the steep rise in DIC 
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and pCO2 concentrations is the sandstorm and very high winds which occurred in 

El Quseir in the early hours of the 18th March. 

5.6.3.1.2.1.12 Lack of tidal influence 

  Depth was used as a proxy for tidal depth as in Chapter 4.  The tides did not 

have any correlation with other variables throughout this study.  This would also 

explain the lack of evidence of different water bodies through investigation of 

the temperature and salinity (N.B., there are different water bodies which are 

exchanged in the Red Sea as a whole as described in the introduction but in this 

particular site, the tides do not appear to introduce different water bodies). 

There were two low tides and two high tides over 24 hours split into two during 

daylight hours and two during darkness. There was no correlation of the tides to 

any variable in El Quseir as shown in Figure 5.26 (perhaps with the exception of 

PAR which had a Pearson correlation coefficient of r = 0.24, although this is still 

weak). 
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Figure 5.26:  Scatter graphs with linear trendline showing depth against (a) DO (r = 0.02) (b) Chl (r = -0.17) (c) Temperature (r = -0.07) (d) Salinity (r = -0.17) 
(e) pCO2 (15

th
 – 17

th
; r = 0.08, 17

th
 – 20

th
; r = 0.04) (f) PAR (r = 0.24). The tides have little influence in El Quesir. 
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5.6.3.2 Principal Component Analysis (PCA) 

  As a further statistical investigation, PCA was run on the data from El Quseir.  

The resulting correlation circle is shown in Figure 5.27. 

 

Figure 5.27: PCA showing the correlation circle from El Quseir. If two variables are far from 
the centre and close to one another then they are positively significantly correlated. If two 
variables are orthogonal to one another then they are not related.  If two variables are on 
opposite sides of the centre then they are negatively significantly correlated. 

 

  PCA confirms the previous analyses and Figure 5.27 can be summarised as 

follows in Table 5.4.  
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Table 5.4: Correlated and non-correlated variables in Caol Scotnish in El Quseir according 
to PCA. 

 

  It must be noted that for previous analysis of PAR, zero levels were taken out 

and only light levels that registered above zero were included in any correlation 

analysis. With PCA, this was unable to be done and therefore PAR PCA should be 

disregarded in this instance (with the exception of the chlorophyll and PAR 

correlation which, when zeros were removed in previous analysis, was still 

correlated with PAR).  PCA does not show a correlation between Chl and pCO2 

unlike previous analysis. With the exception of this however, there is a general 

agreement on the correlation of variables in El Quseir between previous analyses 

and PCA. 

5.6.4 Weather conditions 

  There were notable weather conditions that should be commented on which 

affected several of the recorded variables.  A sandstorm occurred on the 18th 

March which is reflected by the PAR data where lower light levels were recorded 

around the time of this weather phenomenon.  This coincides with a levelling 

out of both chlorophyll and temperature where increased cloud cover perhaps 

kept the temperature more steady.  The salinity starts at an elevated 

concentration at the start of the deployment.  The salinity gradually decreased 

and levelled out by the second half of 16th March with no particular day or night 

pattern. 

  CO2 in surface waters can change due to mixing (Bekker et al., 1999; McGillis 

et al., 2001).  The highstorm winds that occurred could therefore be a driving 

factor behind the surface seawater pCO2 concentrations in the area although 

unlikely to be a major factor. Dust storms are notable in changing the chemistry 

of seawater due to large input of organic and inorganic material (Jickells, 1999; 
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Griffin and Kellogg, 2004) both in short- and long-term time frames (Griffin and 

Kellogg, 2004).  Young et al. (1991) documented a large increase in primary 

production amidst the Asian dust storms of 1986.  This occurred due to the 

deposition of dust in the ocean.  The high primary productivity rates, 

particularly in oligotrophic seawater, during and after dust storms were also 

confirmed by Bonnet and Guieu (2004).  Bishop et al. (2002) saw an increase in 

the biomass of carbon in the North Pacific after a dust storm introduced a higher 

than usual concentration of iron (macro nutrients).  Micronutrients such as 

phosphorus and nitrogen are also deposited with dust to surface waters (Tan et 

al., 2013).  This happened on time scales of only a few hours to days. 

  The major dust input was on the 18th March but the weather was disruptive 

(high winds, low light levels) from the second half of daylight hours on the 17th 

and appeared to have affected numerous variables.  The dust storm finished by 

the 19th but light levels were very low from the aftermath.  This part of the 

deployment is distinctive from the previous two diel cycles in the same 

deployment.  The evidence of primary productivity increasing with the input of 

dust into the marine environment appears to be shown in the recorded DO data 

notably with the start of the storm where DO has a higher peak and a lower low 

in comparison to the previous days and perhaps indicated higher productivity 

where during the day more DO is produced with photosynthesis and during the 

night more DO is taken-up through respiration.  The day where light levels were 

unusually low (19th), the DO range was small most likely due to less productivity 

post-sandstorm because of the decrease in available light.  During the dust 

input, chlorophyll does not reach the usual minimum at night and stays at a 

comparatively constant concentration suggesting the nutrient input from the 

dust storm kept the chlorophyll levels higher than usual.   The dust storm also 

seemed to affect the pCO2 pattern recorded in the area.  pCO2 stays high in the 

day cycle when it should be lower.  This is likely due to there being very low 

light levels on this day post-sandstorm and therefore the possibility of 

photosynthesis being outperformed by respiration.  Additionally, heterotrophs 

may be respiring more than normal.  High pCO2 may also be an indication of 

more calcification taking place. 
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5.6.5 Temperature and salinity 

  There is high salinity in El Quseir in comparison to many places in the global 

ocean which shows a high level evaporation rather than precipitation (Libes, 

1992; Khomayis, 2002; Schumann et al., 2006).  Salinity in El Quseir is only very 

weakly correlated with any variables.  Salinity showed a gradual decrease over 

the course of the deployment and there were no diel patterns of note.  Only 

over the first night until the start of the second day was there any change in the 

salinity with a large decrease (cf. the rest of the deployment) from 40.48 to 

39.54.  The salinity then levelled out with only very gradual decreases until 

retrieval of the sensor.  With the exception of the first couple of days, the 

salinity stayed relatively stable and did not fluctuate.  This could possibly be due 

to overall less evaporation over the course of the deployment as the weather 

conditions changed from very clear and dry to mass cloud cover, high winds and 

the sand storm.  Clouds brought more precipitation (there was a small amount of 

rain) and therefore this could be behind the decrease in salinity.  A gradual 

change of water mass would also produce this phenomenon. 

  From the 15th to 17th, there was a positive correlation between pCO2 and 

salinity however, for the remainder of the deployment there was no correlation 

between the two variables as shown in Figure 5.23.  This suggests that after the 

first two days, other factors have an influence on both of these parameters.  

Salinity changes because of less evaporation (the influence of weather) and pCO2 

will also have factors such as light levels (weather conditions) and biological 

activity (sand storm nutrient input and increased/decreased primary 

productivity) influencing it differently in this section of the deployment.  

    As with salinity, pCO2 and temperature had a changing relationship 

throughout the deployment.  Before the sandstorm, there was no correlation.  

However, there was a negative correlation during and after the sandstorm.  This 

could be a coincidental relationship however, with pCO2 being high at night 

because of biological processes and the temperature naturally being low at night 

because of the lack of solar energy available for heating the water (it could be 

via the influence of salinity on AT but as there was no change in AT this is 

unlikely). The surface water in El Quseir was heavily influenced by solar 

radiation as indicated by the temperature and PAR data collected.  The 
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temperature and pCO2 may not be specific drivers of each other however as on 

the 19th the pCO2 remained high in the diurnal period and the temperature was 

also at its peak.  Temperature and pCO2 may be affected by association with 

other drivers, e.g., photoperiod and biological activity, rather than being a 

directly driven by one another. 

   Temperature governs the solubility of gases in a body of water. Temperature 

and DO were highly positively correlated in El Quseir which is not the typical 

inverse relationship between gases and temperature.  The highest peaks of both 

temperature and DO occurred in the middle of the diurnal cycle and both 

minimums occurred at the end of the darkness, just before dawn.  Both these 

maxima and minima coincide with biological activity, i.e., photosynthesis and 

respiration and also the presence (or lack of) solar radiation.  On the 19th, the 

light was lower than any other day during the deployment and the DO and 

temperature both react to this with smaller maximum and minimums.  Rather 

than an explicit correlation, there appears to be a complex dependency between 

these parameters and a consequential knock-on effect from multiple drivers. 

  Temperature and chlorophyll were positively correlated in El Quseir.  Looking 

at the time series, it is clear that chlorophyll is correlated with light/dark cycles 

(chlorophyll content being higher during the day than at night).  Lower 

chlorophyll concentration coincides with lower temperatures. 

  Overall, temperature was a large influence in El Quseir and most parameters 

(excluding salinity and tides) were correlated either moderately or strongly with 

it.   

  As a whole, the Red Sea has a semi-diurnal tide (Frihy et al., 2004). The nature 

of the area, an open wide sea, means there will not be a major input of 

freshwater or dynamically different water bodies being introduced (compared 

with previously detailed Caol Scotnish in Chapter 4) (Madah et al., 2015).  The 

tidal range is small in the area with the difference between high and low tide 

never being above 0.64 m and with the final night cycle the change is only 0.20 

m.  There are two high and two low tides over the diel period.  The tides in the 

Red Sea can be regarded as relatively small (Madah et al., 2015) and clearly, in 
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the El Quseir area this is also the case.  Overall, the tides do not have a large 

impact on the different variables in the area. 

5.6.6 Performance of the pCO2 sensor 

  The pCO2 sensor had a successful run in a tropical environment and produced a 

pattern over the period of deployment as would be expected when comparing 

with that of the YSI EXO2 Sonde data, e.g. the pCO2 data had an inverse pattern 

with the DO data as should be expected.  Comparison with the seawater wet 

chemistry analyses was also favourable. 

  Coral reefs appear to be a large contributor to the fluctuation of carbon in the 

El Quseir site.  This is because of the biological processes that take place and 

also the production and dissolution of CaCO3 (Martin et al., 2007).  There was an 

average concentration of 407 µatm over the course of the deployment but the 

values ranged from 336 to 468 µatm with higher pCO2 values corresponding with 

respiration and/or remineralisation and the lower pCO2 values corresponding 

with photosynthesis and/or calcification.  These higher concentrations of pCO2 

would suggest a large amount of CO2 being released during respiration.  In the 

second half of deployment, higher carbon levels may have been forced by an 

input of dust as previously commented on. 

  The concentrations of CO2 recorded in El Quseir are likely to be reasonable and 

what should be expected for a coral reef area and one which has very open 

conditions c.f. with the narrow, fjordic Caol Scotnish.  Values were found to 

range from below atmospheric value (  ̴60 µatm below) to above atmospheric 

value (  ̴70 µatm above) but the overall average was just above sea-air 

equilibrium conditions (407 µatm).  Values quoted from the literature include 

the pCO2 ranges in the Red Sea as 310 to 420 µatm (Elsheikh, 2008), Poisson et 

al. (1984) records a value of 330 µatm on the surface water of the Red Sea 

because of “CO2 escaping into the atmosphere” and Rasul and Stewart (2015) 

measured a surface value of 344 µatm.  These values are all in agreement with 

the pCO2 concentrations that both the sensor and the wet chemistry analyses 

presented with “normal” conditions being a lower pCO2 concentration compared 

to the higher concentration of the sandstorm conditions. 
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5.6.6.1 Comparison of pCO2 sensor concentrations with pCO2 wet chemistry 
concentrations 

  When the values of the sensor against the water chemistry analyses were 

compared, each value, with the exception of an outlier in the wet chemistry 

analysis, was very similar and had the same distinctive pattern of an increase 

during the second half of the deployment.   The advantages to in-situ 

measurement is obvious with 1358 data points of pCO2 being recorded by the 

sensor compared to 15 seawater samples and consequent pCO2 calculation over 

the deployment. The higher frequency of data point recordings from the sensor 

can be seen as a big advantage in analysing the short-term variability of 

seawater pCO2 where otherwise would be missed with only sporadic sampling.  

Subtleties in the pCO2 diel cycle can be displayed to a much better effect as can 

be seen in the time series from the sensor.  Overall, the sensor pCO2 values 

compared favourably with the calculated pCO2 values from the seawater samples 

with 11 of the 15 readings being within 10% of each other. 

5.7 Conclusion 

  This chapter presents research on the performance of a developed pCO2 sensor 

which contributed to the characterisation of the natural variability of carbonate 

chemistry and other parameters in a tropical marine environment in Egypt.   

  Overall, the performance of the developed sensor on the tropical deployment 

can be deemed a successful one with data produced which accords to supporting 

data from additional sensors and also the analyses from seawater samples.  The 

sensor was able to provide pCO2 data on numerous day/night cycles in the Red 

Sea, El Quseir and has provided a cheap and easy way to gather pCO2 data in 

coastal areas.  The advantages over wet chemistry samples are vast and are 

discussed in Chapter 6.   

  To accompany the in-situ pCO2 data, other ancillary marine data were 

measured and used to support and compliment the pCO2 data and ultimately 

create a full picture of the natural variability and drivers of the diel marine 

cycle in El Quseir.  Therefore, in addition to developing a working pCO2 sensor, 

this research also provided an extensive data set to summarise the controlling 

processes on marine CO2.
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6 General discussion 

6.1 Introduction 

  This project aimed to produce a low-cost, low-power, autonomous marine pCO2 

sensor which would aid in the ease of characterisation of coastal marine pCO2.  

This, ultimately, will help with constructing and adding to a database of the 

natural variation in carbonate fluxes and their drivers over varying temporal and 

spatial timescales.  It will also highlight areas which may be affected by 

anthropogenic climate change.  The research within this project had the 

following objectives: 

1. Produce a working low-cost, low-power coastal marine pCO2 sensor 

(Chapter 2 & 3). 

2. Produce temporal characterisations of various coastal marine parameters 

using different marine sensors (pH, DO, chlorophyll, temperature, 

salinity, depth) (Chapter 4 & 5) and identify the drivers of these 

variables, i.e. tidal (Caol Scotnish) vs diurnal (Egypt) systems. 

  There is a lack of direct comparisons of diurnal patterns in different coastal 

areas (Dai et al., 2009).  This study began to address this with a direct 

comparison of carbonate chemistry and other variables in a tropical and 

temperate coastal environment (Section 6.5).  There is also a paucity of data on 

diurnal to diel variations of carbonate chemistry (Dai et al., 2009) which this 

research also addresses.  This work will contribute to a wider comprehension and 

understanding of the drivers behind what controls this diurnal/diel variability. 

6.2 Effectiveness of developed pCO2 sensor 

6.2.1 Usage 

  The sensor was designed to be ‘plug-and-play’ for any user.  Both the 

developed software and hardware allow for simple deployment.  The code was 

easily preloaded onto the electronics and the sensor was placed in the secure 

housing to easily safeguard it. The sensor can be deployed with SCUBA or 

snorkelling or even paddling.  This ease of use is of benefit not only to scientists 
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and industry but also to the interested layperson where no amount of expertise 

is needed. 

6.2.2 Performance 

  The developed sensor performed well in each field test when compared with 

both seawater samples and ancillary sensor data. Although there was 

disagreement between sensor values and seawater analyses in Caol Scotnish, the 

samples were likely compromised in storage and their analyses would suggest 

that they were producing erroneous results (See comments of effectiveness of 

seawater sampling in Section 6.3).  However, when compared with the ancillary 

sensors that were deployed in Caol Scotnish, the pCO2 sensor performed well.  In 

El Quseir, the sensor concentrations compared well with the seawater 

concentrations.  This was also true for the laboratory experiments. Due to the 

warmer water, the batteries when used in El Quesir lasted longer than in Caol 

Scotnish.  The exact length of time the batteries would have run in the warmer 

water is unknown as the sensor needed to be retrieved before they had 

discharged.  They were still fully working when the sensor was retrieved. 

  In the laboratory, the percentage error of the sensor when compared with 

seawater samples was an average of just ± 1.07%.  The same comparison when in 

the field was ± 9.38%.  These percentage values show a good accuracy which 

would generally be within the COZIR quoted value of ± 50 µatm.  

6.3 Effectiveness of seawater sampling and analysis for 
comparative use 

  Seawater analyses involve several steps until a final answer is ascertained.  

This can create several issues in the final result, e.g. human error in sampling 

and error propagation within analyses. 

6.3.1 Error propagation and human error 

  With each step of seawater analysis where the end result will eventually 

produce a calculated pCO2 concentration, there will be a degree of error 

propagation which will accumulate through each stage. The propagation of 

errors throughout each stage of analyses is an important aspect to take into 
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account and what implications this may have on the absolute end value that is 

reached (Riebesell et al., 2010).  The equilibrium constants previously 

mentioned within this work (See Chapter 1, Section 1.2, page 5) will also 

introduce more uncertainty when combining each component for end results 

(Riebesell et al., 2010). 

  Considering the steps involved, firstly the collection of seawater needs to be a 

careful one and the introduction of human error into each process should be 

minimised as much as possible, i.e., there needs to be no (or as little as 

possible) contact with the atmosphere when the seawater is collected so as to 

prevent contamination of the sample with oxygen.  Errors like this can happen 

when decanting the sample into vials, when poisoning the samples to stop any 

further biological activity, in the storage of the samples, when the samples are 

opened and ultimately when the samples go through the multistage analysis in AT 

and DIC machines.  Human error is involved in each step (collection and 

analyses) but machine error should be taken into account also.  There will be 

human error in calibration and also mechanical errors and including both 

separate errors in AT and DIC to calculate the pCO2, these factors will have an 

effect on the accuracy of the final value of pCO2. 

  The error propagation when using different carbonate parameters to calculate 

another are shown in Table 6.1.  AT and DIC is shown in row 3.  
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Table 6.1: Estimate of errors when using different carbonate parameters to characterise the 
carbonate system (Table from Riebesell et al., 2010).  These figures are found using 
estimated measurement uncertainties of single parameters (e.g., AT, DIC, pH, pCO2) by 
Riebesell et al., (2010) which are then used along with estimations of the sensitivity 
coefficients by Dickson and Riley (1978) to calculate the relative uncertainties. 

 

  Various studies have cited disagreements between direct in-situ concentrations 

measured by sensors and concentrations from calculations (Wanninkhof et al., 

1999; Lee et al., 2000; Lueker et al., 2000; Millero et al., 2002; Sejr et al., 

2011; Hoppe et al., 2012).  As with Chapter 4, there were abnormal pCO2 

concentrations that go beyond the uncertainties in the dissociation constants or 

natural fluxes of carbonate chemistry. These anomalies also coincide with AT 

measurements that were abnormally low.  Alkalinity measurement can often be 

correlated with subsequent error in carbonate calculations.  These AT errors can 

be forced by chemically reactive carbonate particles (Sejr et al., 2011) and 

organic matter (Caol Scotnish may have high concentrations of organic matter) 

within the sample (Kim et al., 2006).  What must also be noted is that there is 

some dispute around the use of the current dissociation constants (K1 and K2) 

(Orr and Epitalon, 2015).  Millero (2010) used measurements by Luker et al. 

(2000) from Mehrbach et al. (1973) along with his own measurements (Millero et 

al., 2006) which are used to apply to scenarios of a wide temperature (0 – 50oC) 

and salinity (1 – 50 psu) range.  However, the measurements by Luker et al. 

(2000) should only apply to situations of temperatures between 2 and 35 oC and 

salinities between 19 and 43 psu. Orr and Epitalon (2015) suggest that better 
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formulations of the dissociation constants need to be used in less uniform areas 

i.e., coastal areas.  Therefore it is clear that the comparison between calculated 

concentrations and in-situ concentrations must be treated with caution.  In the 

context of this work, in the field the sensor performed with a 9.4% concentration 

uncertainty when compared with the seawater sample concentrations.  This is 

better than the manufacturing company states on their data sheet concerning 

the original atmospheric CO2 sensor.  For this work, the final sensor uncertainty 

shall be taken as 9.4% (assuming the water sample concentrations are the 

absolute correct concentrations). 

6.4 Comparisons of key features of developed sensor 
with other commercially available sensors 

  The key features of the developed pCO2 sensor in this research are; 

 it is low-cost;  

 it is operable on low-power;  

 it accurately measures marine pCO2;  

 it is practical to use in a marine field environment, i.e. compact, 

lightweight and portable;  

 it is able to log data autonomously, i.e. data is downloaded and 

retrievable once recovered;   

 it can be programmed for different measuring needs; and 

 it is suitable for the marine environment, i.e. durable and able to 

withstand saltwater submersion, corrosion and biofouling.  

  Below is a comparison of the developed sensor to commercially available 

sensors (see Table 6.2).
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Table 6.2: Comparison of commercially available pCO2 sensors and the developed sensor within this research.
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  The main difference in the developed sensor with the sensors already on the 

market is the price.  The sensor was able to be developed at a very low cost 

( ̴£300/  ̴$395). Compared to the other sensors available whose cost is anything 

between $20000 – $50000 on the whole (and even reaching up to $100000), this 

is a clear advantage.  The low price is beneficial because it allows institutions 

and industry to buy in bulk to give high spatial and temporal coverage of certain 

coastal areas that are under investigation.  Although low-cost, the sensor still 

has various features of the more expensive sensors, i.e. ability to record and 

store data autonomously depending on use, e.g. it can be set to record as many 

or as few times as required on any deployment, high (if not higher) response 

time, runs on very low-power (if not lower) and spans a large range of 

concentration measurements.   

  The accuracy of the sensors also differs; there is a higher accuracy in the 

expensive models.  However, as this sensor was designed for coastal 

environments, very small accuracy of ± 1-2 µatm was not needed due to the high 

variability of pCO2 in these areas. The COZIR sensor was tested by Gibson and 

MacGregor (2013) and they found the sensor to be accurate to within ± 3% of the 

reading.  The accuracy is adequate for the specific purpose of this marine 

sensor. The accuracy from the experiments within this research approximately 

agree with this figure. Sensor percentage error when compared with seawater 

samples was between ± 1 – 9%.  The higher sensor error percentage values 

tended to coincide with anomalous AT seawater concentrations.  A decision key 

is presented in Table 6.3 as a guide for when to use the UofG developed sensor 

versus when to use the more expensive, currently commercially available ones. 

 

Table 6.3: Criteria of when to choose the developed sensor versus competitor’s sensors. 
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6.5 Comparison of temperate (tidal) vs tropical (non-tidal) 
areas 

6.5.1 Main drivers 

  There were several differences between both sites.  Although both sites 

consisted of calcifying fauna (along with other organisms), their biological 

influence was very different due to different environmental factors. 

  The main drivers behind the variability of carbonate chemistry in Caol Scotnish 

were the tides which introduced different water masses of different chemical 

properties into the area.  The main drivers in El Quseir were biological activity 

but also notable weather events.  The different hydrography in each area 

governed different patterns of each variable. Caol Scotnish is a narrow body of 

water which is surrounded by banks and foliage and parameters like salinity, DO, 

pH and pCO2 were all affected by this.  Rainfall also has an influence in the 

measured constituents of the water in the area.  The tides were relatively large 

in the small area and have a great influence in terms of introducing different 

water masses into the vicinity.  Antithetically, the wide and open nature of the 

site in El Quseir does not have large tides and the climate very rarely allows for 

precipitation.  In fact, the area has some of the highest salinity concentrations 

of any seawater body in the world because of this.  The open area does not 

contain any fresh water run-off from land.  The deployment in Egypt was a fairly 

exceptional one in terms of weather events.  There was indeed some 

precipitation over the course of the week (albeit a comparatively small amount).  

The dust storm also changed the composition of the marine variables that were 

being measured in the seawater with an evident increase in the carbon content. 

Although with different outcomes, weather in both areas had a large effect on 

the marine variables recorded in both areas.  There was not a large influence in 

variability with the tides in El Quseir as there was in Caol Scotnish.  In fact, the 

body of water in El Quseir was much more stratified than in Caol Scotnish and 

had a relatively stable salinity (with the exception of the input of precipitation 

seen). The difference in terms of the influence of tides between the two areas 

was substantial.  With incoming tide in Caol Scotnish, there would likely be a 

change in the composition of the surrounding water whereas the constitution of 

the water would not change according to the tides in El Quseir.  There was a 
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higher overall concentration of pCO2 in Caol Scotnish compared to El Quseir.  

This again could be due to hydrography and the relatively narrow area which 

Caol Scotnish inhabits.  The large bed of calcifying algae in a comparatively 

small area compared to El Quseir may be the reason for the higher overall pCO2 

that was recorded in Caol Scotnish. Of course, other influences in each area 

were also acting on the absolute value of pCO2. A summary of the main drivers is 

shown in Table 6.4. 

 

Table 6.4: Comparison of the main drivers in tropical El Quseir, Egypt and temperate Caol 
Scotnish, Scotland and their order of influence in the coastal system over their specific time 
of deployment. N.B. weather was exceptional in the tropical area during this specific field 
work and without the dust storm, biological drivers would be the main influence. 

 

6.6 Is OA only a problem for the open pelagic ocean? 

  This research focused on marine coastal areas which already exhibit pH 

concentration fluctuations of the magnitude which are projected for the open 

ocean due to anthropogenic emission of CO2 (Duarte et al., 2013).  As seen 

throughout this research, these concentration fluctuations in coastal areas are 

forced through natural processes like biological activity of organisms (which can 

yield a pH fluctuation of approximately 0.3 units) and hydrography which 

together can drive a pH change of 0.5 pH units (and up to 1 pH unit) over a small 

(hourly to diel) temporal scale (Duarte et al., 2013).  Naturally high coastal 

fluctuations may suggest that coastal areas will be more likely to cope with 

heightened pCO2 concentrations (but can also suggest that even more pressure 

will be placed on these systems if concentrations increase). In contrast, the 

open ocean pH is comparatively stable and varies less than 0.1 pH units during a 

yearly timescale (Doney et al., 2009). The pH fluctuation, however, was 

relatively low in Caol Scotnish compared to other coastal systems (the difference 

in average day/night concentrations in both the July and September 
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deployments was just 0.01 units) and therefore may be more affected by a 

future increase in anthropogenic acidification as would the open ocean.  The 

forcing of pCO2 in the area by the biota due to biological processes including 

respiration and calcification (and the hydrography of the area) means that the 

concentration stays relatively high ( ̴ 480 µatm in July and  ̴ 450 µatm in 

September but with a low fluctuation of  ̴13-15 µatm) and therefore any 

anthropogenic increase may put added pressure on the area.  Diel fluctuations of 

pCO2 in Eqypt were larger than Caol Scotnish at  ̴ 25+ µatm (but concentration is 

consistently lower at  ̴ 407 µatm) which may suggest that this area would be able 

to adapt to anthropogenic acidification perhaps more adequately than Caol 

Scotnish as the organisms can already adapt on a daily level to higher diel 

fluctuations.  However, it is clear that increasing acidity levels would be a 

potentially harmful event for any calcifying organism regardless. 

  Therefore, from these relatively contrasting coastal environments, it is evident 

that anthropogenic open ocean acidification and the effects it may have and 

how it is mitigated cannot be directly transposed to just any coastal ocean 

situation.  Additionally, the effects of anthropogenic acidification will likely be 

exaggerated and of more pressing concern in coastal areas because of this 

natural variability but conversely these areas may be able to cope more due to 

the naturally large fluctuations (depending on the area).  Future research should 

be focussed on not only easier and increased characterisation of the variability 

of coastal oceans but also overall OA models should be able to incorporate 

coastal areas that contain the full span of variabilities. 

6.7 Direction for future research 

  This research has created a fundamental basis for further developing a novel, 

efficient and useful low-cost sensor for monitoring the pCO2 of marine coastal 

areas.  The sensor is still effectively a prototype and there are several directions 

in which to further enhance the sensor. Future work would include development 

of several aspects of the whole set-up. 
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6.7.1 Electronic platform 

  Modification of the electronic hardware would be the immediate work. The 

Arduino boards would be stripped down removing all superfluous components 

that drain power, i.e. LED lights and other aspects of the generalised board.  

Within this research, there were three electronic set-ups developed: 

1. The Arduino Uno board and shield (used within this project), 

2. A stripped down clone Arduino made with separate components, 

3. ‘TinyDuino’ board and shields (a pre-constructed, commercially available 

clone). 

  The two alternative set-ups had been established but time was a constriction in 

running them smoothly within the timeframe of this project having already 

produced a working set-up.  Further research would include either (2) or (3) 

being the main electronic base which would allow for even lower power and 

therefore longer deployment. 

  There are shields that can be used with Arduino that could enable 

communication from the sensor to a remote laptop using Bluetooth.  This would 

solve the problem of knowing whether the sensor is working or corrupting under 

the water. However, this would also come with a power trade-off which would 

need to be addressed. Again, this was started during the course of the project 

but due to time constraints could not be completed.  To protect the electronics, 

an epoxy would also be prepared for the final design.   

6.7.2 Software 

  The alternative electronic set-up would incorporate the development of new 

code which in turn would also help with longer deployments.  Battery power 

could be further conserved with the development of a modified code which can 

put the Arduino to ‘sleep’ and interrupt this when it needs to be turned on 

again, i.e. between readings when the sensor is idle, it can be put to sleep.  It 

can then be turned on again to commence the next reading when needed.  This 

is done via the two ‘interrupt’ pins of the ATMEGA328 which are used to ‘wake’ 
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the Arduino.  Using a sleep code will only however cut a few mA’s off the total 

consumption of power (should have around a 30% reduction) but combined with 

the stripping of the electronic hardware, this should enable the sensor to run for 

anything up to one year (depending on usage and battery choice).  As before, 

time constraints impeded the development of this within this project but this 

would be a priority for continued work on the sensor. 

6.7.3 Housing 

  Although during this project, there was no issue with biofouling in the 

relatively short deployments, for longer deployments spanning several weeks to 

months, this may become a pertinent concern.  This would be easily prevented 

however with copper wiring fitted around the housing.  The design could also be 

modified to limit the need to open the housing but commercial development 

would be needed to address this. 
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7 Conclusion 

7.1 Chapter 2: Research and development of pCO2 
sensor  

  The aim of this research was to develop a low-cost, low-power pCO2 sensor that 

could be used in a marine coastal environment.  This was achieved through 

research and development of electronics, code and housing. 

  The key outcome to this chapter was the successful production of a pCO2 

sensor. 

7.2 Chapter 3: Laboratory performance evaluation of 
pCO2 sensor 

  The aim of this chapter was to assess and evaluate the effectiveness of the 

previously developed pCO2 sensor with laboratory experiments in both 

atmospheric and marine environments.  The key processes and findings were: 

1. The sensor was able to recognise and record differences in pCO2 

accurately with the ability to store data in an autonomous manner. 

2. Potential issues, i.e. drift/noise were identified and data processing 

procedures were familiarised with. 

3. Practical quality control procedures were familiarised with by collection 

of seawater and preservation of samples. 

4. Procedure for and analyses of seawater was undertaken to obtain 

concentrations of AT and DIC and these data were utilised to obtain a 

calculation of seawater pCO2 to be compared to the in-situ sensor data. 

5. pCO2 concentrations for seawater samples compared favourably with in-

situ pCO2 concentrations from the sensor. 
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7.3 Chapter 4: Characterising natural variability of 
coastal carbonate systems and ancillary variables in 
a temperate marine environment 

  The aim of this chapter was to characterise the natural variability of carbonate 

chemistry and other ancillary parameters in a coastal temperate area (Caol 

Scotnish, Loch Sween, Scotland) characterised by autotrophic biota and to 

evaluate the performance of the developed pCO2 sensor in a temperate 

environment.  The key findings were: 

1. The developed sensors performed well in a temperate marine 

environment when the data were compared to ancillary sensor data. 

2. Voltage output of the sensor was found to be unreliable as a means of 

measuring pCO2 and would not be used again in any experimental capacity 

of the pCO2 sensors. 

3. The main driver in Caol Scotnish was tidal action which influenced every 

variable in the area. 

4. High pCO2 concentration and low pH fluctuation may be due to high 

amount of calcification from the maerl beds. 

5. Different water masses are introduced into Caol Scotnish by tidal action.  

The incoming water masses contain higher salinity and lower 

temperatures than the existing water. 

7.4 Chapter 5: Characterising natural variability of 
coastal carbonate systems and ancillary variables in 
a tropical marine environment 

  The aim of this chapter was to characterise the natural variability of carbonate 

chemistry and other ancillary parameters in a coastal tropical area (El Quseir, 

Egypt) characterised by autotrophic biota and to evaluate the performance of 

the developed pCO2 sensor in a tropical environment.  The key findings were: 
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1. The developed sensor performed well in a tropical marine environment 

when the data were compared to ancillary sensor data and seawater 

samples 

2. The main drivers in El Quseir were biological activity from organisms, 

temperature and weather conditions. 

3. Sandstorm conditions affected the carbonate chemistry with an increase 

in carbon input and cloud cover affecting primary productivity. 

7.5 Wider applications of this research and concluding 
remarks 

  Sensors such as the one developed within this research will have an important 

role to play in climate research.  For example, a multitude of these sensors can 

be utilised in areas such as CCS sites but also in general coastal sites where 

there is a paucity of data. 

  A novel sensor which was developed during this research was able to 

effectively characterise and identify a number of factors that drive the marine 

variables in coastal areas.  This sensor demonstrated that innovative and unique 

technology can be utilised for ease of quantification and qualification of marine 

biogeochemistry parameters to help in the determination of what future 

implications climate change will have on the coastal areas of the oceans. 
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Appendix 

Calibration of pCO2 sensor 

1. Using the COZIR USB cable with the COZIR sensor connected to the other 

end, plug into computer that has COZIR Sensor 2.0 software downloaded 

onto it. 

 

 

2. At the top left, select the correct port (only one should be available) and 

then press Connect. 
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3. The sensor should now be connected to the software and a humidity (or 

temperature) reading plus a CO2 reading should be scrolling. If this is not 

happening, press Stream (K1) in the Mode category to the right of the 

screen. 

 

 

 

4. Ideally the sensor should be calibrated with known gases.  Place the 

sensor in calibration housing where gases can be injected. Inject gas 

(e.g., 1000 ppm) and allow sensor to settle.  If sensor is not accurate, 

proceed to next step. 

 

5. In the Zeroing box on the right, press Cal Gas (X). 
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6. This will zero the sensor 

 

 

 

7. Make sure gas flushes through chamber and sensor settles. Input gas 

concentration in box (i.e. 1000 ppm) and press Cal Gas (X) again.  The 

sensor should now be reading the correct concentration of the calibration 

gas. 

 

 

8. You should then move onto the next concentration of calibration gas and 

test the reading from the sensor. The more calibration gases that can be 

used, the better. 
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Code 

RTC (RTC_code) 

#include <Wire.h> 
const int DS1307 = 0x68; 
const char* days[] = 
{"Sunday", "Monday", "Tuesday", "Wednesday", "Thursday", "Friday", "Saturday"}; 
const char* months[] = 
{"January", "February", "March", "April", "May", "June", "July", 
"August","September", "October", "November", "December"}; 
  
  
byte second = 0; 
byte minute = 0; 
byte hour = 0; 
byte weekday = 0; 
byte monthday = 0; 
byte month = 0; 
byte year = 0; 
 
void setup() { 
  Wire.begin(); 
  Serial.begin(9600); 
  delay(2000); 
  
  Serial.print("The current date and time is: "); 
  printTime(); 
  Serial.println("Please change to newline ending the settings on the lower right 
of the Serial Monitor"); 
  Serial.println("Would you like to set the date and time now? Y/N"); 
  
  while (!Serial.available()) delay(10); 
  if (Serial.read() == 'y' || Serial.read() == 'Y') 
  
  { 
    Serial.read(); 
    setTime(); 
    Serial.print("The current date and time is now: "); 
    printTime(); 
  } 
  
  
  Serial.println("Thank you."); 
} 
 
void loop() { 
} 
byte decToBcd(byte val) { 
  return ((val/10*16) + (val%10)); 
} 
byte bcdToDec(byte val) { 
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  return ((val/16*10) + (val%16)); 
} 
 
void setTime() { 
  Serial.print("Please enter the current year, 00-99. - "); 
  year = readByte(); 
  Serial.println(year); 
  Serial.print("Please enter the current month, 1-12. - "); 
  month = readByte(); 
  Serial.println(months[month-1]); 
  Serial.print("Please enter the current day of the month, 1-31. - "); 
  monthday = readByte(); 
  Serial.println(monthday); 
  Serial.println("Please enter the current day of the week, 1-7."); 
  Serial.print("1 Sun | 2 Mon | 3 Tues | 4 Weds | 5 Thu | 6 Fri | 7 Sat - "); 
  weekday = readByte(); 
  Serial.println(days[weekday-1]); 
  Serial.print("Please enter the current hour in 24hr format, 0-23. - "); 
  hour = readByte(); 
  Serial.println(hour); 
  Serial.print("Please enter the current minute, 0-59. - "); 
  minute = readByte(); 
  Serial.println(minute); 
  second = 0; 
  Serial.println("The data has been entered."); 
  
  Wire.beginTransmission(DS1307); 
  Wire.write(byte(0)); 
  Wire.write(decToBcd(second)); 
  Wire.write(decToBcd(minute)); 
  Wire.write(decToBcd(hour)); 
  Wire.write(decToBcd(weekday)); 
  Wire.write(decToBcd(monthday)); 
  Wire.write(decToBcd(month)); 
  Wire.write(decToBcd(year)); 
  Wire.write(byte(0)); 
  Wire.endTransmission(); 
  // Ends transmission of data 
} 
 
 
byte readByte() { 
  while (!Serial.available()) delay(10); 
  byte reading = 0; 
  byte incomingByte = Serial.read(); 
  while (incomingByte != '\n') { 
    if (incomingByte >= '0' && incomingByte <= '9') 
      reading = reading * 10 + (incomingByte - '0'); 
    else; 
    incomingByte = Serial.read(); 
  } 
  Serial.flush(); 
  return reading; 
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} 
 
 
void printTime() { 
  char buffer[3]; 
  const char* AMPM = 0; 
  readTime(); 
  Serial.print(days[weekday-1]); 
  Serial.print(" "); 
  Serial.print(months[month-1]); 
  Serial.print(" "); 
  Serial.print(monthday); 
  Serial.print(", 20"); 
  Serial.print(year); 
  Serial.print(" "); 
  if (hour > 12) { 
    hour -= 12; 
    AMPM = " PM"; 
  } 
  else AMPM = " AM"; 
  Serial.print(hour); 
  Serial.print(":"); 
  sprintf(buffer, "%02d", minute); 
  Serial.print(buffer); 
  Serial.println(AMPM); 
} 
 
 
void readTime() { 
  Wire.beginTransmission(DS1307); 
  Wire.write(byte(0)); 
  Wire.endTransmission(); 
  Wire.requestFrom(DS1307, 7); 
  second = bcdToDec(Wire.read()); 
  minute = bcdToDec(Wire.read()); 
  hour = bcdToDec(Wire.read()); 
  weekday = bcdToDec(Wire.read()); 
  monthday = bcdToDec(Wire.read()); 
  month = bcdToDec(Wire.read()); 
  year = bcdToDec(Wire.read()); 
} 
 

pCO2, humidity and/or temperature code 
(Cozir_sensor_example_CO2Meter_v4) 

#include <Time.h> 
 
#include <SPI.h> 
 
#include <SoftwareSerial.h> 
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#include <SD.h> 
#include <Time.h> 
#include <Wire.h>  
#pragma GCC diagnostic ignored "-Wwrite-strings" 
#include <DS1307RTC.h>  
 
SoftwareSerial mySerial(2,3);    
                                  
 
String fileName; 
File myFile; 
 
 
String val="";                     
double co2=0;                      
 
double multiplier=10;              
                                                                                                
           
uint8_t buffer[40]; 
int ind=0; 
char cmd[15]; 
char output; 
 
int imeas=0; 
 
char fName[14]; 
 
 
void setup() 
{ 
 
 
   
  Serial.begin(9600);                                
  delay(3000); 
   
  Serial.println(F("CO2meter.com Cozir example")); 
  Serial.println(F("Setup")); 
 
 
 setSyncProvider(RTC.get);  
  if(timeStatus()!= timeSet)  
     Serial.println("Unable to sync with the RTC"); 
  else 
     Serial.println("RTC has set the system time");   
 
  
  mySerial.begin(9600);                         
   
                                                   
  sprintf(cmd, "K %u", 0); 
  Serial.println(cmd); 
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  Command(cmd); 
  delay(600); 
  Serial.println(mySerial.available());          
  Serial.print(F("Response from K 0 ")); 
  while (mySerial.available() > 0) { 
    output = mySerial.read(); 
    Serial.print(output); 
  } 
  Serial.println(" "); 
   
                                           
  Command("Y"); 
  delay(600); 
  Serial.println(mySerial.available()); 
  Serial.print(F("Response from Y ")); 
  while (mySerial.available() > 0) { 
    output = mySerial.read(); 
    Serial.print(output); 
  } 
  Serial.println(" "); 
 
                                        
  sprintf(cmd, "K %u", 2); 
  Serial.println(cmd); 
  Command(cmd); 
  delay(600); 
  Serial.print(F("Response from K 2 ")); 
  while (mySerial.available() > 0) { 
    output = mySerial.read(); 
    Serial.print(output); 
  } 
  Serial.println(" ");  
    sprintf(cmd, "M %u", 4100);    // for Humidity input 4100, for Temp input 68 
  Serial.println(cmd); 
  Command(cmd); 
  delay(600); 
  Serial.print(F("Response from M")); 
  while (mySerial.available() > 0) { 
    output = mySerial.read(); 
   Serial.print(output); 
  } 
 Serial.println("");  
  
  Serial.print(F("Initializing SD card...")); 
                                                 
                                                
                                                
  pinMode(10, OUTPUT); 
 
  if (!SD.begin(10)) { 
    Serial.println(F("initialization failed!")); 
    return; 
  } 
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  Serial.println(F("initialization done.")); 
                                                 
                                                 
  } 
} 
 
void loop() 
 
{ 
                                                                                       
                                   
  if (timeStatus() == timeSet) { 
    digitalClockDisplay(); 
  } else { 
    Serial.println("The time has not been set.  Please run the Time"); 
    Serial.println("TimeRTCSet example, or DS1307RTC SetTime example."); 
    Serial.println(); 
    delay(1000); 
  } 
  delay(600); 
} 
 
void digitalClockDisplay(){ 
  // digital clock display of the time 
  Serial.print(hour()); 
  printDigits(minute()); 
  printDigits(second()); 
  Serial.print(" "); 
  Serial.print(day()); 
  Serial.print(" "); 
  Serial.print(month()); 
  Serial.print(" "); 
  Serial.print(year());  
  Serial.println();  
} 
 
void printDigits(int digits){ 
  Serial.print(":"); 
  if(digits < 10) 
    Serial.print('0'); 
  Serial.print(digits); 
   
   
  imeas++; 
  Serial.print(F("imeas=")); 
  Serial.println(imeas); 
   
  if (imeas == 1) { 
     fileName=""; 
  if (day() < 10) { 
     fileName.concat(F("0")); 
     fileName.concat(day()); 
  } 
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  else { 
     fileName.concat(day()); 
  } 
  if (month() < 10) { 
    fileName.concat(F("0")); 
    fileName.concat(month()); 
  } 
  else { 
    fileName.concat(month()); 
  } 
  if (hour() < 10) { 
    fileName.concat(F("0")); 
    fileName.concat(hour()); 
  } 
  else { 
    fileName.concat(hour()); 
  } 
  if (minute() < 10) { 
    fileName.concat(F("0")); 
    fileName.concat(minute()); 
  } 
  else { 
    fileName.concat(minute()); 
  } 
  fileName.concat(F(".txt")); 
  Serial.println(fileName); 
  fileName.toCharArray(fName, fileName.length()+1); 
   Serial.print(F("Filename: ")); 
   Serial.println(fName); 
 
    myFile = SD.open(fName,FILE_WRITE); 
    if (!myFile) { 
      Serial.println(F("File open failed")); 
      return; 
    } 
  }   
                                                       
  delay(1000);                                         
   Command("Q"); 
                                                       
 
 
delay(300000);  //this line changes the frequency of readings 
 
  ind=0; 
  Serial.print(F("ind and buffer value ")); 
  Serial.print(ind); 
  Serial.print(" "); 
  Serial.println(buffer[ind]); 
   
  Serial.println(F("reading line"));                   
   
  Serial.println(mySerial.available());                
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  while(mySerial.available() > 0)              
            { 
      buffer[ind]=mySerial.peek();                     
      output = mySerial.read(); 
      Serial.print(output); 
      ind++; 
    } 
    Serial.println(F(" ")); 
    Serial.flush(); 
                                                       
  report();                                           
  myFile.flush(); 
  if (imeas == 20) { 
      myFile.close(); 
      Serial.println(F("Close file")); 
      imeas=0; 
      delay(1000); 
  } 
} 
 
void report() 
{ 
                                                      
                                                       
  for(int i=0; i< ind+1; i++) 
  { 
    if ((buffer[i] > 47) && (buffer[i] < 58))  
    { 
      val += buffer[i]-48; 
                                                     
                                                      
    } 
  } 
   
  Serial.println(F("")); 
   
  co2=(multiplier*val.toInt()); 
   
  Serial.print(F("CO2=")); 
  Serial.print(co2); 
  Serial.println(F("ppm")); 
  Serial.flush(); 
  ind=0; 
  val=""; 
  myFile.print(year()); 
 if (month() < 10) { 
     myFile.print(F("0")); 
     myFile.print(month()); 
  } 
  else { 
     myFile.print(month()); 
  } 
  if (day() < 10) { 
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    myFile.print(F("0")); 
    myFile.print(day()); 
  } 
  else { 
    myFile.print(day()); 
  } 
    if (hour() < 10) { 
    myFile.print(F("0")); 
    myFile.print(hour()); 
  } 
  else { 
    myFile.print(hour()); 
  } 
  if (minute() < 10) { 
    myFile.print(F(" 0")); 
    myFile.print(minute()); 
  } 
  else { 
    myFile.print(minute()); 
  } 
    if (second() < 10) { 
    myFile.print(F("0")); 
    myFile.print(second()); 
  } 
  else { 
    myFile.print(second()); 
  }   
  myFile.print(F(",")); 
  myFile.print(F("CO2")); 
  myFile.print(F(",")); 
  myFile.print(co2); 
  myFile.print(F(",")); 
  myFile.println(F("ppm")); 
} 
 
void Command(char* s) 
{ 
  mySerial.print(s); 
  mySerial.print("\r\n"); 
} 
 

 

SOP for pCO2 sensor 

1. Download the latest version of Arduino software (IDE) from 

https://www.arduino.cc/en/Main/Software. This allows you to write code 

(sketches) and upload it to the board. 

2. Open text editor box by clicking on the Arduino icon on your desktop: 

https://www.arduino.cc/en/Main/Software
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3. A text editor box should appear. Delete any pre-existing text in the box 

and copy and paste RTC_code in one text editor box.  

 

4. Whilst this text editor box is still open, click File then New to open 

another simultaneous text editor box. Delete any pre-existing text in the 

box and copy and paste Cozir_sensor_example_CO2Meter_v4 in.  

 

5. Connect Arduino board and sensor to laptop via USB cable. A green and a 

red light should appear on the electronics. 



Appendix 
 

347 
 

6. Ensure SD card is loaded onto the top Arduino shield (Real-Time Clock 

above the main Arduino board). 

7. Firstly, on RTC_code press the arrow to upload the code onto the Arduino 

board 

 

8. After a few moments, it will be compiled.  Press the magnifying button at 

the top right corner of the Arduino programme which opens the dialogue 

box 

 

9. The dialogue box will open 
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  If you need to set the date and time follow the instructions in the dialogue 

box, i.e. 

 

10. Next, upload the CO2 code from the data file 

Cozir_sensor_example_CO2Meter_v4.  Again, press the arrow to upload 

the code onto the Arduino board. 

 

11. The dialogue box will open, and there should be readings of CO2 plus 

humidity (or temperature depending on set-up).  These will 

simultaneously be being downloaded on the SD card also. 

12. Connect battery pack to Arduino board BEFORE disconnecting the sensor 

and electronics. 
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13. Disconnect sensor and electronics from the laptop via the USB cable. 

14. Place sensor and electronics in the PTFE tube. 

15. Make sure the o-ring is clean and free of any detritus and place a small 

amount of o-ring grease over the surface. 

16. If possible, before deployment and when the sensor is in the PTFE tube, 

put a flow of air from a gas canister into the tube and quickly place the 

screw lid on the PFTE tube.  This is to dry the air inside the PTFE tube as 

much as possible.  Close the lid and the o-ring should create a waterproof 

seal.   

17. The sensor is now ready to be deployed. 

N.B. Within the body of code in Cozir_sensor_example_CO2Meter_v4 there 

are two areas highlighted in red. The first is where to manipulate the code 

depending on whether you want to output CO2 & Humidity OR CO2 & 

Temperature.  Change the highlighted red number to 4100 if you wish to 

output CO2 & H or change the highlighted red number to 68 if you wish to 

output CO2 & T. 

The next area highlighted in red is where you can change the frequency of 

readings, i.e. whether you would like a reading every 10 seconds or every 5 

mins etc (or what is needed for your specific work). This is a simple 

arithmetic problem and the number can be changed accordingly, e.g.  
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1 Reading every: Input number: 

10s 10000 

20s 20000 

30s 30000 

1 min 60000 

2 min 120000 

5 min 300000 
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