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Abstract

Conventional Si complementary-metal-oxide-semiconductor (CMOS) scaling is fast ap-

proaching its limits. The extension of the logic device roadmap for future enhancements

in transistor performance requires non-Si materials and new device architectures. III-V

materials, due to their superior electron transport properties, are well poised to replace Si

as the channel material beyond the 10 nm technology node to mitigate the performance loss

of Si transistors from further reductions in supply voltage to minimise power dissipation

in logic circuits. However several key challenges, including a high quality dielectric/III-

V gate stack, a low-resistance source/drain (S/D) technology, heterointegration onto a

Si platform and a viable III-V p-metal-oxide-semiconductor field-effect-transistor (MOS-

FET), need to be addressed before III-Vs can be employed in CMOS.

This Thesis specifically addressed the development and demonstration of planar III-V

p-MOSFETs, to complement the n-MOSFET, thereby enabling an all III-V CMOS tech-

nology to be realised. This work explored the application of InGaAs and InGaSb material

systems as the channel, in conjunction with Al2O3/metal gate stacks, for p-MOSFET

development based on the buried-channel flatband device architecture. The body of work

undertaken comprised material development, process module development and integration

into a robust fabrication flow for the demonstration of p-channel devices.

The parameter space in the design of the device layer structure, based around

the III-V channel/barrier material options of Inx≥0.53Ga1−xAs/In0.52Al0.48As and

Inx≥0.1Ga1−xSb/AlSb, was systematically examined to improve hole channel transport.

A mobility of 433 cm2/Vs, the highest room temperature hole mobility of any InGaAs

quantum-well channel reported to date, was obtained for the In0.85Ga0.15As (2.1% strain)

structure.

S/D ohmic contacts were developed based on thermally annealed Au/Zn/Au metallisation

and validated using transmission line model test structures. The effects of metallisation
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thickness, diffusion barriers and de-oxidation conditions were examined. Contacts to

InGaSb-channel structures were found to be sensitive to de-oxidation conditions.

A fabrication process, based on a lithographically-aligned double ohmic patterning ap-

proach, was realised for deep submicron gate-to-source/drain gap (Lside) scaling to min-

imise the access resistance, thereby mitigating the effects of parasitic S/D series resistance

on transistor performance. The developed process yielded gaps as small as 20 nm.

For high-k integration on GaSb, ex-situ ammonium sulphide ((NH4)2S) treatments, in

the range 1%-22%, for 10 min at 295 K were systematically explored for improving the

electrical properties of the Al2O3/GaSb interface. Electrical and physical characterisation

indicated the 1% treatment to be most effective with interface trap densities in the range of

4− 10×1012 cm−2eV−1 in the lower half of the bandgap. An extended study, comprising

additional immersion times at each sulphide concentration, was further undertaken to

determine the surface roughness and the etching nature of the treatments on GaSb.

A number of p-MOSFETs based on III-V-channels with the most promising hole trans-

port and integration of the developed process modules were successfully demonstrated

in this work. Although the non-inverted InGaAs-channel devices showed good cur-

rent modulation and switch-off characteristics, several aspects of performance were non-

ideal; depletion-mode operation, modest drive current (Id,sat=1.14 mA/mm), double

peaked transconductance (gm=1.06 mS/mm), high subthreshold swing (SS=301 mV/dec)

and high on-resistance (Ron=845 kΩ.µm). Despite demonstrating substantial improve-

ment in the on-state metrics of Id,sat (11×), gm (5.5×) and Ron (5.6×), inverted de-

vices did not switch-off. Scaling gate-to-source/drain gap (Lside) from 1µm down

to 70 nm improved Id,sat (72.4 mA/mm) by a factor of 3.6 and gm (25.8 mS/mm) by

a factor of 4.1 in inverted InGaAs-channel devices. Well-controlled current modula-

tion and good saturation behaviour was observed for InGaSb-channel devices. In the

on-state In0.3Ga0.7Sb-channel (Id,sat=49.4 mA/mm, gm=12.3 mS/mm, Ron=31.7 kΩ.µm)

and In0.4Ga0.6Sb-channel (Id,sat=38 mA/mm, gm=11.9 mS/mm, Ron=73.5 kΩ.µm) de-

vices outperformed the InGaAs-channel devices. However the devices could not be

switched off. These findings indicate that III-V p-MOSFETs based on InGaSb as op-

posed to InGaAs channels are more suited as the p-channel option for post-Si CMOS.
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Introduction

1.1 Background and Motivation

The Si metal-oxide-semiconductor field-effect-transistor (MOSFET), invented in 1959 by

Kahng and Atalla [1], is the key building block of integrated circuits (ICs) that are found

in nearly all modern electronic devices such as mobile phones and computers. In digital

applications, which is the mainstream technology of modern microelectronics, MOSFETs

serve as an electronic switch. Logic circuits are based on the complementary-metal-oxide-

semiconductor (CMOS) technology, which comprises a pair of n- and p-type Si MOSFETs.

“Smaller is better”. This motto has been the driving force behind the microelectronics

revolution. For over forty years Si CMOS has been advancing along an exponential path of

shrinking device dimensions and increasing device density. This trend was first recognised

by Gordon Moore in 1965, who predicted that the number of transistors in an IC would

double approximately every 2 years [2]. Remarkably, the semiconductor industry has kept

pace with Moore’s prediction by continuously pushing the limits of technology.

The so-called Moore’s law is simply a law of economics. Decreasing the transistor

footprint, allows for increased functionality in the same chip area or a similar functionality

in a reduced chip area. Either way, the reduction in semiconductor real-estate from

downsizing transistors results in a reduced cost per function. But there are other benefits

to transistor downsizing. In 1974, Dennard and co-workers [3] showed that by scaling the

transistor based on a set of rules, improvements in device performance can be obtained.

In this scaling methodology, shown in Table 1.1, the physical dimensions and voltages

are reduced by a scaling factor, κ, and the doping is increased by κ, so that the two-

dimensional electric field pattern of the transistor is maintained constant. Therefore

1
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Table 1.1: Ideal transistor scaling scheme based on Dennard’s scaling laws for a chip of

a given size, where κ is the scaling parameter [3].

Device and chip parameters Scaling factor

Device dimensions: gate length (Lg), gate width (Wg), oxide thickness (tox), junction depth (xj) 1/κ

Voltages: supply voltage (Vd), threshold voltage (Vth) 1/κ

Substrate doping concentration: Ndop κ

Electric field in the device: Eeff 1

Gate oxide capacitance: Cox 1/κ

Drive current in saturation: Id,sat 1/κ

Id,sat per unit Wg: Id,sat/µm 1

Gate delay (switching speed): τ 1/κ

Power dissipation per device: P 1/κ2

Energy-delay product: EDP 1/κ3

Number of transistors: NT κ2

Clock frequency: f κ

Power density in chip: Pchip 1

as the transistor is made smaller the switching speed is increased by κ and the power

dissipation is reduced by κ2, while the power density of the chip remains unchanged.

Despite Dennard’s scaling laws serving as an essential blueprint for transistor scaling,

the semiconductor industry did not strictly follow this. Rather, transistor scaling has

taken a more aggressive route since the first microprocessor in 1971 [4] as illustrated

in Figure 1.1. Over a 30 year period, while the physical dimensions of the transistor

decreased by a factor of 100 based on κ=
√

2 in accordance with Moore’s law, the supply

voltage only decreased by a factor of 10. As result, the switching speed increased by

1000× as opposed to 100× in the ideal scaling scenario. This additional improvement in

device performance came at the cost of chip power consumption, which in ideal scaling

is unchanged, increasing by a factor of 105. Therefore, power consumption presents the

most significant scaling limit.

Power dissipation in CMOS circuits can be categorised into two types; dynamic and

static. Dynamic power, Pd, is dissipated when switching between logic states while static

power, Ps, is dissipated when a logic state is maintained between switching events. For

over thirty years, the main source of chip power consumption has been Pd, given by

the product of the on-current and supply voltage (Pd = Id,satVd). In 2001, the power

dissipated in ICs reached about 100 W/cm2 [5, 6]. This is the limit that can be tolerated

in most practical applications without incurring substantial cooling and packaging costs.
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Figure 1.1: Actual industry trend of transistor scaling between the period of 1970 and

2000 [4].

As transistor scaling progresses into the sub-100 nm regime, the once negligible static

power appears to be catching up with the dynamic power as observed in Figure 1.2(a).

Two effects contribute to the exponential increase in Ps, the first is the fundamental

limitation associated with lowering the threshold voltage (Vth). Due to the non-scalable

characteristic of the thermal voltage, the subthreshold swing (SS), a measure of the

steepness of transition between on- and off-state, cannot be scaled beyond the limit of

60 mV/dec at room temperature [5, 6]. As shown in Figure 1.2(b), reducing Vth thus

results in the off-state leakage current (Ioff) increasing exponentially. A second effect

arises as the transistor gate length is reduced below 100 nm. The reduction in electrostatic

gate control over the channel from the stronger influence of the drain manifests as Vth

roll-off, drain-induced barrier lowering (DIBL) and SS degradation [7]. These effects,

collectively known as short-channel effects (SCE), increase the off-state leakage leading

to higher static power dissipation. A number of methods including high channel doping,

ultra-thin gate oxides and shallow source/drain (S/D) junctions can be used to suppress

SCE [7]. These approaches however are accompanied by loss of transistor performance

from channel mobility degradation and increased S/D series resistance, and an increase in

static power dissipation, from the emergence of gate leakage and band-to-band tunnelling

3
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Figure 1.2: (a) Dynamic and static power density trends with gate length scaling [5]

and (b) effect of threshold voltage on the off-state leakage current of a MOSFET.

(BTBT) [7].

The mandate for increasing switching speed, at a given overdrive, whilst reducing

power dissipation for future scaling is met with conflicting needs between dynamic and

static power. Dynamic power pushes for a lower Vd, and thus a lower Vth, whereas static

power demands a higher Vth, and hence a higher Vd. As a consequence, CMOS has

entered into an era of power-constrained scaling where voltage scaling has almost come

to a standstill since the 130 nm technology node [8]. To extend Moore’s law, new and

innovative “technology boosters” have been introduced into conventional Si CMOS. This

started from the 90 nm node (2003), where uniaxial compressive and tensile strain was used

to enhance the hole and electron mobility in the Si channel. In n-MOSFETs tensile strain

was induced by capping the gate stack with a Si3N4 layer, while in p-MOSFETs epitaxially

regrown SiGe S/D was used to induce compressive strain [9]. By 2007 gate leakage from

quantum mechanical tunnelling of carriers through the SiO2 dielectric layer had increased

to intolerable levels as oxide thickness scaled below 2 nm [8]. Further, drive current was

degraded from poly-depletion effects associated with the doped polysilicon gate [8]. To

mitigate these issues, SiO2 was replaced with a higher-permittivity (high-k) gate dielectric,

HfO2, of increased physical thickness and CMOS reverted back to using metal gates at the

45 nm node [10]. The introduction of a non-planar 3-dimensional (3D) device architecture

at the 22 nm node (2011) signalled the biggest change in CMOS history since high-k/metal

gate (HKMG). The improved electrostatic gate control from a Si FinFET, where the gate

covers the top and sides of the fin, minimises SCE [11]. Therefore, the FinFET enabled

improvements in switching performance and power consumption over the planar equivalent

at lower supply voltages [11]. In 2014, the 14 nm node, a second generation Si FinFET,
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was released [12]. Presently the industry is priming for the 10 nm node, a third generation

Si FinFET due to be released in early 2017.

Beyond the 10 nm node, Si is not expected to feature in CMOS as the channel material

due to the unacceptable performance loss with further reductions in supply voltage [13].

In its place, alternate channel materials with higher carrier mobility and velocity will

be required [13, 14]. In this regard, III-V compound semiconductors are well placed to

supersede Si as the channel material due to their superior electron transport properties.

As shown in Figure 1.3, III-Vs demonstrate significantly higher electron mobilities and

injection velocities compared to Si.
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Figure 1.3: (a) Electron and hole mobilities of various semiconductors and (b) electron

injection velocity, νinj, versus gate length for Si n-MOSFETs (at Vd=1.1–1.3 V) and III-V

HEMTs (at Vd=0.5 V) [14].

The benefit of III-V in CMOS can be appreciated by considering its impact on the

performance metrics of gate delay and energy-delay product (EDP ). The gate delay has

an inverse dependence on the average velocity of the carriers, which in the case of short

channel devices is limited by the carrier injection velocity (υinj), as given in Equation (1.1).

τ ∝ Vd

nqυinj
, (1.1)

where the product of the injection velocity, channel carrier density, n, and elementary

charge, q, determines the drive current of the transistor [15]. The EDP defines the

tradeoff between power dissipation and performance and is given as [15]

EDP ∝
V 3

d

nqυinj
. (1.2)
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Figure 1.4 compares the gate delay and EDP , as a function of gate length, between III-V

high electron mobility transistors (HEMTs) and Si n-MOSFETs. It is evident that III-Vs

demonstrate substantially lower gate delay and EDP as compared to Si at a given gate

length. The gain in gate delay for III-V channels saturates with reducing gate length,

owing to the increased device parasitics from the non self-aligned (SA) architecture of

the HEMT [15]. By adopting a SA technology, it is expected that the performance gain

would continue with gate length scaling as indicated by the dashed line in Figure 1.4(a).

Based on these merits, there is a strong motivation for III-Vs as a post-Si CMOS option.
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Figure 1.4: Comparison of (a) gate delay and (b) energy-delay product, as a function

of gate length, in Si n-MOSFETs and III-V HEMTs [15].

1.2 Key Challenges

The introduction of a new channel material into mainstream CMOS is faced with several

obstacles. Before III-Vs can be deployed in future technology nodes, they will have to

outperform the Si alternative by a margin of 30-50% [14]. Further, III-V MOSFETs must

be manufactured in a cost-effective manner and be scalable over a few technology gener-

ations. In order to make this happen several key challenges, as highlighted in Figure 1.5,

have to be addressed and are described below.

High Quality Gate stack

Central to the MOSFET is the gate stack. It comprises a metal gate and a dielectric atop

the semiconductor channel. A high quality gate stack is crucial for effective gate control

of the channel. This requires a suitably scaled dielectric that is free of charge defects, a

smooth dielectric/semiconductor interface with minimal interfacial imperfections and high

6



Chapter 1 Introduction 1.2 Key Challenges
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Figure 1.5: Schematic illustrating the key challenges facing III-V CMOS technology.

thermal stability. In this regard, Si is blessed with good fortune. The excellent chemical

marriage between Si and its native oxide, SiO2, results in a low interface trap density

(Dit), on the order of 1010 cm−2eV−1 [16]. Hence transistor performance is not degraded.

III-Vs however are not so fortunate. The unforgiving nature of III-V native oxides results

in a high density of interface defects, increased dielectric defects and increased interface

roughness to the detriment of device performance. Importantly, Fermi level pinning (FLP)

due to the high Dit will inhibit the gate’s ability to modulate the channel charge [17].

An unpinned Fermi level in III-V was first reported based on the in-situ deposition

of gallium-gadolinium-oxide dielectric on GaAs [18–20]. Subsequently, an ex-situ Al2O3

atomic layer deposition (ALD) process was demonstrated to unpin the Fermi level on

GaAs [21, 22]. It was found that during the very early stages of ALD, a “self-cleaning

effect” occurs that largely removes the native oxides prior to dielectric deposition [21, 22].

Since the up-take of ALD in Si CMOS manufacturing [10], ALD integration has been ex-

tensively investigated on a variety of III-V materials, most notably InGaAs [23–28] with

promising results. Complementary with this, several surface passivation techniques have

been examined to improve the gate stack quality including pre-deposition treatments [23–

27, 29, 30], interfacial control layers [31–33], deposition chemistry [34], post-deposition

treatments [23–25, 30, 35] and alternative high-k dielectrics [32, 35, 35–41] . These var-

ious investigations have led to a few demonstrations of In≥0.53GaAs n-MOSFETs with

performance approaching and exceeding state-of-the-art Si n-MOSFETs [32, 42–46]. Fur-

ther improvements in the gate stack are still needed before III-Vs can become a viable

integration option in CMOS.

Low-resistance S/D Technology

Parasitic source/drain series resistance (Rsd) poses a key challenge for III-V CMOS and its

future scalability. As dimensions are scaled, the channel resistance of MOSFETs decreases

significantly, resulting in the on-current being eventually limited by Rsd. The reduction
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in S/D geometries with device scaling also causes an increase in the contact resistance

due to current crowding effects [47].

Two components of Rsd that need to be engineered to minimise the impact of parasitic

resistance on device performance are the junction and contact technologies. A low damage,

abrupt, conformal, heavily doped junction is required to maintain electrostatic charge

control. In Si technology, ion implantation is a standard practice for junction doping [48].

This technique however poses problems for III-Vs. The alteration of the stoichiometry

presents difficulties for recovering crystal damage induced by implantation. Such damage

results in lower dopant activation as well as higher junction leakage [49]. A number of

alternatives including selective epitaxial regrowth (SEG), monolayer doping (MLD) and

plasma doping are being pursued as replacements for ion implantation [49].

In SEG, heavily doped S/D regions are regrown using either molecular beam epitaxy

(MBE) or metal-organic chemical vapour deposition (MOCVD). Regrowth provides for

abrupt doping profiles, high doping densities (5.5×1019 cm−3 [50]) and reduced leakage

[49]. Another promising approach is MLD. This technique comprises the termination of

the III-V surface with a monolayer of dopant atoms, before dielectric capping and thermal

annealing for dopant drive-in and activation [49]. MLD is a low-cost, low damage process

that achieves ultra-shallow junctions of high uniformity. A third technology is plasma

doping, which offers the process simplicity of ion implantation and yet provides for low

damage, ultra-shallow junctions [49].

When it comes to contact technologies, III-Vs have traditionally relied on Au-based

alloyed ohmic contacts. There are two drawbacks to such contacts in CMOS, the first is

that Au introduces deep level traps in Si devices and therefore is barred from Si processing

lines [49]. The other drawback is non-uniformity due to metal spiking in Au-based metal

alloys. This makes the contact scheme incompatible for tight device geometries required

in CMOS [49]. Two contact technologies have been explored on III-Vs to obviate Au-

based alloyed contact schemes. The first is a process similar to silicide that is used for

Si CMOS. Silicide-like contacts to III-Vs have been investigated using Ni [51–53], Co

[54] and Pd [55] at relatively low temperatures. The more promising approach, yielding

superior contact performance, is based on refractory ohmic contacts, e.g. Mo, to highly

doped III-V materials [56–58]. It is further vital that SA techniques are used during

junction/contact formation to minimise parasitic resistance [13, 14].

Integration on Si Platform

III-Vs eventually need to be heterointegrated on a Si platform. From a manufactur-

ing perspective, a wafer-scale integration solution is highly desirable. Access to existing
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mature Si technology toolsets would reduce production and substrate costs. Various inte-

gration technologies are currently under consideration. These include buffer layer growth

[32, 59, 60], aspect ratio trapping (ART) [61–63] and layer transfer [64–66].

The prospect of directly growing III-Vs on Si is complicated by the large lattice mis-

match between the two materials, which results in a defective grown layer. This problem

can be eased by employing a buffer layer that is compositionally graded between the lat-

tice constants of Si and III-V. Defect-free III-V layers can therefore be grown as the misfit

dislocations are confined to the graded buffer. III-Vs have been successfully integrated

on Si employing buffer layers (>1µm in thickness) grown by MBE [32, 59] and MOCVD

[60] techniques. Such thick buffers are however not economical, as throughput is reduced

from the long growth times, and thus not a viable manufacturing solution.

Aspect ratio trapping is another integration technique that enables III-Vs to be di-

rectly grown on Si [61–63]. In this approach, III-Vs are grown in high aspect ratio trenches

defined in a SiO2 hard mask on top of the Si substrate. The defects that nucleate at the

bottom of the trench during the growth of III-Vs are trapped in the trench sidewalls, leav-

ing the material at the top of trench, in theory, defect free. Other than demonstrations of

InP and InGaAs growths, the approach has yet to yield high performance devices [61–63].

Layer transfer is the final approach for III-V integration on Si. In this method, the

III-V active layer is transferred from a III-V donor wafer onto a Si acceptor wafer covered

with a thin dielectric. This can be achieved by means of epitaxial layer transfer [66, 67],

or by direct wafer bonding (DWB) followed by an etch back process [64] or hydrogen

induced thermal splitting [65]. Czornomaz et al. showed that the layer transfer process

can be made economically viable by recycling the donor wafer [65]. Despite this, scaling

up the wafers for manufacturing purposes still poses a challenge.

III-V p-MOSFET

For CMOS logic functionality, comparably performing n- and p-MOSFETs are required.

Historically, owing to the significantly higher mobility of electrons compared to holes in

Si, the n-MOSFET has outperformed its counterpart. As a result, circuit designers have

adapted to working with Si p-MOSFETs with only a third of the performance of the n-

MOSFETs. As such, the performance gap between n- and p-devices should be no greater

than this in future technology nodes.

The search for a p-channel option to complement the III-V n-MOSFET thrust reveals

Ge to be an ideal candidate due to its exceptionally high hole mobility (µh), highest among

all semiconductors [68], and the progress made in Ge p-MOSFET technology [69–72]. The
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cointegration of Ge and III-Vs, however, significantly increases the processing complexity

due to the material systems having differing chemistries and thermodynamic stabilities.

Unless these issues can be addressed, Ge is not a viable p-channel option in future nodes.

An all III-V CMOS technology would greatly simplify device processing. The difficulty

is finding a III-V that would satisfy the performance gap criteria. This is largely due to the

significantly lower mobilities of holes compared to electrons in III-Vs [68]. There are two

ways the hole mobility can be enhanced, the first being the introduction of compressive

strain by means of pseudomorphic growth on materials with smaller lattice constants.

This has yielded hole mobilities as high as 390 cm2/Vs in Inx≥0.53GaAs [73], 1500 cm2/Vs

in GaSb [74, 75] and InGaSb [76], and just over 1200 cm2/Vs in InSb [77]. Uniaxial

compressive strain, similar to that used in Si CMOS to boost mobility, as well as the

superposition of both uniaxial and biaxial strains have also been explored for III-Vs [78–

80]. A second approach is to use a buried channel structure in which a barrier material is

interposed between the channel layer and the high-k dielectric to mitigate dielectric- and

interface-related scattering that causes mobility degradation [81].

As compared to the other challenges of III-V CMOS, research effort towards realising

a III-V p-channel solution has been extremely limited. Despite III-V p-MOSFETs having

been demonstrated in GaAs [82], InGaAs [83], GaSb [84–90] and InGaSb [67, 89, 91–93],

their performance is still considerably lagging behind that of III-V n-MOSFETs. As a

result, a viable III-V p-channel option is still elusive to date. This particular challenge

will be the focus of this thesis.

1.3 Scope and Outline of this Thesis

The objective of this Thesis is to develop planar III-V p-MOSFETs to determine if III-

V materials are a viable p-channel solution to enable an all III-V approach for post-Si

CMOS. When the project began at the end of 2008, planar device technology was expected

to continue as the mainstream in CMOS. This forms the motivation to undertake planar

device investigation in this work. Two essential stages of transistor development were

addressed. One involves an investigation into optimising the channel transport properties

by means of heterostructure engineering. The other is process module development and

integration into a robust fabrication flow. This entails the development of source/drain

and gate stack technologies, two key components required of any MOSFET, for the re-

alisation of a complete device. In addition to this, the mitigation of parasitic effects on
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device performance was explored via transistor layout optimisation. To this end, the

specific aims of this work included:

• investigation of hole transport enhancement in III-V channels by means of layer

design optimisation studies using suitably designed structures.

• development and experimental validation of source/drain ohmic contact modules

appropriate for device integration.

• development and experimental validation of gate stack modules suitable for integra-

tion with III-V materials.

• investigation of methods to minimise device level parasitics which contribute to the

degradation of MOSFET performance.

• demonstration of III-V p-MOSFETs based on III-V channels with the most promis-

ing hole transport and integration of developed process modules.

From a technological perspective, it is important to understand how the devices de-

veloped in this work are placed in the context of Si CMOS. The technologies used for Si

p-MOSFETs in CMOS and for the realisation of III-V p-MOSFETs of this work are com-

pared in Figure 1.6. Apart from the high-k/metal gate (HKMG), it is observed that the

III-V devices differ from Si devices in all other technological fronts. Unlike the inversion-

type Si transistors, the III-V p-MOSFETs are based on the flatband device architec-

ture; the structure consists of a modulation-doped, high mobility channel, clad by wider

bandgap barrier layers [94]. The flatband architecture obviates the need for ion-implanted

source/drain (S/D) regions. This is because in the access regions on either side of the

gate, which act like shallow S/D extensions in Si MOSFETs, the carriers are supplied to

the channel from the ohmic contacts and the doping plane [94]. The doping arrangement

further provides for low-resistance access regions [94]. As opposed to local strain in Si

p-MOSFETs, achieved by recess etching and selective epitaxial regrowth of SiGe in the

S/D regions to induce uniaxial compressive stress to the Si channel [9], the III-V p-channel

transistors are subject to global strain. This is afforded by the flatband device architec-

ture in which biaxial compressively stressed channels are realised through pseudomorphic

growth on III-V materials with a smaller lattice constant, similar to HEMT technology.

Other deviations from Si CMOS technology include growth of the III-V epi-layers on a

III-V substrate rather than a Si substrate, and the adoption of lithographically-aligned

(LA) AuZn contact metallisation in the S/D regions. The problem with Au-based contact

technology is that it is forbidden in Si device processing, since Au acts as an impurity,

producing deep-level traps in Si, thereby degrading the device performance [49]. In Si
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Figure 1.6: Technologies used for (a) Si p-MOSFETs in CMOS and (b) III-V p-

MOSFETs developed in this work.

CMOS, a self-aligned silicide (salicide) contact metallisation is used whereby a blanket

deposited metal selectively reacts with the underlying semiconductor material to form a

highly metallic region [48]. Metal such as Ni, Co or Ti are used in a two-step annealing

process to prevent the spacer overgrowth of the silicide which could cause a leakage path

between the gate and S/D regions [48]. In the first step, a low temperature anneal is

performed to achieve a silicide phase of high resistivity. Following the wet chemical etch-

ing of the unreacted metal, a second higher temperature anneal is performed to realise

a low resistivity silicide phase [48]. Similar salicide-like contact metallisations have also

been investigated on III-V devices [51–55]. It is worth emphasising that III-V integration

on a Si substrate and the realisation of a low-resistance contact technology that avoids

Au, key challenges that are currently being addressed to enable a manufacturable III-V

CMOS technology to be realised (see Section 1.2), did not fall into the scope of this work

and thus not addressed. The objective of this work was to evaluate the viability of III-Vs

as a p-channel solution for post-Si CMOS via device demonstrations. This required the

development of process modules as relevant for device integration, without the stringent

requirement of Si-compatible processing in the first instance. However, where possible

Si-compatible processing was employed. Subsequent to the work presented in this Thesis,
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the author has realised III-V p-MOSFETs based on a Ni-based (Au-free) S/D metallisa-

tion, similar to silicide-like contact technology, thus demonstrating the potential of the

devices to be compatible with Si CMOS processing.

This work was supported by customisation funding from the Semiconductor Research

Corporation (SRC) in USA, to complement the III-V n-channel work undertaken by the

SRC Nonclassical CMOS Research Center (NCRC) comprising University of California

Santa Barbara, University of California San Diego, Stanford University and University of

Glasgow.

The organisation and contents of this Thesis are as follows: Chapter 2 provides the

theoretical background needed for the understanding and analysis of devices described

in this Thesis. The chapter begins with the introduction of MOSFET theory followed

by a description of the metal-oxide-semiconductor (MOS) capacitor, the device channel

and metal-semiconductor contacts. Chapter 3 provides a description of the fabrication

techniques used for process module development and device integration which includes

lithography, pattern transfer, and thin film deposition and removal. Chapter 4 presents

the various characterisation methods used in evaluating the metrics related to the grown

epitaxial material, ohmic contacts, gate stack and the overall device. Specifically the Hall

effect and van der Pauw techniques for material transport characterisation, transmission

line model for contact characterisation and MOS device characterisation for extraction

of key figures of merit are described. Chapter 5 outlines the investigation of bandgap

and strain engineering, collectively heterostructure engineering, for the optimisation of

hole transport properties in III-V channels, using suitably designed structures. Chapter 6

summarises the process modules that were developed and examined for S/D and gate

stack engineering as required for device integration. Chapter 7 describes experimental

results of the fabricated III-V p-channel MOSFETs and provides an in-depth analysis of

the performance metrics. Chapter 8 summarises the outcomes and key findings of this

thesis and provides suggestions for future work.
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2

Background Theory

2.1 Introduction

This chapter gives an overview of the key fundamentals and concepts required for the

understanding and analysis of devices described in this work. The chapter begins by

introducing the basic operation and current-voltage characteristics of MOSFETs, followed

by a summary of short-channel effects. The key components of a MOSFET are then

considered separately in three parts. In the first part, the electrostatics and capacitance-

voltage characteristics of an ideal MOS capacitor are described prior to introducing the

non-ideal effects. The second part deals with the carrier transport in the device channel.

An overview of scattering mechanisms followed by methods to engineer the channel for

improved transport are presented. Finally the chapter concludes with a section on the

theory of metal-semiconductor contacts.

2.2 The Metal-Oxide-Semiconductor Field-Effect-Transistor

2.2.1 Basic Operation

A traditional bulk p-MOSFET is shown in Figure 2.1. The transistor comprises two

heavily p-doped semiconductor regions, referred to as source and drain, which are sepa-

rated by a n-doped semiconductor region called the substrate. This describes a p-channel

MOSFET. For a n-channel MOSFET, the doping in the S/D and substrate regions would

be reversed. The region between the source and drain regions, referred to as the channel,

is covered by an insulator layer. A metal electrode called the gate sits atop the insula-

tor. The insulator, referred to as the gate oxide or dielectric, isolates the channel from
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Figure 2.1: Schematic diagram of a p-channel MOSFET.

the gate. A simple MOSFET is a three-terminal device comprising a gate, source and

drain contacts, each of which can be biased independently (assuming the substrate is

grounded). Here, transistor operation is described for a p-channel MOSFET. Typically,

the source is grounded (Vs=0) and the drain is biased with a negative voltage, Vd. Bi-

asing the gate at zero volts causes majority carries (electrons) to accumulate underneath

the gate dielectric, thereby isolating the source and drain. As a result, there is no drain

current (Id) flowing along the channel and the transistor is turned off. This is known

as the off-state condition. As the gate voltage (Vg) is made more negative, electrons are

repelled from the dielectric/semiconductor interface. This results in the formation of a

depletion layer, devoid of carriers. At a large enough negative Vg, holes spill out of the

S/D regions to accumulate under the gate dielectric giving rise to an inversion layer. This

results in a current flow in the channel between the source and drain and the transistor

is turned on, a condition referred to as on-state. The gate bias at which the device turns

on is called the threshold voltage (Vth). Further increase in gate bias beyond Vth acts

to increase the carrier population in the conductive channel, resulting in a higher drain

current. Therefore, the current that flows from the source to drain is modulated by the

gate. It is this modulation of the drain current that provides for switching operation in

digital logic circuits.

2.2.2 Current-Voltage Characteristics

The behaviour of an ideal long-channel MOSFET will now be described by invoking the

gradual channel approximation [95]. In this approximation, the longitudinal electric field
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(Ex) along the channel is taken to be is much smaller than the transverse electric field

(Ey), which in turn allows for the use of the one-dimensional form of Poisson’s equation.

To further simplify the analysis, the minority carriers that form the inversion layer are

assumed to be located as a sheet at the dielectric/semiconductor interface (charge sheet

approximation). This implies no potential drop or band bending across the inversion

layer. Under these approximations, the inversion charge density (Qinv) in the channel, at

a position x from the source, can be expressed as:

Qinv = Cox (Vg − Vth − Vc(x)) , (2.1)

where Cox is the dielectric capacitance, Vg is the gate bias, Vth is the threshold voltage

and Vc(x) is the potential at a distance x along the channel with respect to the source.

The average carrier drift velocity (υd) at a point x along the channel is related to Ex

by the carrier mobility (µ), which is assumed to be a constant:

υd = µEx = µ
dVc

dx
. (2.2)

The product of the carrier drift velocity, inversion charge and the channel width (Wg)

gives form to the drain current that flow in the channel from drain to source:

Id = µCoxWg
dVc

dx
(Vg − Vth − Vc(x)) , (2.3)

where Id is assumed to be constant along the channel. Integrating Equation (2.3) along

the channel under the appropriate boundary conditions of Vc(0)=0 at the source and

Vc(Lg)=Vd at the drain enables an expression for the drain current to be obtained as

follows:

Id = µCox
Wg

Lg

[
(Vg − Vth)Vd −

V 2
d

2

]
, (2.4)

where Lg is the gate length. Equation (2.4) captures the basic current-voltage (I–V )

characteristic of a long-channel MOSFET for the condition Vg≤Vth. If 0>Vd>Vg−Vth,

the quadratic term in Equation (2.4) can be neglected and the drain current increases

linearly with gate bias. This is the linear region for which the drain current is expressed

as:

Id = µCox
Wg

Lg
[(Vg − Vth)Vd] . (2.5)

When Vd<Vg−Vth<0, the channel becomes pinched off. Under this condition, a seg-

ment of the channel towards the drain end contains no inversion charge and is therefore
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highly resistive. Further increase in drain voltage (Vd) does not increase the drain current.

Instead, the pinch-off point extends towards the source, with additional potential being

dropped across this increasing resistance. The MOSFET is said to be in saturation and

the drain current becomes independent of drain voltage as stated in Equation (2.6):

Id,sat = µCox
Wg

2Lg
(Vg − Vth)2 . (2.6)

The simple models used in deriving the long-channel behaviour of MOSFETs become

invalid when transistors are scaled to short gate lengths. This is due to the short-channel

effects summarised in Section 2.2.3. The drain current of short-channel devices in satu-

ration is given by:

Id,sat = WgCox υsat (Vg − Vth) , (2.7)

where υsat is the saturation velocity.

The I–V characteristics of transistors are usually obtained and plotted in two ways.

Measuring the drain current as a function of drain bias at a constant gate bias gives form

to the output characteristics illustrated in Figure 2.2(a). The transfer characteristics

(Figure 2.2(b)), on the other hand, plots the drain current as a function of gate bias for

a constant drain bias. A number of device performance metrics can be obtained from the

output and transfer characteristics as detailed below:

• Saturation drain current: The saturation drain curent (Id,sat) is the drive current

at high Vd and high Vg, normalised to the width of the gate (Wg).

• Output conductance: The output conductance (gd) is a measure of drain current
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Figure 2.2: (a) Output and (b) transfer characteristics of a generic MOSFET.
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saturation and is derived from the slope of the output characteristics in the satura-

tion region (dVd/dId) at medium to high drain bias.

• On-resistance: The drain current, in the linear region of device operation, is limited

by the on-resistance (Ron), which is determined from the inverse slope of the output

characteristics (dVd/dId) at low Vd as shown in Figure 2.2(a). The on-resistance is

comprised of the source (Rs), drain (Rd) and channel (Rch) resistances.

• Transconductance: The transconductance (gm) of a transistor is a measure of the

gate control over the drive current modulation in the channel. It is defined as the

rate of change of drain current with applied gate bias at a fixed drain bias:

gm =
dId

dVg
. (2.8)

As indicated in Figure 2.2(b), gm is represented by its maximum value.

• Threshold voltage: The threshold voltage (Vth) is defined as the gate voltage that

marks the transition between the on-state and off-state operation of a transistor.

The appropriate methodology for extracting Vth from the transfer characteristics

will be covered in Section 4.4.2.1.

• Subthreshold swing: The SS, measured below Vth, quantifies the gate voltage

required to switch a transistor from the off-state to the on-state. SS is defined as the

gate bias required to increase the drain current by one order of magnitude, measured

in mV/dec, and is determined from the inverse slope of the transfer characteristic

plotted on a logarithmic scale:

SS =
dVg

d(log10Id)
. (2.9)

The theoretical limit of SS is 60 mV/dec at room temperature [5, 6].

2.2.3 Short-Channel Effects

As the channel length of a MOSFET is reduced, the spatial extent of the depletion widths

of the source and drain regions becomes increasingly comparable to the channel length.

This causes the source and drain regions to exact a stronger influence on the channel

regions, thereby diminishing the gate control over the channel. This gives form to short-

channel effects (SCE), which are discussed in the following paragraphs.
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Threshold Voltage Roll-off

In a MOSFET, depletion regions are formed under the gate as well as the source and

drain regions as shown in Figure 2.3(a). Based on the charge sharing model [96], fixed

charges in the depletion region are balanced by equal and opposite charges both on the

gate and within the source and drain depletion regions. The division and charge sharing

of the depletion regions between the gate and depletion regions of the source and drain

are indicated in Figure 2.3(a) for long and short-channel devices. In long-channel devices,

the depletion charge is almost entirely balanced by charges in the gate, with negligible

contribution from source and drain depletion regions. With decreasing channel length the

source and drain depletion regions become comparable to the channel length. Therefore in

short-channel devices, the source and drain depletion regions make up a larger proportion

of the overall depletion region under the gate. This translates to a greater proportion of

bulk depletion charge being balanced by charges within the source and drain depletion

regions. As a result, the onset of inversion is achieved under a reduced charge on the

gate, and therefore a lower threshold voltage, Vth. This reduction in threshold voltage

with decreasing channel length, as illustrated in Figure 2.3(b), is referred to as Vth roll-off.
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Figure 2.3: (a) Schematic illustrating charge sharing of the depletion regions in long

and short-channel p-MOSFETs and (b) example plot of threshold voltage vs. channel

length, based on arbitrary values, demonstrating Vth roll-off.

Drain-Induced Barrier Lowering (DIBL)

Another effect that arises from increased charge sharing between the gate and the de-

pletion regions of the source and drain, due to channel length scaling, is drain-induced

barrier lowering (DIBL). This occurs when the electric fields at the drain penetrate deep
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into the channel, thereby lowering the potential barrier near the source. Shown in Fig-

ure 2.4(a) are the potential diagrams of long and short-channel MOSFETs for drain bias

in the linear region (Vd,lin) and saturation region (Vd,sat) of device operation. In the case

of the long-channel device, a change in drain bias has no impact on the potential barrier in

the channel. In contrast, the potential barrier of the short-channel devices changes with

drain bias, which induces a bias dependency to the threshold voltage. This effect causes

a threshold voltage shift with increasing drain bias as shown in Figure 2.4(b). DIBL can

therefore be defined as the shift of the threshold voltage, ∆Vth, per incremental change

in the drain bias, ∆Vd, and is measured in mV/V:

DIBL =

∣∣∣∣∆Vth

∆Vd

∣∣∣∣ =

∣∣∣∣Vth,lin − Vth,sat

Vd,lin − Vd,sat

∣∣∣∣ , (2.10)

where Vth,lin and Vth,sat represent the threshold voltages in the linear and saturation

regions of device operation, respectively.
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Figure 2.4: (a) Potential diagram of a long and short-channel MOSFET for drain bias

in the linear region (Vd,lin) and saturation region (Vd,sat) of device operation and (b)

example logarithmic plot of drain current vs. gate bias, based on arbitrary values, at

Vd,lin and Vd,sat illustrating the DIBL effect.

Punchthrough

Punchthrough, essentially an extreme version of DIBL, occurs when the depletion region

surrounding the drain extends to meet that of the source. When the two depletion regions

merge, as shown in Figure 2.5(a), the space-charge-limited current flows between the

source and drain. This results in the loss of gate control over channel charge modulation.

20



Chapter 2 Background Theory 2.3 The Metal-Oxide-Semiconductor Capacitor

Impact ionisation

Another undesirable SCE, impact ionisation, occurs from the high velocity of carriers (hot

carriers) in the presence of high longitudinal electric fields. At high fields, holes (electrons)

in the valence (conduction) band acquire energy as they are accelerated towards the drain.

The collision of the hot carriers with the crystal lattice results in ionisation events leading

to the generation of electron-hole pairs. For high enough fields, these carriers can acquire

sufficient kinetic energy to induce additional impact ionisation events. As a result, a

process of carrier multiplication occurs in the high-field region near the drain. The drain

current is increased from the contribution of minority carriers, while a substrate current

is generated from majority carriers. The device breaks down when the longitudinal field

exceeds the breakdown field of semiconductors as shown in Figure 2.5(b).

Drain depletion 

region 

Source deletion 
region 

 
Vgs 

Vs 
Vd 

Breakdown 

region

(a) (b)

Figure 2.5: (a) Schematic diagram for punchthrough and (b) plot of drain current vs.

drain voltage illustrating impact ionisation effects.

2.3 The Metal-Oxide-Semiconductor Capacitor

The metal-oxide-semiconductor (MOS) capacitor is unequivocally the core structure in

digital electronics. It is used in MOSFETs to control the channel conductance by the

gate bias, and therefore warrants the physics of the MOS structure to be considered. The

theory presented in this section is based around an n-MOS capacitor. For a more thor-

ough review the reader is referred to [95, 97]. It is further noted the MOS designation,

typically reserved for the technologically dominant metal-SiO2-Si system, is used through-

out this thesis, for sake of simplicity, to mean structures composed of any gate dielectric

or semiconductor.
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2.3.1 The Ideal MOS Capacitor

The MOS capacitor is a two-terminal device comprising an oxide film sandwiched between

a semiconductor substrate and a metallic field plate called the gate. Figure 2.6 shows the

cross-sectional view of a MOS capacitor, where Vg is the applied gate bias. The energy

Semiconductor

Gate Metal

Oxide

Vg

Figure 2.6: Schematic of a metal-oxide-semiconductor (MOS) capacitor.

band diagram of an ideal n-MOS capacitor, at thermal equilibrium (Vg=0), is shown in

Figure 2.7 along with the definitions of notations. The MOS capacitor is called ideal if

the following conditions are met:

1. For any bias condition, the only charges present in the structure are those in the

semiconductor and those of equal but opposite polarity at the metal/dielectric in-

terface.

2. The application of a bias across the MOS capacitor does not induce current flow

through the gate dielectric. Only transients associated with charging/discharging

the capacitor are present. Therefore, the gate dielectric is a perfect insulator.

Assuming the work function difference (φms), the difference between the metal work

function and the semiconductor work function, is zero, the aforementioned conditions,

with the aid of Figure 2.7, translate to:

φms = φm − φs = φm −
(
χs +

Eg

2q
+ ψB

)
= 0 . (2.11)

Under this condition, the energy band diagram of the MOS capacitor is flat (Figure 2.7).

This implies that there is no charge on the plates of the capacitor, i.e. the metal/dielectric

interface and the semiconductor, and hence there is no electric field across the oxide. This

is known as the flatband condition, and the gate bias associated with this condition is

referred to as the flatband voltage (Vfb). In the case of the ideal MOS capacitor, the
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Figure 2.7: Energy band diagram of an ideal n-MOS capacitor in thermal equilibrium

(Vg=0) and the definitions of used notations.

flatband condition is achieved under zero applied bias, thus the flatband voltage is also

zero.

2.3.2 Electrostatics

The electrostatics of the ideal n-MOS capacitor for an applied bias will now be described.

A detailed band diagram, illustrating the band structure and potential distribution of

an ideal n-MOS capacitor under an applied bias, is shown in Figure 2.8. A potential ψ,

defined as the intrinsic level (Ei(x)) at any point along x and measured relative to the

intrinsic level (Ei) in the semiconductor bulk, represents the spatial band bending in the

semiconductor. In the semiconductor bulk the band bending is zero, while the surface

potential (ψs), represents the band bending at the oxide/semiconductor interface. The

nature and concentration of free carriers along x can be further derived from a comparison

between ψ and ψB, which gives the energy position of Ei(x) relative to Fermi level (EF).

When a gate bias is applied to a MOS capacitor, the potential is dropped partly across

the oxide and partly across the semiconductor:

Vg = Vox + ψs . (2.12)

Vox is the potential across the oxide given as:

Vox = Eoxtox =
|Qs| tox

εoxε
=
|Qs|
Cox

, (2.13)
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Figure 2.8: Energy band diagram of an ideal n-MOS capacitor under an applied bias:

band structure, potential distribution and relationship between ψ and band bending.

where Eox is the electric field across the oxide, Qs is the semiconductor charge, tox is the

gate dielectric thickness, εox is the relative permittivity of the oxide, ε is the permittivity

of free space and Cox is the oxide capacitance. Drawing on this relationship between gate

bias and surface potential, the working regions of an ideal n-MOS capacitor will now be

considered.

The various working regions of an ideal n-MOS capacitor for specific biasing condi-

tions, and hence surface potentials, are illustrated in Figure 2.8. There are namely three

bias-dependent regions; accumulation, depletion and inversion, with the additional regions

of flatband and intrinsic marking the transition between accumulation and depletion, and

between depletion and inversion, respectively. In the following paragraphs, the bias be-

haviour of an ideal n-MOS capacitor is detailed with aid of the energy band diagrams

and charge distributions shown in Figure 2.9.

Accumulation (ψs<0)

The application of a gate bias smaller than the flatband voltage, which in the ideal case

is Vg<0, will deposit negative charges on the gate. To maintain charge neutrality positive

charges in the semiconductor are drawn towards the oxide/semiconductor interface. The

resulting accumulation of holes (majority carriers) gives rise to a change in the free carrier

state as one approaches the interface and is accommodated by the energy bands in both

the insulator and semiconductor bending upwards (Figure 2.9(a)). The hole concentration

24



Chapter 2 Background Theory 2.3 The Metal-Oxide-Semiconductor Capacitor

V g V fb

(a) Accumulation (b) Depletion

V g  V fb

p-body

Q d
Q i

 
Gate

V

oxide

Inversion layer
charge, 

p-body

Q a

 
Gate

V

oxide

Accumulation layer
charge, 

V g V fb

Q d

 
Gate

V

oxide

Depletion layer
charge, 

x d

(c) Inversion

 Ec

EF
 

qVg
Ev

E i

EF

M O S

 Ec

EF
 qVg Ev

E i

EF

M O S

 Ec

EF 
qVg

Ev

E i

EF

M O S

Depletion 

   region

Xd

p-body

Figure 2.9: Energy band diagram and distribution of charges of an ideal n-MOS ca-

pacitor in (a) accumulation, (b) depletion and (c) inversion.

at the oxide/semiconductor interface is given by:

ps = nie
q(ψB−ψs)/kT , (2.14)

where ni is the intrinsic concentration, k is the Boltzmann constant and T is the absolute

temperature. The intrinsic concentration is defined as:

ni =
√
NcNv e

(Ec−Ev)/2kT , (2.15)

where Nc and Nv represent the effective density of states in the conduction and valence

band, respectively.

Depletion (ψB>ψs>0)

The case of a gate bias equal to the flatband voltage (Vg=0) was previously described

and thus merits no further discussion. For a gate bias greater than the flatband voltage

(Vg>0), positive charges placed on the gate are balanced by the depletion of holes from

25



Chapter 2 Background Theory 2.3 The Metal-Oxide-Semiconductor Capacitor

the oxide/semiconductor interface, leaving behind negatively charged acceptor ions. The

decrease of hole concentration at the interface moves the intrinsic level closer to the

Fermi level, resulting in the downwards bend of the energy bands (Figure 2.9(b)). This

carrier free region in the semiconductor is known as the depletion region for which the

space-charge density is approximated by the density of ionised acceptors (acceptor doping

concentration):

NA = nie
qψB/kT . (2.16)

Solving the one-dimensional Poisson equation within the depletion region yields the extent

of the depletion into the semiconductor:

xd =

√
2εsεψs

qNA
, (2.17)

where xd is the depletion layer width and εs is the relative permittivity of the semicon-

ductor.

Intrinsic (ψs=ψB)

As the gate bias is made more positive, the energy bands will continue bending down

with Ei getting closer to EF at the oxide/semiconductor interface. At a certain bias, the

intrinsic level meets the Fermi level (ψs=ψB) resulting in an intrinsic semiconductor (ni)

with equal hole (ps) and electron (ns) concentrations:

ps = ns = ni . (2.18)

Inversion (ψs>ψB)

With a further increase in positive bias, the intrinsic level crosses the Fermi level and

electrons (minority carriers) are attracted to the oxide/semiconductor interface. This

causes the electron concentration to exceed the hole concentration at the interface, thereby

forming an inversion layer separated from the bulk by the depletion layer (Figure 2.9(c)).

The surface electron concentration is given by Equation (2.19):

ns = nie
−q(ψB−ψs)/kT . (2.19)

Depending on the electron concentration, two bands of inversion exist; weak inversion

and strong inversion. The surface is deemed to be weakly inverted when the electron

concentration is greater than the intrinsic concentration but smaller than the bulk hole
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concentration:

nbulk > ns > ni , (2.20)

where nbulk is approximated as NA. The onset of strong inversion occurs for the condition:

ns = nbulk . (2.21)

An expression for the surface potential at the onset of strong inversion ψs,sinv can then be

derived by combining Equations (2.16), (2.19) and (2.21):

ψs,sinv = 2ψB =
2kT

q
ln

(
NA

ni

)
. (2.22)

The depletion layer width which has been growing in size since the onset of depletion

reaches its maximum limit, xd,max, after strong inversion is reached. This means that any

further increase in positive gate bias results in stronger inversion, from thermal generation

of electrons, rather than in more depletion. By substituting Equation (2.22) into (2.17),

the maximum depletion width is calculated as follows:

xd,max =

√
4εsεkT ln(NA/ni)

q2NA
. (2.23)

2.3.3 Capacitance-Voltage Characteristics

Since direct current (DC) current flow is blocked by the oxide, the major observable

exhibited by MOS capacitors is capacitance, which forms the topic of discussion here.

The capacitance-voltage (C–V ) characteristics of a MOS capacitor is obtained by

applying a DC gate bias, Vg, to the metal gate and a small amplitude (∼20−50 mV)

alternating current (AC) signal, with frequencies in the range of tens of Hz to a few

MHz, is superimposed. The DC bias induces a space charge and band bending, the

electrostatics of which was previously described, thus determining the Fermi level position

at the interface. The AC signal induces a periodic change in band bending, causing the

Fermi level at the interface to oscillate around the energy level position determined by

the DC bias. The capacitance will vary depending on the applied gate bias as well as

frequency.
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The frequency dependence of the C–V measurement is related to the carrier response

times. The majority carrier response time (τmaj) is expressed as [97]:

τmaj =
qλ2

d

µkT
, (2.24)

where µ is the carrier mobility and the Debye length, λd, is given as [97]:

λd =

√
εsεkT

q2NA
. (2.25)

Substituting Equation (2.25) into (2.24) gives:

τmaj =
εsε

qµNA
. (2.26)

The minority carrier response time (τmin) is given by the relation [97]:

τmin =
1√
2

NA

ni
τL

√
1− ψT

ψB
, (2.27)

where τL =
√
τLp τLn (τLp and τLn are the bulk hole and electron lifetimes respectively)

is the minority carrier lifetime and ψT is the potential signifying the bulk trap level above

the intrinsic level [97]. So long as the period of the AC signal is much longer than τmaj

(1/ω � τmaj), majority carriers will completely follow the applied signal frequency. The

same applies to minority carriers.

The small-signal equivalent circuit of a MOS capacitor, shown in Figure 2.10, com-

prises two capacitors in series; a fixed voltage independent oxide capacitance and a volt-

age dependent semiconductor capacitance (Cs(ψs)). The total capacitance (C) is then

expressed as:
1

C
=

1

Cs(ψs)
+

1

Cox
. (2.28)

The capacitance of the oxide and semiconductor can each be modelled by the parallel

plate capacitor analogy, for which capacitance normalised to area is given as:

C =
ε0ε

t
, (2.29)

where t and ε0 represent the thickness and relative permittivity of the material, respec-

tively.
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Figure 2.10: Capacitance-voltage characteristics of an ideal n-MOS capacitor.

Having established the requisite foundation, the ideal C–V characteristics of a n-MOS

capacitor in accumulation, depletion and inversion is detailed below.

Accumulation

In accumulation, the only free carriers at the oxide/semiconductor interface are those of

majority carriers (holes) which are in excess. Within the signal frequencies of interest,

which extend up to a few MHz, 1/ω � τmaj. Therefore, the majority carriers are able to

completely follow the signal, resulting in a frequency independent Cs. As the accumulation

layer is a sheet charge, the maximum capacitance (Cmax) in accumulation is approximated

by the oxide capacitance, shown in Figure 2.10, modelled as a parallel plate capacitor:

Cmax = Cox =
εoxε

tox
. (2.30)

Depletion

In depletion, holes (majority carriers) are repelled from the interface to form a depletion

layer comprised of negative acceptor atoms. The extent to which the depletion layer pro-

ceeds into the semiconductor bulk, xd, varies with gate bias (see Equation (2.17)), with

the depletion width increasing with more positive bias. This gives rise to voltage depen-

dent semiconductor capacitance in depletion, Cd. Based on the parallel plate analogy, the

depletion layer capacitance is given by Equation (2.31):

Cd =
εsε

xd
. (2.31)
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In this case, the excess of majority carriers near the depletion layer edge are able to follow

the AC signal frequencies up to MHz frequencies, giving form to frequency independent

Cd. The depletion capacitance (Cdep) can be modelled as the oxide capacitance in series

with the depletion layer capacitance according to Equation (2.28) to give:

Cdep =
CoxCd

Cox + Cd
. (2.32)

Due to the voltage dependence of Cd, the depletion capacitance decreases with increasing

positive gate bias as seen in Figure 2.10.

Inversion

The C–V characteristic in inversion is dependent on the measurement frequency of the

applied AC signal with respect to the thermal generation-recombination rate of minority

carriers in the inversion layer, characterised by τmin, and can be split into two cases:

1. For 1/ω � τmin, minority carriers are able to respond completely to the AC sig-

nal. Similar to the accumulation layer, the inversion layer is a sheet charge with

zero thickness. As a result, the inversion capacitance (Cinv) rapidly increases and

saturates at a maximum value that approaches the oxide capacitance (see Equa-

tion (2.30)), just as in the accumulation case, as shown in Figure 2.10. Such an

admittance response is referred to as low-frequency (LF) behaviour.

2. For 1/ω < tmin, the minority carriers are no longer able to follow the signal, and

thus do not contribute to the small-signal AC capacitance. This is similar to the

depletion case with one difference. Unlike in depletion, where the depletion layer

width changes with gate bias, in inversion the depletion width reaches a maximum

value, xd,max (see Equation (2.23)). The corresponding maximum depletion layer

capacitance (Cd,max) is given by:

Cd,max =
εsε

xd,max
. (2.33)

Hence Cinv saturates at a minimum value given by the series combination of the

oxide capacitance (Cox) and Cd,max:

Cmin =
εsεoxε

εoxxd,max + εstox
. (2.34)

This characteristic is illustrated in Figure 2.10 and represents the high-frequency

(HF) C–V behaviour.
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2.3.4 Non-Ideal Effects

So far the description of the MOS capacitor has been based on the ideal case, which

provided a convenient platform for establishing the basic principles of MOS theory in

a clear and simple manner. Now we depart from this to discuss the non-ideal effects

observed in practice which cause a deviation from the ideal behaviour.

2.3.4.1 Charge Quantisation and Finite DOS

Earlier, the inversion layer charge was treated as a sheet charge of zero thickness at the

oxide/semiconductor interface. In actual fact the peak charge density (centroid) is not

located at the interface but rather at some distance inside the semiconductor, as shown in

Figure 2.11(a), and is attributed to the two-dimensional quantisation of charge carriers in

the inversion layer [98, 99]. The capacitance associated with the inversion layer thickness

(tcen) is given by Equation (2.35):

Ccen =
εsε

tcen
, (2.35)

where the centroid capacitance, Ccen, is the capacitance due to charge quantisation. This

capacitive component effectively increases the capacitive equivalent thickness (CET). CET

is defined as the SiO2 thickness (with a dielectric constant of 3.9) corresponding to the

measured Cmax in inversion or accumulation for any dielectric/semiconductor MOS ca-

pacitor and is given by [99]:

CET =
3.9 ε

Cmax
. (2.36)

The capacitance of any gate dielectric can also be expressed as an equivalent thickness

of SiO2, referred to as the equivalent oxide thickness (EOT) [99]. For a single layer of

dielectric, without any interfacial layer, EOT is given as:

EOT =
3.9 tox

εox
. (2.37)

In the case of the ideal MOS capacitor Cmax in Equation (2.36) is replaced by Cox, which

results in CET=EOT. In the presence of the inversion layer thickness, however, Cmax is

given by the series combination of Cox and Ccen. This in turn gives rise to a CET value

which is larger than the EOT value.

Another capacitive contribution in inversion is the density of states capacitance (Cdos)

or quantum capacitance. This originates from the finite density of states (DOS) in the

conduction/valence bands [98, 99]. Due to the finite DOS, a finite amount of change in
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the surface potential, and therefore a change in bias, is required to increase the carrier

concentration. The quantum capacitance is given by [100]:

Cdos =
4πm∗q2

h2
, (2.38)

where m∗ is the effective carrier mass and h is Planck’s constant. Therefore, the equiv-

alent inversion capacitance is the series combination of the oxide capacitance, centroid

capacitance and quantum capacitance, as shown schematically in Figure 2.11(b):

1

Cinv
=

1

Cox
+

1

Ccen
+

1

Cdos

=
tox

εoxε
+
tcen

εsε
+

h2

4πm∗q2
.

(2.39)

As seen from Equation (2.39), Cmax in inversion is reduced from the value of Cox,

thereby invalidating the previous approximation of Cmax=Cox. As the gate oxide is scaled

and higher-k oxides are adopted, the “electrical” oxide thickness (tox/εox) approaches and

becomes comparable to the “electrical” inversion layer thickness (tcen/εs). This results in

a significant portion of the capacitance in inversion being dominated by Ccen and Cdos.

The effects of charge quantisation and a finite DOS will also be more prominent in semi-

conductors with a smaller effective mass [99]. It is further noted that the aforementioned

analysis apply to the capacitance in the accumulation region.
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Figure 2.11: (a) Schematic illustrating the effect of charge quantisation on the location

of the charge centroid in inversion and (b) small-signal equivalent circuit of the MOS

capacitor in inversion.
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2.3.4.2 Work Function Difference

In real MOS structures, there is a mismatch between the work functions of the metal and

the semiconductor, from the choice of gate metal and the doping level in the semicon-

ductor. For the purpose of discussion the work function mismatch will be taken to be

negative (φms<0). In equilibrium (Vg=0), due to the requirement of a common Fermi level,

an electric field develops across the oxide to accommodate the work function mismatch.

In doing so, the gate is positively charged and the semiconductor surface is negatively

charged, thereby causing a downward band bending. This is illustrated in Figure 2.12(a).

To recover the flatband condition (ψs=0), shown in Figure 2.12(b), a negative bias must

be applied to the gate metal relative to the semiconductor and is given by:

Vfb = φms . (2.40)

Owing to the work function difference, the flatband condition is no longer attained in

equilibrium but at Vg<0. This causes a negative shift of the ideal C–V curve as shown

in Figure 2.12(c). In the case of a positive φms mismatch the ideal C–V shifts positive,

resulting in the flatband condition being obtained at Vg>0.

ideal C-V Vfb
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Figure 2.12: Effect of a negative work function difference (φms<0) for a n-MOS ca-

pacitor: (a) band bending in equilibrium (Vg=0), (b) flatband condition achieved under

negative gate bias (Vg=Vfb=φms) and (c) negative shift of C−V curve.

2.3.4.3 Charge Defects

Experimentally, charge defects present in the oxide/semiconductor system introduce de-

viations to the ideal C–V characteristics and can alter device performance considerably.

Various types of defects can arise in the gate stack, as shown in Figure 2.13, and can be

broadly classified as interface defects, that reside at the oxide/semiconductor interface,

and oxide defects, located throughout the oxide. In addition to the location, charge defects
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V
metal oxide semiconductor

Oxide trapped charge

Interface trap

Fixed oxide charge

Figure 2.13: Schematic illustrating charge defects in the MOS structure.

can be further classified depending on their electrical behaviour and charge condition as

discussed below.

Interface Defects

Interface defects, also known as interface traps, interface states, fast states, and surface

states, are a result of structural imperfections at the surface of the semiconductor crystal

lattice. These traps, distributed in energy at the oxide/semiconductor interface, can com-

municate with the underlying substrate over a wide range of time scales. Carrier exchange

with the semiconductor occurs by a thermally activated emission/capture process [97] and

the occupancy of traps is determined by Fermi-Dirac statistics [97, 101]. The associated

characteristic trapping lifetime (τit) for trap occupation is given by [97, 101]:

τit =
e(Emaj−Etr)/kT

συtNmaj
, (2.41)

where Emaj is the majority carrier band edge energy, Etr is the interface trap energy

position, υt is the thermal velocity of the majority carriers, σ is the capture cross section

of the trapping state andNmaj is the density of states in the majority carrier band. The net

effective number of interface trap charges per unit area per electron volt (number/cm2eV)

at the interface is referred to as the interface trap density (Dit).

Interface traps can either be donors or acceptors, and presumably both types of traps

are present at every interface. Donors are neutral when occupied (0) or positively charged

when empty (+). On the other hand, acceptors are neutral when empty (0) and become

negatively charged when occupied (-). All traps below the Fermi level are occupied while

above the Fermi level only empty traps exist. The nature and distribution of interface

traps, and hence their occupancy, is dependent on the particular oxide/semiconductor

system in question. Assuming donor-like traps in the lower half and acceptor-like traps in

the upper half of the bandgap, the dependence of trap occupancy on the surface potential is

illustrated in Figure 2.14 for a n-MOS device. At flatband, donors below EF are occupied

by electrons and thus neutral. The donor traps between Ei and EF are unoccupied and

thus positively charged. Above EF only neutral acceptors remain. Therefore, interface
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Figure 2.14: Band diagrams of a n-MOS device showing the occupancy of interface

traps and the various charge polarities for a p-semiconductor with (a) positive interface

trap charge at flatband and (b) negative interface trap charge at inversion. Interface

traps are either occupied by electrons (solid circle) or empty (open circles).

traps contribute a net positive charge at flatband (Figure 2.14(a)). For a positive gate

bias, ψs>ψB, all donors are neutral with a fraction of acceptors occupied by electrons.

This results in a net negative charge in inversion (Figure 2.14(b)).

The occupancy of traps with changing gate bias, and hence a charge change, will distort

the C–V characteristics in a few ways, depending on the frequency of measurement. To

analyse these effects, the simple equivalent circuit of the ideal MOS capacitor, modelled

as Cox in series with Cd, can be modified to include the interface trap capacitance (Cit),

as shown in Figure 2.15(a). At low frequencies when τit<1/ω, all interface traps are able

to respond to the AC signal frequency. The LF capacitance (CLF) is thus given by:

1

CLF
=

1

Cox
+

1

Cd + Cit
. (2.42)

As seen from Equation (2.42), the additional capacitive contribution from interface traps

increases the measured LF capacitance for a given gate bias as shown in Figure 2.15(c).

In addition to an AC response, interface traps also follow the slowly varying DC gate bias

by exchanging charge with the semiconductor every time the surface potential crosses

the interface trap energy position (Etr). This results in a reduced band bending under

a given gate bias. Therefore, more charge, and thus a greater applied bias, is needed

to obtain a similar surface potential achieved in the absence of traps. As a result, the

C–V characteristic becomes stretched out in the voltage axis (Figure 2.15(c)). At high

frequencies when τit>>1/ω, the interface traps are not able to follow the AC signal and

therefore, do not contribute a capacitance. As a result, the equivalent circuit reduces to

the simple series approximation shown in Figure 2.15(b) and the HF capacitance (CHF)
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Figure 2.15: Effect of Dit on n-MOS capacitor: small-signal equivalent circuit at (a)

low-frequency and (b) high-frequency measurements, and (c) low- and high-frequency

C–V characteristics.

is given by:

CHF =
CoxCd

Cox + Cd
. (2.43)

Although interface traps do not contribute any AC capacitance, they still respond to the

DC bias during the high-frequency measurement. To accommodate the extra charge from

interface traps, similar to the LF curve, the C–V curve is stretched out along the voltage

axis for HF measurements (Figure 2.15(c)).

Oxide Defects

Oxide defects include traps and charges spatially distributed in the dielectric bulk. Two

types of charge defects reside in the oxide as shown in Figure 2.13; oxide trapped charge

and fixed oxide charge.

Oxide trapped charges are usually neutral and become charged by trapping electrons

or holes introduced into the dielectric film during fabrication and/or device operation.

Oxide trapped charges can be further differentiated as border traps or bulk oxide traps

based on the spatial distribution of the traps from the oxide/semiconductor interface.

Border traps, also know as near-interfacial oxide traps, slow states and switching

oxide traps, are defects that are located in close proximity to the interface. While there

is no distinct limit to the distance these traps can extent into the oxide, border traps

are considered to be traps that can electrically communicate with the substrate through

a temperature-independent tunnelling process that depends only on the distance of the

defects from the interface and the measurement frequency [102, 103]. The characteristic

time constants of these traps will decrease exponentially with distance from the interface,
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resulting in an almost exponential decrease in the number of traps participating with

measurement frequency [102]. Border traps therefore cause a frequency dispersion in the

measured capacitance in accumulation (Figure 2.16(a)). They also manifests as hysteresis

in the C–V response as shown in Figure 2.16(b). This is attributed to the difference in

gate bias between electrons filling and emptying the traps and also to the difference in

capture and emission time constants of border traps [104].

Bulk oxide traps, on the other hand, are those traps that are located at a far enough

distance from the interface that at all measurement frequencies, due to the long time con-

stants, they are not in electrical communication with the semiconductor. Consequently,

the only effect of such traps is the positive or negative shift of the C–V curve along the

voltage axis, depending on the net charge character, as shown in Figure 2.16(c). It is worth

noting that as the gate oxide is scaled the effects of border traps become more promi-

nent. Moreover, the distinction between border and bulk oxide traps becomes blurred

since all traps distributed in scaled dielectrics will be in electrical communication with

the substrate. As a result, border and bulk oxide traps are used synonymously to refer to

electrically active traps.

Another type of oxide defect is fixed oxide charges, which can be positively or neg-

atively charged. As the name suggests, such charges are unable to free themselves from

the dielectric film after being trapped. Hence fixed oxide charges are not in electrical

communication with the underlying substrate. Similar to bulk oxide traps, fixed charges

cause the C–V curves to shift parallel, with the direction of shift determined by the charge

polarity (Figure 2.16(c)).
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Figure 2.16: Effect of oxide defects on C–V characteristics of an n-MOS capacitor:

(a) frequency dispersion in accumulation due to border traps, (b) hysteresis during the

forward and reverse C–V sweeps due to border traps and (c) negative or positive C–V

shift from border traps, bulk oxide traps and fixed oxide charges.
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2.4 Device Channel

The performance potential of MOSFETs originates at the material level defined by the

channel transport properties of carrier mobility and concentration. Arguably the mobility

is the single-most important parameter with regards to device performance. As the tran-

sistor drain current is proportional to the mobility (see Equation (2.4)), the drive current

would see improvement from increasing the mobility. This is particulary important in

III-V p-channel devices due to the inherently poor hole mobility of III-V materials.

The carrier mobility (µ) is defined as the proportionality of the carrier drift velocity

(υd) to the electric field strength (Ex), at low electric fields (see Equation (2.2)). The

mobility can also be related to the mean free time (τm) or mean free path (λm) as follows:

µ =
qτm

m∗
=

qλm

m∗υt
, (2.44)

where m∗ is the effective mass and υt is the average thermal velocity of carriers given by:

υt =

√
3kT

m∗
. (2.45)

Equation (2.44) highlights the need to minimise carrier scattering, for increased mean

free time, and reduce carrier effective mass to attain high carrier mobilities. In this

section, carrier scattering mechanisms are briefly introduced before looking at techniques

to engineer the channel for enhanced hole mobility.

2.4.1 Carrier Scattering - A Brief Overview

A number of scattering events can impede the motion of carriers as they traverse the

channel between the source and drain of a transistor, thereby reducing the carrier mobility,

of detriment to drive current performance. The main scattering events [105, 106] are

briefly highlighted below:

• Ionised Impurity Scattering: The presence of ionised dopants in the semiconductor

gives rise to ionised impurity scattering. Scattering occurs from Coulombic inter-

actions of carriers with the electric fields of ionised dopants. The probability of

the scattering event increases at higher carrier densities, thus becoming a dominant

mobility-limiting scattering mechanism. The scattering is also more effective at re-

duced temperatures. This stems from the drop in the thermal velocity of carriers

with a decrease in temperature (see Equation (2.45)), thereby causing the carriers to
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spend a longer time in the vicinity of the ionised dopants and thus more susceptible

to Coulomb scattering.

• Neutral impurity scattering: The carrier interactions with unionised impurities

gives form to neutral impurity scattering. This scattering event generally has a

weak contribution.

• Alloy scattering: Alloy scattering takes place in ternary semiconductors. The in-

herent aperiodicity, due to the random distribution of the alloy components in the

crystal lattice, gives rise to carrier scattering.

• Interface scattering: The non-ideal effects of roughness and defect states at the

interface between two materials result in interface scattering. This scattering mech-

anism is an important consideration in thin films and MOS systems.

• Optical phonon scattering: The vibration of the crystal lattice at finite tempera-

tures is associated with the relative displacement of atoms within a unit cell caused

by the deformation potential - phonon scattering. The high momentum of the op-

tical phonons can have a severe influence on channel transport.

• Carrier-carrier scattering: This scattering mechanism takes place at high carrier

densities. As the total momentum of the carrier gas is unchanged, the scattering

event has little impact on the mobility. However, in conjunction with other enhanced

scattering mechanism, carrier-carrier scattering can be influential.

2.4.2 Channel Engineering

2.4.2.1 Modulation-Doped Heterostructure

The ability to realise heterostructures, by means of epitaxial growth techniques such as

MBE and MOCVD, has provided for improved channel transport in devices. An example

of such a heterostructure-based device is the high hole mobility transistor (HHMT) [107].

The underlying principle behind the channel conduction in HHMTs is the creation of

a two-dimensional hole gas (2DHG). This arises from the heterojunction formation be-

tween two dissimilar semiconductor materials, for example a smaller bandgap, undoped

In0.53Ga0.47As and a larger bandgap, p-doped In0.52Al0.48As. When the two isolated ma-

terials are brought into intimate contact, alignment of the Fermi level occurs. Due to the

discontinuity in the valence band, the higher energy holes in the p-doped In0.52Al0.48As

will diffuse across the interface and collect close to the interface in the In0.53Ga0.47As. The

dipole between the negatively charged acceptor ions and the accumulated holes results
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in an electric field. Equilibrium is established as shown in Figure 2.17 when this electric

field opposes further hole diffusion. A strong electric field caused by a large accumula-

tion of holes results in strong band bending such that the valence band edge close to the

In0.53Ga0.47As interface is raised above the Fermi level. This in turn leads to the holes be-

ing confined in a narrow potential well occupying discrete subband levels as illustrated in

Figure 2.17. Due to quantum confinement, the holes are limited in their motion such that

they can traverse parallel to the interface but not perpendicular to it, thereby forming

a 2DHG. Due to the spatial separation between hole accumulation in the potential well

and the acceptor dopant atoms, the effect of ionised impurity scattering is significantly

reduced in HHMTs, of benefit to carrier mobility.
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Figure 2.17: Band diagram illustrating heterojunction formation between p-doped

In0.52Al0.48As and undoped In0.53Ga0.47As resulting in the creation of a 2DHG. E1 and

E2 are the subband energy levels.

The above example was based on layers with similar lattice constants. Strain in

heterostructures can be obtained by growing a thin material layer of lattice constant

aB on top of another material layer of differing lattice constant aA. During growth,

the in-plane lattice constant of the top layer is adjusted to the lattice constant of the

bottom layer, such the two layers possess the same in-plane lattice constant. This is

accommodated by a change in the perpendicular lattice constant of the top layer, which

is increased for compressive strain and reduced for tensile strain. If aB>aA, then the top

layer is under compressive strain whereas for aB<aA the layer is under tensile strain as

shown in Figure 2.18. In both cases a biaxial strain is induced in the plane of the layer

(εx=εy=εq) and is given by [108]:

εq =
aA − aB

aB
. (2.46)
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The in-plane biaxial strain also gives rise to uniaxial strain perpendicular to the layer

(εz=εq) as follows [108]:

ε⊥ =
−2ν

1− ν
εq , (2.47)

where ν is the Poisson’s ratio.

The lattice-mismatch, and thus strain in the layer, can only be accommodated up

to a certain thickness known as the critical layer thickness (CLT). Beyond the CLT, the

strained layer relaxes with the generation of misfit dislocations, which degrade the channel

transport properties. The critical thickness of the strained epitaxial layer can be evaluated

using the People-Bean [109] and Matthews-Blakeslee [110] models.

tensile strain
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Figure 2.18: Strain due to the growth of a thin material layer of lattice constant aB on

top of another material layer of differing lattice constant aA: (a) compressive strain for

aB>aA and (b) tensile strain for aB<aA [108].
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2.4.2.2 Effects of Strain and Quantum Confinement

A schematic of the bandstructure of unstrained direct bandgap III-Vs is shown in Fig-

ure 2.19(a). The valence band comprises heavy-hole (HH) and light-hole (LH) bands

which are degenerate in the Brillouin zone centre. This translates to both bands being

occupied and having an energy maximum that coincides. The spin-orbit split-off (SO)

band is situated far from the valence band maximum, typically between 0.3 − 0.7 eV for

III-Vs [68]. As a result the SO band does not partake in transport. It is noted that the

HH and LH band designations refer to the hole masses in the direction perpendicular to

the plane.

The effect of biaxial compressive strain on the valence band is twofold and is illustrated

schematically in Figure 2.19(b). Firstly, the degeneracy of the HH and LH bands is lifted

causing the HH band to move above the LH band. As a result, an increased number of

holes will first populate the HH band before beginning to populate the LH band. Secondly,

there is a change in the effective mass of holes that populate the bands. Due to the smaller

in plane effective mass of the HH band, more holes would possess a lower effective mass.

This in turn gives rise to mobility enhancement (see Equation (2.44)).

Strain further induces anisotropy of the bandstructure such that the curvature of the

bands can be different in the direction perpendicular and parallel to the growth plane

No strain Biaxial compression
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Figure 2.19: Schematic of the bandstructure of direct bandgap III-V semiconductors

(a) without strain and (b) with biaxial compressive strain [111].
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(Figure 2.19(b)). Therefore the band with the heavier hole mass in the growth direction

will possess a lighter mass in the perpendicular direction. This aids in enhanced carrier

confinement which is the case for the HH band. The splitting of the bands also causes a

change in the valence band energy barrier [111]. The increasing barrier height with strain

enhances the charge transfer into the QW, resulting in improved carrier confinement.

Typically strained layers are grown as quantum wells (QWs), whereby a channel is

interposed between two barrier layers. The reduction in QW thickness with increasing

strain also induces quantum confinement. The effect of quantum confinement is to split

the HH and LH bands further into subbands. The effects of both strain and quantum

confinement on subband splitting is shown for an In0.83Ga0.17As/In0.52Al0.48As QW for

different QW thickness in Figure 2.20 [111]. It is observed that the band splitting between

the low in-plane mass HH1 subband and the next subband (HH2 or LH1), of high in-plane

mass, increases as the QW thickness is reduced from 20 nm down to 2 nm. As a result,

the majority of holes will first populate the HH1 band before occupying the next higher

energy. The mobility is therefore increased from more holes having a lower effective mass

in the HH1 subband. Furthermore, better carrier confinement is also obtained from the

heavier out-of-plane effective mass of the HH1 subband. However there is a limit to which

the channel can be thinned with increasing biaxial strain since the effects of interface

scattering become more pronounced, resulting in mobility degradation.
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Figure 2.20: Plot of energy at k = 0 vs. QW thickness for subbands in a

In0.83Ga0.17As/In0.52Al0.48As QW. Higher energy corresponds to a smaller barrier [111].
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2.5 Metal-Semiconductor Contacts

Parasitic components are a major performance limiting factor in field-effect-transistors

(FETs). From a DC perspective, parasitic series resistance associated with S/D regions,

Rsd, outwith the intrinsic region (gated) can have a sizeable contribution to the overall

resistance given by:

Rtot = Rch (Vg) + Rsd , (2.48)

where Rch(Vg) is the gate-controlled channel resistance and Rsd is the sum of the source

resistance (Rs) and drain resistance (Rd), as shown in Figure 2.21.

The drain-source and gate-source voltages dropped across the intrinsic region (intrinsic

biases) - VD and VG - and the applied drain-source and gate-source voltages (extrinsic

biases) - Vd and Vg - are connected through the following equations [112]:

Vd = VD + Id (Rs + Rd) , (2.49)

Vg = VG + IdRs , (2.50)

where Id is the current flowing through the transistor. It is evident from Equations (2.49)

and (2.50) that the parasitic resistances cause the intrinsic biases to incur a drop in

voltage from the extrinsic biases. The effect of these voltage losses on the MOSFET

output characteristics is two-fold; a reduction in Id,sat, and a drop in the linear region

output conductance owing to the decrease in the gradient of Id-Vd. Mitigating the effect of

parasitics becomes increasingly important as gate lengths are scaled to smaller dimensions.

The increase in on-current (Ion) expected from a decrease of the channel resistance with

scaling can only be realised if Ron is not dominated by Rsd [113].
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Figure 2.21: Schematic illustration of the source/drain series resistances (Rs, Rd) of a

FET and the biases, both extrinsic (Vg, Vd) and intrinsic (VG, VD), associated with the

device.
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Another figure-of-merit that is impacted by parasitic series resistance is the measured

(extrinsic) transconductance, gm. Following from Equation (2.50), gm

(
= δId

δVg

)
is related

to the intrinsic gmi

(
= δId

δVG

)
through the following relationship [112]:

gm =
gmi

1 + gmiRs
, (2.51)

which takes account of the fact that a fraction of any increase in the extrinsic gate bias

appears as an increased voltage drop across the source resistance, Rs. The drive current

modulation efficiency suffers from the effect of Rs, which acts to lower the measured gm

from its intrinsic value. For large values of the source resistance whereby gmiRs>> 1, the

extrinsic transconductance becomes independent of gate bias and is reduced to 1/Rs.

In this section, the limiting cases for the metal-semiconductor interface are first intro-

duced, before mechanisms of current transport across the interface are analysed.

2.5.1 Metal-Semiconductor Interfaces

The metal-semiconductor (M/S) interface has two main limiting cases; the Schottky-Mott

limit [114] and the Bardeen limit [115]. These limiting cases are considered in the following

paragraphs.

When a metal and a semiconductor, whereby φm < φs, are brought into contact, the

Fermi levels align to maintain equilibrium. This results in the diffusion of holes from

the semiconductor to the metal. The build up of positive charge on the metal balanced

by negatively charged acceptor ions exposed in the semiconductor generates an electric

field at the M/S interface and induces band bending in the semiconductor. This in turn

creates an energy barrier or Schottky barrier to hole transport from the semiconductor to
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Figure 2.22: Energy band diagram of ideal metal/p-doped semiconductor Schottky

contact.
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the metal as shown in Figure 2.22. In the Schottky-Mott limit, the height of the barrier

(φBp) is given by Equation (2.52):

qφBp = Eg − q(φm − χs) . (2.52)

In this case, the barrier height can be tuned by the choice of gate metal and the doping

in the semiconductor. This model assumes an ideal contact, free of surface states.

In practice, many semiconductor system contain surface states and therefore obey the

Bardeen limit, which accounts for surface states. This is also the more relevant model

for understanding contact formation to III-V systems. The high density of interface traps

in III-V systems pins the Fermi level above the valence band. This in turn renders the

energy barrier independent of the metal work function, an example of which is illustrated

in Figure 2.23 for the case of GaAs. For contacts exhibiting a pinned Fermi level, the

barrier height is determined by the surface state density and the semiconductor bandgap.

The width of the depletion region formed by the barrier can be calculated using Poisson

equation and is given as:

w =

√
2εsε

qNA
(φBp − V ) , (2.53)

where w is the barrier width and V is the applied voltage.

Figure 2.23: Measured Schottky barrier heights (φB) for metals of a variety of work

functions on n-type and p-type GaAs [116].
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2.5.2 Current Transport Mechanisms

In order for current to flow, holes need to overcome the energy barrier imposed by the

M/S interface. Current transport across the M/S interface is governed by three principal

mechanisms; thermionic emission (TE), field emission (FE) and thermionic-field emission

(TFE). The dominant mode of transport is determined by the barrier width and height,

which as shown in Equation (2.53), is dependent on the doping density and the intrinsic

material properties. These transport mechanisms are described in the following sections.

Thermionic emission (TE)

Thermal excitation of holes across the energy barrier occurs in relatively low doped semi-

conductors (NA<1017 cm−3). At such doping levels, the depletion region is too wide for

holes to directly tunnel through (Equation (2.53)). As a result, holes must acquire suf-

ficient thermal energy to overcome the barrier and the resulting TE current is expressed

as:

JTE ∝ eEB/kT , (2.54)

where the energy barrier height, EB, takes on different values depending on the bias

condition as illustrated in Figure 2.24. In thermal equilibrium, the barrier height is just

the built-in potential (qVbi). When a reverse bias (Vr) is applied, the Fermi level is brought

closer to the energy needed for holes to transit the barrier. As a result, the barrier height

is decreased to q(Vbi−Vr), which in turn enhances thermal excitation of holes. Under

a forward bias (Vf), however, the barrier height impeding current flow from metal to

semiconductor is just qφBp, as dictated by the surface states in the case of III-Vs. For a

small barrier height, the likelihood of holes surmounting the barrier by thermal excitation

increases and the resulting contact is ohmic. Alternatively, if the barrier height is large,
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Figure 2.24: Energy band diagrams of metal/low p-doped semiconductor Schottky

contact under various bias conditions.
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only a small fraction of holes will overcome the barrier, resulting in a minimal forward bias

current at low bias. This gives rise to a rectifying (Schottky) contact. With increasing Vf,

the depletion regions decreases and at a certain bias breakdown will occur by the process

of FE as described in the next section. As seen from Equation (2.54), thermionic emission

is enhanced by increasing the temperature and by employing semiconductors with a small

bandgap, thus reducing the barrier height.

Field Emission (FE)

As doping in the semiconductor is increased, the width of the barrier reduces (see Equa-

tion (2.53)). Consequently, quantum mechanical tunnelling of holes directly through the

barrier becomes possible. For heavily doped semiconductors (NA>1018 cm−3), the width

is reduced to such an extent that appreciable tunnelling can occur and thermal excita-

tion of holes over the barrier may be negligible. Field emission has little dependence on

temperature since only holes near the Fermi level are involved in the tunnelling process.

Figure 2.25 illustrates the energy band diagram for a field emission process. The resulting

tunnelling current is described in Equation (2.55):

JFE ∝ e−qφBp/E00 , (2.55)

where E00 represents the hole tunnelling probability:

E00 ∝
qh

4π

√
NA

m∗εsε
. (2.56)

As evident from Equations (2.55) and (2.56), the tunnelling current shows a strong depen-

dence to doping density, and thus barrier width. Therefore, the probability of tunnelling

increases as the doping increases, which is concomitant with thinning of the barrier.
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Figure 2.25: Energy band diagram of metal/heavily p-doped semiconductor Schottky

contact.
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Thermionic-Field Emission (TFE)

There is also a doping range (1017 cm−3<NA<1018 cm−3) for which thermionic and field

emission combined provide for current flow at the M/S interface. At these densities, due

to too wide a barrier, direct tunnelling is not possible and holes do not possess sufficient

thermal energy to cross the barrier. However, holes at elevated energies can still tunnel

through the barrier, as its width narrows with increasing energy (Figure 2.26). The

resulting current due to TFE is expressed as:

JFE ∝ exp

(
qφBp

E00 coth(E00
kT )

)
, (2.57)

where E00 is given by Equation (2.56). In this case, the current is dependent on both the

doping density and barrier height, and is expected to increase with temperature.
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Figure 2.26: Energy band diagram of metal/moderately p-doped semiconductor Schot-

tky contact.

49



3

Fabrication Techniques

3.1 Introduction

Device fabrication is an involved process that draws on a variety of techniques. Compat-

ibility of these techniques, with the substrate and pre-existing features, should be taken

into account when devising process flows in order to realise devices of high performance,

yield and reliability. A fundamental understanding of the principles of fabrication and the

associated processing techniques is therefore vital. This chapter provides an overview of

the fabrication techniques that were used as part of this work; lithography, epitaxial mate-

rial growth, dielectric and metal deposition, and etching. These techniques are presented

and discussed both from a general perspective and as applicable to III-V MOS device

processing, taking into consideration the capabilities and limitations associated with each

method.

3.2 Lithography

In microelectronics, lithography is the process by which a pattern is transferred onto a

substrate. A range of lithographic techniques such as optical lithography, electron beam

lithography (EBL), ion-beam lithography and imprint lithography can be employed for

this purpose. These techniques are differentiated by their pattern transfer action, e.g.

the application of photons in optical lithography in contrast to pressure force in imprint

lithography. Although optical lithography was used at times, the bulk of the fabrication

work of this project was underpinned by EBL.
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3.2.1 Lithography Basics

Most lithographic techniques used in pattern transfer are based on the same fundamental

concepts. The process of pattern transfer begins with uniformly spin coating the substrate

with a polymeric radiation-sensitive film, referred to as resist. Subsequently, the resist is

selectively irradiated. This leads to an alteration of the physical or chemical properties

of the resist in the exposed region in terms of its solubility, dictated by the type of resist

used. In the development stage that follows, a suitable solvent is used to remove the resist

in a selective manner.

Two types of resist tones, positive and negative, can be employed for pattern transfer.

The terms positive and negative are a reflection of the change in resist solubility following

irradiation. In positive resists irradiation causes chain scission [117], a polymer degrada-

tion mechanism which gives rise to enhanced resist solubility. Dissolution of the resist in

the exposed region during the development step leaves the substrate masked in the un-

exposed region. On the other hand the cross-linking polymer reaction [117], that ensues

in irradiated negative resists, diminishes the resist solubility. As a result the substrate

is only masked in the exposed region, due to resist dissolution in the unexposed region,

during development. Figure 3.1 schematically illustrates the different final resist profiles

achieved when from using positive and negative resists. The selectively masked resist

template is subsequently exploited to define the final features during pattern transfer.

This process is described in Section 3.3.

Resist

Substrate

Exposure Development

(b) Negative Resist

(a) Positiv
e Resist

Incident 

Radiation
Irradiated Region

Figure 3.1: Resultant resist profiles for positive and negative resists during pattern

transfer.

3.2.2 Optical Lithography

Optical lithography has remained a patterning mainstay in microelectronics over the last

three decades. In its simplest form a light source, typically ultraviolet (UV), is irradiated
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onto a photo-sensitive resist through a physical mask that is in direct contact with the

substrate or at a small distance away from it. The former is known as contact lithography

(Figure 3.2(a)) while the latter is referred to as proximity lithography (Figure 3.2(b)). The

mask plate, usually made of quartz, comprises transparent and opaque (chromium-coated)

regions that define the patterns to be written.

Light source

lens

Resist

Substrate

Mask 

Light source

lens

s 
e 

(a) (b)

Mask 

Light source

Condenser lens

Projection lens

Resist

Substrate

Mask 

Resist

Substrate

(c)

Figure 3.2: Schematic illustration of optical lithographic techniques: (a) contact lithog-

raphy, (b) proximity lithography and (c) projection lithography.

In optical lithography, light gets diffracted at the edges of the opaque regions of the

mask thereby limiting the achievable resolution. The resolution limit of contact and

proximity lithography is given by:

lmin =
3

2

√
λ(s+

1

2
e) , (3.1)

where λ is the radiation wavelength, s is the mask-to-substrate separation, and e is the re-

sist thickness [118]. Although contact lithography is capable of high resolution, both mask

and substrate are subject to damage from abrasion and debris during the contacting pro-

cess, which in turn compromises pattern fidelity. In addition, contacting surfaces should

be perfectly planar for ideal contact. This however is not always possible as the resist may

not be able to smooth out the topographical relief on the substrate from previous process-

ing. The potential debris on the mask further adds to the problem of non-ideal contact

[118]. This affects lithographic alignment and introduces a finite, non-uniform mask-to-

substrate separation which impacts resolution. While resolutions as small as 0.2µm are

achievable using thin resists exposed at short wavelengths, e.g. deep ultraviolet (DUV)
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light, this is often limited to about 1µm in laboratory-based lithography tools operating at

longer wavelengths (typically 400 nm) and affected by the aforementioned non-idealities.

In contrast, mask and substrate damage is circumvented in proximity lithography albeit

at the expense of resolution. An offset of 10µm is usually sufficient to ensure consistent

separation is maintained along all points between the mask and the substrate, which then

limits the minimum resolution to about 3µm. The simplicity of implementation and low

cost associated with these techniques have made them a permanent feature in research

and university laboratories.

In industry, projection lithography has been adopted as the aforementioned techniques

are not suited to meet the demands of feature size scaling or mass production. This

technique relies on a projection lens that focuses and reduces the mask patterns prior to

imaging onto the resist, with the mask held at some distance away from the substrate

(Figure 3.2(c)). Its resolution limit is governed by the Rayleigh equation:

lmin =
κ. λ

NA
, (3.2)

where the scaling factor κ is a measure of the difficulty associated with the lithographic

process in printing a given feature and NA is the numerical aperture of the projection

optics, which is a measure of the light gathering ability of the lens [118–120]. Historically

the main enablers of resolution enhancements, in line with Equation (3.2), have been the

transition to shorter wavelengths and reduction in the scaling factor through improve-

ments in the illumination, quality of optics and photoresist performance. These advances

were further complemented by various resolution enhancement techniques such as phase-

shift masking, proximity optical correction, off-axis illumination and more recently double

patterning [118, 120]. Notably in 2003 the 100 nm feature size barrier was broken with

the mass production of 90 nm gate length transistors [119].

In addition to the capacity to down-scale feature sizes, projection lithography’s

[119, 120] other attributes of high throughput, extremely low defects and high overlay

capability, all vital requirements of high-volume chip manufacturing, have collectively ce-

mented its dominance in microelectronics. The scaling trend towards nanometric features

continues to progress with the aid of liquid-immersion lithography. Resolution enhance-

ment is achieved by increasing the refractive index of the medium between the projection

lens and the resist by using a fluid in place of air, which in turn increases NA [119, 120].

This technology is expected to be extended down to the 11 nm node before next genera-

tion techniques such as extreme ultraviolet (EUV), imprint or maskless lithography are

introduced.

53



Chapter 3 Fabrication Techniques 3.2 Lithography

3.2.3 Electron Beam Lithography

While feature size scaling into the sub-100 nm regime is a fairly recent development in

optical lithography, features as small as 20 nm have been demonstrated using EBL as far

back as the 1980s [121]. EBL uses a finely focussed beam of electrons to scan and expose

the resist-coated substrate during pattern writing. This direct writing approach does

away with physical masks as the process of beam deflection and blanking, for pattern

exposure, is controlled by a computer system that reads in software-generated pattern

layouts. As a result, EBL is a versatile technique that affords the latitude of changing

the resulting patterns as often as necessary. This is especially advantageous when the

nature of work is highly exploratory as is often the case when developing new processes.

Moreover, degradation of patterns arising from mask defects is alleviated.

In optical lithography diffraction of light limits the achievable resolution, as highlighted

in the preceding section. However, an electron beam (e-beam) is generally not diffraction-

limited. This is because the de Broglie wavelength of the e-beam is of the order 4–12 pm at

accelerating voltages of 10–100 kV during operation. Thus, the main advantage of EBL is

the high resolution patterning capability it offers. On the other hand, the serial writing of

patterns makes for a slow process, therefore from a throughput and cost perspective it is

not beneficial to use EBL for industrial scale production of highly dense, well established

patterns. In research and development however, the other features of EBL processing

outweigh throughput.

There are a number of factors that determine the resolution, sensitivity, accuracy and

reliability of pattern transfer in EBL. The resolution is influenced by the spot size of the

e-beam, which is determined by the quality of the electron-optics. This is further com-

plicated by scattering resulting from electron-resist and electron-substrate interactions

during exposure. In addition the substrate material, resist and developer used, together

with the EBL processing parameters, all have a profound effect on pattern definition. Fi-

nally, the accuracy of pattern overlays is determined by the alignment techniques adopted.

These different aspects of EBL are discussed in the following sections.

3.2.3.1 E-Beam Apparatus and Operation

At the University of Glasgow, a Vistec VB6 Ultra High Resolution Extra Wide Field

(UHR EWF) EBL tool is used for pattern exposure. Although the description provided

herein is based on the VB6 tool, the main aspects presented are common to most EBL

systems. The VB6 tool comprises of a number of principal components, as illustrated in
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Figure 3.3. At the heart of the system is the electron-optical column (EOC), which is used

to form and direct an e-beam onto a resist-coated substrate, with control over the beam

intensity, focus and deflection. Detector electronics, that provide useful information about

the beam, and a high precision stage, on which the substrate is mounted, are located at

the end of the column. In addition to providing power and temperature control, ultra-

high vacuum of the tool, necessary for high-resolution patterning, is maintained by the

support system. Critical to EBL operation is the pattern generator that converts software

generated pattern layouts into analogue control signals for beam deflection and blanking.
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Figure 3.3: Schematic illustration showing the major components of the Vistec VB6

UHR EWF electron beam lithography system.

Electron-Optical Column (EOC)

The EOC is configured such that the electron gun (source), from which the e-beam origi-

nates, sits at the top-tier of the column. All other elements responsible for beam modifica-

tion to produce a spot of desirable size and current on the substrate are contained within

the bottom-tier. These include electron optics, apertures, beam blanking and deflection

units.

Of significance to high-resolution patterning is the ability to obtain spots with fine fo-

cus. Although the beam may start off small from the source, aberrations associated with

imaging and beam deflection tend to enlarge the beam as it travels down the column.

The various aberrations affecting the beam and its corresponding definitions are given
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in Table 3.1. A large angle of beam convergence, originating from the lenses and deflec-

tors, gives rise to spherical aberration. The resulting spot is de-focussed and distorted.

However, constricting the beam convergence can result in diffraction effects becoming

more noticeable, albeit its contribution is significantly small as previously highlighted.

Broadening of the electron energy distribution gives rise to chromatic aberration. This

can arise in the source but can have contributions from the space-charge effect, resulting

from electron-electron repulsions at beam crossovers. High beam currents compound this

effect, which further acts to blur and de-focus the spot. Therefore, the final spot that is

imaged onto the substrate, taking into account the aberration contributions, is expressed

as [122]:

dmin =
√
d2

g + d2
s + d2

c + d2
d . (3.3)

The following description of the different elements of EOC takes into consideration these

aberrations where dg, ds, dc and dd are defined in Table 3.1 below.

Table 3.1: List and definition of parameters contributing to final spot size, dmin.

Adapted from [122].

• beam spot without aberration, dg = dv
M

dv, virtual source size; M , demagnification

• spherical aberration, ds = 1
2
Csaα3 Csa, spherical aberration coefficient; α, beam convergence

angle

• chromatic aberration, dc = Ccaα
∆V
V

Cca, chromatic aberration coefficient; ∆V , beam energy
spread; V , beam acceleration voltage

• diffraction limit, dd = 0.6 λ
α

λ = 1.2/
√
V , electron wavelength

In the source, the beam is formed via a cathode emission process. Due to its good

emission characteristics a thermionic field emitter (tungsten needle coated with zirconium

oxide) is used as the cathode filament in the VB6. The small “virtual” source size (dv) of

15–20 nm [123] allows for a smaller beam spot (dg) to be formed on the substrate with less

demagnification and fewer lenses. In addition, the low electron energy dispersion (∆V ) of

0.9 eV [124] reduces chromatic aberrations (dc), this in turn minimises beam broadening.

These source characteristics enable higher resolutions to be achieved. On the other hand,

the high source brightness provides for a high beam current, which then requires less dwell

time. This is because the product of the two parameters sets the dose for a given exposure

as:

D =
Ib tb
S2

b

, (3.4)

where D is the exposure dose in µC/cm2, Ib is the beam current in nA, tb is the length

of time the e-beam is still at each location during exposure (dwell time) in µs and S2
b is

the area exposed at each point where the beam step size (Sb) is the distance the beam is
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deflected between exposures in nm [124]. The increased throughput comes at the expense

of resolution, due to the space-charge effects mentioned earlier. A number of electrodes

contained within the gun extract and accelerate the electrons from the filament, which

is further accelerated by the anode to the specified beam acceleration voltage, which

typically is 50 kV or 100 kV in the VB6. Higher acceleration voltages further reduce

chromatic aberrations and space-charge effects. The emergent beam is aligned to the

optical axis of the lenses by the gun alignment system comprising of magnetic deflection

coils which provide tilt and shift correction.

One electrostatic (C1) and two magnetic (C2, C3) lenses are contained within the

column. C1 is located at the source and is used for initial beam focus, following which

the beam is further focussed by C2. The focus point on C3 (objective lens) is fixed by C2.

This configuration caters for easy adjustment of the spot size on the substrate without

having to change the beam focus or current density. Thus, stability and repeatability are

achieved during pattern writing. The crucial beam focus on the substrate is provided by

C3, and a tight focus with minimum aberrations is achieved by minimising the distance

between this lens and the substrate (35mm in the VB6). For critical focussing, magnetic

lenses are preferred to electrostatic lenses since the former create fewer aberrations.

Turning the beam on and off, referred to as blanking, is achieved with a pair of plates

configured as an electrostatic deflector this provides for high-speed beam interruptions.

The degree of beam deflection is controlled by the voltage applied to the plates. A large

enough angular deflection causes the beam to be interrupted by an aperture, thereby

turning the beam off. The column is arranged such that the electrical centre of the blanker

coincides with the beam crossover created by lens C2. This configuration, known as

conjugate beam blanking, ensures that the beam position on the substrate is independent

of the blanker voltage up to the point of the beam turning off. As a result any unintended

exposure arising from beam movements during the blanking process is avoided.

As the beam traverses the column, it encounters a series of apertures that have des-

ignated purposes. Spray apertures serve to shield the substrate from stray electrons

generated in the column and exclude beam electrons that are a long way off the optical

axis. Based on the exposure requirements, beam limiting apertures set the size and cur-

rent of the beam on the substrate. Smaller apertures provide a larger constriction of the

convergence angle, thereby minimising lens aberrations. The increased resolution comes

at the expense of usable beam current. As a result, a larger dwelling time is required for

a given exposure, which reduces throughput. Furthermore, blanking apertures provide

for beam interruptions when used in conjunction with the beam blanker as previously
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highlighted.

The process of pattern exposure involves forming the beam, setting its size and cur-

rent, and controlling its relative motion to the intended position on the substrate. The

latter is performed by the main field and subfield deflection coils. Although electrostatic

deflections have a faster response they introduce more aberrations and thus these coils

are magnetically driven. In addition, large angular deflections from the optical axis give

rise to increased aberrations affecting the beam. This is circumvented by limiting the

maximum distance within which the beam can be deflected. This is referred to as the

main field, for which deflection is provided by the main field deflection coils. The large

angles of deflection of such coils limit the speed of writing, therefore subfield deflection

coils, that have smaller angular deflections and therefore a faster writing time, are used

within the main field. This two-tier deflection system is implemented by dividing up the

main field into a 64×64 array of smaller fields, known as subfields. This is a process

done by the pattern generator hardware in real-time. Exposure is then achieved by first

moving the beam via main field deflection to the centre of a subfield, following which

subfield deflection is used for scanning the beam over the individual pixels comprising the

subfield. This sequence is repeated for all subfields within a main field.

The main field size is determined by the maximum deflection range as limited by

the precision of the digital-to-analog converter (DAC) and the resolution of the pattern

generator. A 20-bit pattern generator is installed in the VB6 with 1.25 nm, 1.0 nm and

0.5 nm resolution capabilities. As such, at the maximum resolution setting, the main field

size comes out to 1.31mm with subfields in the order of 20.5µm. The size of the main

field and its corresponding subfields decrease with increasing resolution setting.

A number of other components, located within the EOC, provide crucial information

about the beam and are used for various purposes during EBL operation. A Faraday cup

and transmission detector are mounted on the stage to measure the beam current and

spot size respectively. Height variations between the objective lens and the substrate can

introduce errors in the form of field size and focus variations. To overcome such errors a

height meter, comprising of a charge coupled device (CCD) array detector and an infrared

laser, is included in the column. Height readings are obtained by detecting the position

of the laser beam reflected off the substrate surface after every stage movement. This

information is then used to automatically compensate for errors, which in turn maintains

the accuracy of beam deflections. The final component is the back scatter electron (BSE)

detector mounted on the bottom of the objective lens, this provides a means of imaging

the substrate as the e-beam is scanned across the substrate. This is useful for calibrating
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beam deflections, focus control and detecting alignment markers, this is described further

in Section 3.2.3.4.

Writing Strategy

The nature of pattern writing adopted in an EBL tool is determined by the beam shape,

beam scanning method and stage control, concomitantly.

The most important distinction between EBL tools arises from the shape of beam

employed. The description of the beam thus far has been based on a Gaussian beam,

which is the smallest spot size that is focussed onto the substrate with a Gaussian intensity

distribution. Exposure proceeds in a serial manner with each pixel exposed in turn, which

results in reduced throughput. The alternative is the shaped beam, which provides an area

exposure of broad, uniform beam intensity after passing through a series of beam-shaping

apertures. The extension of the beam from a spot to an area results in the exposure of

several pixels in parallel. This results in the advantage of increased throughput but also

results in reducing the achievable resolution.

The beam can be scanned across patterns in two ways; raster scan or vector scan. In

the former, the beam is continuously deflected across a subfield as line scans. Along the

line scan, the beam is blanked in un-patterned areas, while patterned areas are exposed.

After each line scan the writing is suspended to allow the deflectors to be repositioned to

the start of the next line to be scanned. Therefore, the writing time is dependent only

on field size and not on pattern density, however the dose variations that can be applied

are limited with this method. In the vector scan method the beam is deflected to the

patterned areas for exposure, and blanked as it is deflected from one pattern to the next,

skipping over un-patterned areas. The writing time therefore is directly proportional to

density of patterns, but the advantage is the ability to vary the dose between patterns.

Thus, for sparsely packed patterns a vector scan method is more beneficial.

As previously mentioned, the maximum allowed deflection is limited to the main field

size. Pattern layouts however are typically larger than this field, in which case stage

movements are needed. In the step-and-repeat approach, after the complete writing of a

field, the writing is stopped and the stage is moved to the next field for which the process

repeats. This sequence of field-stepping enables patterns to be written while the stage is

stationary. However, the associated settling periods needed after each stage movement

reduces throughput. In contrast, for the moving stage approach, a scan similar to a raster

scan ensues as the stage is moved continuously in one direction. At the end of the scan,

writing is stopped to enable the stage to be moved to the start of the next raster to be
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scanned. This method provides for a higher throughput and like the raster scan method,

writing time is independent of pattern density.

Stitching is the process of combining main fields together to realise the overall pattern

layout, for which inaccuracies can arise at the field boundaries during translational move-

ments. Due to mechanical limitations of the stage, discrepancies of a few µm between

the measured and desired stage positions can occur after each stage movement. Such

stitching errors are rectified by repositioning the beam to the desired position on the sub-

strate through beam error feedback (BEF) correction. In this method, the absolute stage

position is measured interferometrically in two axes, to a resolution of 0.6 nm, which is

then fed back to the beam deflection coils for realigning the beam accordingly. In view of

stitching errors, patterns of critical geometries are not placed at field boundaries.

The VB6 is a vector scan system in which patterns are written using a Gaussian beam,

with a minimum spot of 3-4 nm, in a step-and-repeat exposure.

Pattern Preparation

Generating the pattern file in software, to be used by the pattern generator’s hardware

to provide the requisite control signals to the EOC for exposure, is a three stage process

which involves pattern design, fracture and layout.

Computer aided design (CAD) packages such as Tanner L-Edit are used in the design

stage to create and arrange patterns into different layers. The resultant output files, in

GDSII format, are then used in the pattern fracture stage. The process of fracturing

is needed to convert the designed data files into basic shapes the pattern generator is

capable of handling for e-beam exposure which in this case are trapezoids. In addition

to this, data is arranged into subfields and fields as defined by the pattern resolution

and maximum deflection limit set by the pattern generator. Fracturing is achieved using

the CATS software from Synopsys. The final step that is needed before exposure is the

arrangement of the fractured data files into a pattern layout as required, as well as set-

ting of exposure parameters. The software, beam-writer exposure layout for lithographic

engineers (BELLE), created by Dr. Stephen Thoms (University of Glasgow) is used for

this purpose.

3.2.3.2 Electron-Matter Interaction and the Proximity Effect

A small beam spot size is important for high resolution EBL, however it is not the main

resolution limiting factor since modern EBL tools can achieve minimum spot sizes of a few
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nm. The effects of scattering phenomena in the resist and the substrate during irradiation

ultimately limit the achievable feature size.

Two types of scattering processes, elastic and inelastic, occur when primary electrons

(incident e-beam) interact with a resist-coated substrate. Elastic scattering results from

electron-nucleus interaction whereas inelastic scattering is due to electron-electron interac-

tion. The latter causes excitation and/or ionisation of atoms, and in the process generates

secondary electrons. The majority of these secondaries tend to be typically low in energy

(few tens of eV). As a result, their lateral straggle is limited to several nm in range.

However, secondary electrons of much higher energies (a few keV) can be significant in

number. These fast secondaries have a longer lateral range of tens of nm. The resultant

energy distribution (exposure) within the resist is determined by the energy transferred

from inelastic scattering, for which secondary electron contribution is significant [124].

During e-beam irradiation the majority of the primary electrons that penetrate the re-

sist undergo inelastic scattering, which leads to resist exposure. The small-angle deflection

of primary electrons that follows from inelastic scattering, known as forward scattering,

broadens the e-beam laterally in the resist. With a large number of electrons penetrating

into the substrate, forward scattering broadens the beam further in the substrate. Some of

these electrons are also elastically scattered due to collisions with heavy substrate nuclei,

the result of which is large-angle electron scattering. This is known as back scattering.

Back scattered electrons arrive back into the resist at distances far away from the original

point of e-beam incidence, leading to undesired resist exposure [123]. These scattering

processes are outlined in Figure 3.4(a). The scattering-specific energy distributions in the

(a) (b)

Resist

Substrate

Back scattering Forward scattering

Incident electron beam

back scattered

forward scattered

total PSF

radial distance

intensity (normalized)

Figure 3.4: Schematic depicting (a) the scattering processes arising from electron in-

teraction with the resist and substrate, and (b) Gaussian energy distribution profiles of

the individual scattering processes together with the total point spread function (PSF)

of their combined distributions.
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resist are Gaussian approximated. Forward scattering distribution tends to be narrower

while back scattering distribution is broader, and their summation gives form to the over-

all energy distribution profile, known as point spread function (PSF). These distribution

profiles are illustrated in Figure 3.4(b).

The relative scattering contributions to the PSF are dependent on a number of process

conditions as illustrated in Figure 3.5. Thinner resists and higher incident e-beam energies

reduce the deflection angle of primary electrons, therefore the extent of beam broadening

due to forward scattering is reduced (Figures 3.5(a) and (b)). The back scattered distri-

bution is also affected by the beam energy. Increasing beam energies deepen and widen

the back scattering effect, the result of which is increased distribution width along with

reduced intensity (Figure 3.5(b)). This leads to the back scatter range extending to a

larger radial distance, for which effective exposures are broadly uniform and diluted. In

addition, substrate density influences the back scattering effect. Higher atomic number

substrates, such as GaAs, result in an increased number of scattering events. This in turn

increases the intensity but the back scatter range is reduced (Figure 3.5(c)) [122, 124].
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Figure 3.5: Point Spread Function (PSF) comparison for different (a) thickness of resist,

(b) incident e-beam energy and (c) substrate material. Adapted from [122].

The non-uniform, radial distribution of exposure due to back scattering gives rise to

pattern distortions and is given the name proximity effect. Pattern definition is affected by

two types of proximity effects, intraproximity and interproximity, as shown in Figure 3.6.

Intraproximity effects result in nonuniform exposure within a single pattern element,

taking into account both the shape and size of the pattern. This leads to the pattern

centroid receiving a higher exposure than the edges [125, 126]. For instance, the exposure

received at the centre of a square pattern is twice that at the edge and four times that at the
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corner [126]. In contrast, the interproximity effect gives rise to the nonuniform exposure

between patterns. The proximity effect is enhanced between neighbouring patterns due to

the scattering between these patterns. Therefore, geometries (e.g. linewidth) of individual

patterns coupled with the distribution (spacing and size) of the neighbouring patterns have

a considerable influence on the interproximity effect. Large, densely packed patterns are

generally more exposed than small, isolated patterns. Hence, patterns that are densely

packed together may be overexposed and even merge together [125, 126]. For definition

of high resolution, high density patterns, both intraproximity and interproximity effects

should be minimised during lithography in order to obtain well defined and well distributed

features.

Shape of incident electron beam

Shape of exposed resist pattern 

Intraproximity e!ect

Interproximity e!ect

Figure 3.6: Schematic illustrating pattern distortions due to intraproximity and inter-

proximity effects.

A number of corrective measures can be adopted to minimise the proximity effect.

From a design perspective, optimising the distribution and packing density of patterns to

be written reduces the effect. However, design constraints arising from device geometries

may hamper the optimisation. In developmental MOSFET devices for instance, fairly

large source and drain contacts need to be placed in close proximity. The proximity effect

is also influenced by the aforementioned process conditions and can be minimised through

the use of thin resists, high energy e-beam and low density substrates. Insertion of a thick,

low density interlayer between the imaging resist layer and the substrate is another means

of proximity effect minimisation. Multilayer resist techniques are often employed for this

purpose. More commonly, proximity error correction software is used alongside the other

corrective measures. This software exploits techniques that enable the exposure doses and

the shape dimensions to be modulated during pattern writing, thereby compensating for

the proximity effect [125]. The CATS package from Synopsys, that was used for fracturing

all pattern files used in this work, comes with such software built-in.
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3.2.3.3 Resist and Development

The choice of resist is important in EBL as it has a strong bearing on pattern definition.

In general, sensitivity and contrast are the two most important properties of EBL resists,

due to their direct relation to the achievable resolution. Other properties however may

become important depending on the processing requirement, for example etch resistance

is vital to subtractive patterning.

Resist properties are dependent partly on the resist chemistry, and partly on the

processing conditions. The performance of a resist in a process is influenced by many

parameters: exposure dose, e-beam energy, developer, development time and temperature,

resist material and thickness, substrate material and pattern density [122, 127]. Many of

these parameters are interlinked, and as such interact with the resist in a complex manner

during lithography.

A given resist can be made more or less sensitive by modifying the process condi-

tions. These conditions influence both forward scattering and back scattering, as dis-

cussed in Section 3.2.3.2. Higher e-beam energy, thinner resists, lower density substrates

and sparsely packed patterns all contribute towards the lowering of sensitivity [122]. The

sensitivity of a resist is further affected by its molecular weight. More chain scission events,

leading to a larger exposure, are needed to achieve solubility in a resist as its molecular

weight increases. As a result higher molecular weight resists have a lower sensitivity.

Development is an essential part of the pattern definition process as it affects the shape

and size of patterned areas. Resist dissolution, during development, can be characterised

as a diffusion-like process [127], which is influenced by the developer, temperature and

time, resist molecular weight and exposure dose. For instance, in a positive tone resist

an optimum developer would have minimum effect in the unexposed region whereas the

exposed region would be effected maximally. This then increases the contrast between the

two regions, and also provides for high resolution. Process contrast can change with both

the choice and strength of developers [128]. Higher temperatures enhance the diffusivity

of the resist polymers in a developer, leading to a faster rate of resist dissolution, hence

process sensitivity is increased. In contrast, resists of higher molecular weight are less

diffusive in a developer, which results in slower resist dissolution. Dissolution is also slower

for smaller exposure doses. A slower dissolution rate translates to a longer development

time, the result of which is reduced process sensitivity [127].

Contrast curves are used to characterise the sensitivity and contrast of a resist in a

given process. These curves are obtained by performing a dose test, which is a prereq-

uisite for defining and optimising new patterns. The test comprises of the exposure and
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development of a series of identical patterns, in which each pattern is exposed at a differ-

ent dose in a given experimental setup. The residual resist thickness at each dose is then

measured and plotted as shown in Figure 3.7. The slope of the curve defines the resist

contrast and is expressed as:

γ =
1

ln(E2
E1

)
, (3.5)

where E2 is the minimum exposure dose required to fully develop out the resist and E1

is the dose that marks the start of resist exposure [122]. A steeper slope corresponds to a

higher resist contrast, while a smaller value of E2 is indicative of higher resist sensitivity.

For high resolution lithography, a resist with high contrast and low sensitivity is highly

desirable. In addition, high contrast results in resist profiles having high aspect ratios and

vertical sidewalls. The former profile makes possible the lithography of densely packed

patterns while the latter facilitates subtractive patterning [122].
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Figure 3.7: Contrast curve plot illustrating the residual resist thickness after develop-

ment (normalised) as a function of the logarithmic exposure dose for a given experimental

setup.

A positive tone resist that features heavily in EBL is poly-methyl methacrylate

(PMMA). It offers high resolution patterning capability which in turn has enabled the

realisation of features as small as 5 nm. PMMA is a low sensitive resist which comes in a

number of different molecular weights, with sensitivity increasing slightly with decreasing

weight [122]. The most commonly used developer for PMMA is methyl isobutyl ketone

(MIBK), a strong solvent, diluted with isopropyl alcohol (IPA), a non-solvent, to differing

concentrations. Weaker MIBK/IPA developers provide for higher contrast and higher

resolution, as shown in Table 3.2. Another effective developer for PMMA is water/IPA.
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Table 3.2: Comparison between different developer concentrations and their correspond-

ing effect on resolution. Adapted from [122].

MIBK:IPA concentration Contrast Sensitivity Resolution

1:3 Very high Low Extremely high

1:2 High Medium Very high

1:1 Medium High High

Pure MIBK Low Very high Low

The combination of the two non-solvents results in what is called cosolvent, which has a

solvent strength larger than its parts, and provides for high sensitivity and high contrast

simultaneously [128].

The differential sensitivities between the different molecular weights, makes PMMA

highly desirable for use in a multilayer resist process such as the one detailed in Sec-

tion 3.3.2. One of the main drawbacks of PMMA however is its poor etch resistance [117],

which makes it unattractive for subtractive processing. Hydrogen silsesquioxane (HSQ)

on the other hand has high etch resistance, making it ideal for this purpose. This is a

negative tone resist that has a similar contrast and sensitivity as PMMA, which allows

for high resolution pattering into the sub-10 nm range [122].

3.2.3.4 Alignment

Pattern overlays are often required to realise a fully functional device. This entails two or

more levels of lithography for which the patterns defined in each of these levels need to

be accurately positioned with respect to one another. This process of matching patterns

from one lithography level to the next is referred to as alignment.

Alignment is essential to correct for the various errors that arise during pattern overlay.

The potential sources of error are depicted in Figure 3.8 with the aid of a transistor

fabricated using two levels of lithography in a gate-last process flow. A translational error

results in the gate being offset from its desired position in the x-axis, y-axis or both.

Angular displacements about the gate centre, due to a change in x-axis as a function of

y-axis or vice versa, give form to rotational errors. A gain error causes the gate to be

scaled either in one axis as a function of that axis or in both axes as a function of the

corresponding axes, leading to oversized or undersized gate definition. Keystone errors

result from changes in one axis as a function of both axes. These misalignments can arise

from a number of different sources, for example substrate loading errors, temperature

changes within the tool or positional drift of the beam with time. For instance a 0.1 ◦
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(a) (e)(d)(c)(b)

Figure 3.8: Schematic showing alignment errors that can arise during gate pattern

overlay to a previously defined source/drain pattern layer for transistor fabrication: (a)

correct alignment, (b) translational error, (c) rotational error, (d) gain error and (e)

keystone error.

rotation of a 1 mm2 sample about its centre amounts to a positional error of approximately

2µm, which in most fabrication cannot be tolerated.

Pattern overlay errors are corrected by aligning the pattern layout to be written to

pre-existing reference marks on the substrate, referred to as alignment markers. These

markers are written as the first lithographic level, either on their own or often married

to the first pattern layout as part of a device process flow, to save on a lithography

step. This enables subsequent lithography levels to utilise markers defined in the first

level for alignment. This is known as zero-level alignment and is preferred over level-to-

level alignment. In the latter technique, subsequent pattern overlays are aligned using

the markers from the most recent overlay. As a result, the overall alignment error is

compounded by the alignment errors introduced from each pattern overlay.

The attributes of the alignment marker, the marker detection methodology, as well

as alignment strategies used can significantly affect pattern overlay accuracy. These are

considered in the following paragraphs.

The shape and physical structure of the markers is of importance to alignment. Square

markers tend to be commonly used, although other more complex geometric shapes can be

employed. The markers are defined in two ways; the first is by etching into the substrate

to form pits or raised mesas (topographical marker), the other is to deposit materials of

a higher atomic number, relative to the substrate, to leave a raised section (z-contrast

marker). These marker types are shown in Figure 3.9. A solid-state back scatter electron

(BSE) detector is used to detect the back scattered electron signal as a function of beam

position as the e-beam scans across the markers. These back scattered electrons are a

result of the electron-substrate interactions that occur from e-beam exposure. Materials

of a higher atomic number produce more back scattered electrons (Section 3.2.3.2). As a

result when the beam scans across from the substrate to the marker, the electron signal
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level changes according to the amount of back scattering detected [129]. To achieve signals

of high contrast, markers are generally made of metals such as gold (Au) which have much

higher atomic numbers compared to the substrate, e.g. gallium arsenide (GaAs). On the

other hand, topographical marker detection is based on a different mechanism. The step or

contour of the marker creates a modulation of the back scattered signal. This modulated

signal is composed of a slow and fast transient. The slow transient is associated with the

beam approaching or receding from the step, whereas the fast transient is related to the

steep crossing of the step [129]. These two effects combined produce a signal as illustrated

in Figure 3.9, which comprises two spikes corresponding to the points of topographical

change. The quality and contrast of the signal is further affected by marker height. The

thickness of z-contrast markers needs to be about 50−100 nm, while topographical markers

are usually microns deep.

Resist

Substrate

Resist

Substrate

TOPOGRAPHICAL MARKER Z-CONTRAST MARKER

VIDEO SIGNALVIDEO SIGNAL

Shallow etched 

pit (or mesa)
Au pad

Figure 3.9: Alignment mark types and their corresponding back scatter profiles.

Marker detection is based on a search and locate algorithm known as “mark lo-

cate”, which is conducted automatically in software. During the search, marker edges

are scanned back and forth by the beam several times. The average of these scans is used

to locate the edges, and corresponding centre of the marker. Four markers are typically

required to correct for all of the aforementioned pattern overlay errors and are best placed

at the corners of a layout. This configuration, referred to as “global alignment”, marks

out the grid boundaries within which the pattern layout should be placed for optimum

alignment as shown in Figure 3.10. Nonetheless, alignment can still be successfully ob-

tained using fewer markers. However, with decreasing number of markers, the sensitivity

of the alignment process to specific overlay errors is lost. For instance, keystone errors

are not accounted for with only three markers.

For large pattern layouts, the separation between the markers increases their positional

uncertainties. This gives rise to local variations in alignment of patterns across a large

layout. A two-stage alignment strategy is adopted to circumvent this effect. In the first
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instance, a “global” alignment is performed as normal. This is followed by “cell” alignment

of smaller areas of patterns. In order to implement this, layouts are divided up into pattern

arrays, an example of a 2×2 array is shown in Figure 3.10. Each pattern in the array

has its own set of “cell” alignment markers, with a smaller marker grid providing for a

more accurate determination of marker positions. However, this comes at the expense of

throughput as the time required for alignment increases.

Global markers
Cell markers

GLOBAL ALIGNMENT CELL ALIGNMENT

Figure 3.10: Schematic of “global” and “cell” alignment procedures during pattern

overlay.

The overlay accuracy that can be achieved is inherently limited by the ability of the

search algorithm to locate marker edges precisely, which in turn requires markers to be

well-defined. Square markers are capable of alignment accuracies in the order of 15 nm.

However, this is based on the assumption that the quality of the markers edges is near-

perfect. In reality, this number is often bigger. One of the process modules developed in

this work, described in Chapter 6, requires overlay accuracies of a few nm for which better

alignment techniques are needed. For this the correlation-based alignment technique

developed in [130], with a measured overlay accuracy of 0.63 nm, was adopted. In this

technique Penrose tilings are used as markers, as shown in Figure 3.11. The increased

number of marker edges provides for a more accurate determination of the marker position.

Moreover, its compatibility with well-established fabrication techniques, such as lift-off,

makes it highly suited for implementation.
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Figure 3.11: SEM micrograph of Penrose tilings defined as a z-contrast marker via

e-beam evaporation of Al(20 nm)/Au(100 nm) and lift-off.

3.3 Pattern Transfer

Pattern transfer, using the latent resist image as a stencil, can be either additive or

subtractive. Material is added to the exposed resist regions in the additive process,

whereas in the subtractive transfer material is removed from the exposed regions. The

two most commonly used pattern transfer processes are lift-off (additive) and etching

(subtractive). In the following paragraphs, these processes are described in the context

of metal feature definition, since this was the most widely used form of patterning in this

work.

3.3.1 Subtractive Patterning

In subtractive processing a metal film is first blanket deposited over the entire substrate

and then selectively masked with negative resist. Thereafter, a suitable etch process is

used to remove the metal film in the unmasked, resist-free regions thereby defining the

metal feature. The associated etchant can be in the form of a chemical solution (wet-

etching) or gas/plasma process (dry-etching) described in Section 3.5.

This technique, in general, is suitable for substrates that are highly resistant to etchant

damage, for instance plasma-induced damage from dry etching, and non-composite metal

films. Key considerations for usage include the resistance of masking layers to metal

etchants, availability of appropriate metal etchants and deposition techniques that pro-

vide conformal coverage. While physical vapour deposition (PVD) techniques are usually
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used for metal deposition, chemical vapour deposition (CVD) techniques, described in

Section 3.4.2, are preferred for device topographies featuring high aspect ratios.

Subtractive processing, due to its high reliability and yield, commonly features in

silicon IC fabrication for patterning refractory metals in conjunction with dry etch tech-

niques. For instance, interconnect technology traditionally used subtractive aluminium

prior to the incorporation of copper [131]. On the other hand, additive processes are more

common in III-V processing. This arises from the fact that the dry-etch induced damage

cannot be cured by post-etch annealing in III-Vs, unlike the case in Si [14]. Associated

damage can manifest in the form of physical damage and/or degradation of lattice prop-

erties. The former could cause surface roughening while the latter could induce surface

states [132].

3.3.2 Additive Patterning

Lift-off is a standard technique used in III-V processing to define metal features. For lift-

off to be effective a break in the deposited metal film is required. This is attained using a

“line-of-sight” metal deposition technique in parallel with a multilayer resist process that

provides an undercut (or overhung) resist edge profile. Accordingly, metal deposition via

evaporation and a bilayer resist [133] technique were used in lift-off processing of patterns

defined by EBL in this work. The process flow incorporating these techniques is illustrated

in Figure 3.12.

In the bilayer resist process two layers of PMMA resist, with differing molecular weight,

are spin-coated on the substrate and exposed, with the higher molecular weight resist

as the top layer (Figure 3.12(a)). Given the higher sensitivity of the lower molecular

weight resist, the solubility of the bottom resist is greater than the top layer. Therefore,

during development the bottom resist develops out faster laterally compared to the top

resist, resulting in a undercut resist edge profile (Figure 3.12(b)). The subsequent metal

Low molecular weight PMMA

(a)

Substrate

High molecular weight PMMA

(c)

 Metal

(d)(b)

E-beam exposure

Figure 3.12: Process flow for lift-off comprising of (a) resist application and e-beam

exposure, (b) resist development, (c) metal evaporation and (d) lift-off.
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evaporation creates a discontinuous metal film over the resist edge of the exposed regions

such that the resist sidewalls are metal-free (Figure 3.12(c)). In the final step the use of

a solvent, such as acetone, acts through the exposed sidewalls to remove the resist and

“lift-off” the overlying metal in the unexposed regions, with only the patterned region

retaining metal (Figure 3.12(d)).

It is often the case that device features from previous processing are present on the

substrate prior to metal deposition and lift-off. Therefore, a relatively thick bottom resist

layer, in addition to providing a good undercut resist profile, is used to planarize the

surface topography. Moreover, for effective lift-off this layer needs to be at least as thick

as the deposited metal. In contrast, the top resist layer is usually relatively thin in order

to achieve high resolution pattern definition [133].

Lift-off is a simple and cheap process. The mild, less damaging processing involved

coupled with composite metal stack compatibility make lift-off particulary favourable for

III-V processing. However, depending on the material used, yield, retention and flagging

issues can crop up [134].

3.4 Thin Film Deposition

Thin films serve a variety of functions for the many processes involved during the fabrica-

tion of CMOS ICs. The active area of devices are defined by growth of thin semiconduc-

tor films, insulator films are used for gate dielectrics, isolation, passivation, implantation

masks, diffusion barriers and sidewall spacers. Similarly interconnects, vias, contacts and

bondpads all require thin films of conductors such as aluminium, copper and tungsten

[48]. The relevant choice of deposition technology is often guided by the process-specific

requirements of the deposited film material as needed at different stages of device fab-

rication. In this section the techniques used for epitaxial materials growth, dielectric

deposition and metal contact formation, as relevant to fabricated devices, are presented.

3.4.1 Epitaxial Material Growth

Epitaxial growth, in which a grown layer adopts the same lattice constant and crystal

symmetry as the underlying material, has enabled semiconductor device designs to be ad-

vanced. By taking advantage of this growth technique, bandgap engineered and quantum

confined device structures have been realised, a prime example being the HEMT [135].

The operational success of the HEMT hinges on the precise control of the device layers

down to the monolayer during growth. In particular, the ability to achieve atomically
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abrupt, smooth compositional transitions and planar doping profiles are critical [135].

Similar rules apply to the implant-free III-V p-MOSFETs developed in this work as the

device concept, highlighted in Chapter 5, is based around the HEMT with the addition

of an oxide layer serving as a gate dielectric.

Among the various epitaxial growth techniques available, MBE and MOCVD are the

two most widespread. Of these, MBE is particularly suited for high levels of interface

control and precision [135]. In line with this, the growth of III-V active layers for this

work was performed using MBE.

3.4.1.1 Molecular Beam Epitaxy

In the MBE growth process the elements required for the epitaxial layer are co-evaporated

from sources in the form of molecular beams. These beams impinge onto a heated crys-

talline substrate, where they chemically react to produce film growth. Although MBE

growth appears conceptually simple, there are a number of working parts to the process,

these are described in the following paragraphs.

The basic components of a typical MBE system are the loadlock, buffer and growth

chambers, shown in Figure 3.13. The entire system is held under ultra-high vacuum

(UHV) and the chambers are interconnected through gate valves, enabling the transfer

of substrate wafers between them. Substrate wafers are introduced and removed via

the loadlock, without affecting the vacuum conditions held in the other chambers. The

buffer chamber is used as intermediary, between the loadlock and growth chamber, for

sample preparation and de-gassing. In-situ diagnostic tools, needed for surface analysis

of the substrate prior to and after film growth, are often housed in this chamber, e.g. x-

ray photoemission spectroscopy (XPS). The growth chamber comprises the effusion cells,

Loadlock
Bu er

chamber

E usion cell

Stage
Wafer

shutter

Growth chamber

element D

element A

element B

element C

Figure 3.13: Schematic of molecular beam epitaxy (MBE) system.
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mechanical shutters and stage. High-purity elemental sources (evaporants) are contained

within the effusion cells. The evaporant flux impinging on the substrate is determined by

the temperature the effusion cell is heated to. Mechanical shutters located at the front

of sources enable the flux to be interrupted during growth. The substrate is placed on

the stage, which provides heating, rotation and translation capabilities. During growth,

the substrate is normally heated, which typically for GaAs is 400 - 600◦C. The growth

chamber is maintained at UHV conditions of 10−10 - 10−11 Torr for high quality film

growth [135].

Thin films of precise composition, thickness and doping profile are realised by fine

tuning the growth parameters in real-time. MBE growth chambers usually come with a

number of in-situ diagnostic tools for monitoring the growth process, of which reflection

high energy electron diffraction (RHEED) is the most common. In this technique an

e-beam is directed onto the growing surface at small grazing angles, which is then Bragg

diffracted and imaged onto a fluorescent screen. If the surface is perfectly planar and

ordered, the diffraction pattern is a set of rods, separated by the spacing of surface features.

In reality though beam dispersion and divergence, coupled with lattice imperfections,

result in the surface not being perfectly planar. As a result the diffracted image appears

as a set of streaks with modulated intensities. In the case of the surface being rough, the

image consists of spotty patterns. Apart from surface flatness, surface reconstructions are

also identified from the RHEED patterns. This provides information on the topography

and composition of the growing layers. Additionally, growth rates are extracted from

the intensity oscillations observed in the RHEED patterns [135]. RHEED is therefore an

invaluable tool in monitoring and optimising growth conditions, enabling films of desired

thickness and composition to be obtained.

Many of the features and process conditions characteristic of MBE are advantageous

to film growth, as shown in Table 3.3. However, there are a few issues to contend with

when using the tool. For high levels of interface control and precision a slow growth

rate and UHV environment are vital. However, this comes at the expense of throughput

and costs of operating the tool. The top up of source material requires the chamber to

be exposed to air (vented), which compromises the UHV conditions. To get the system

back up to its operational condition, a high temperature bake is usually performed for

an extended period of time, which adds to the complexity of the tool. At the University

of Glasgow a 24-hour bake and pump-down is typically required for the MBE tool to be

operationally ready following chamber venting.
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Table 3.3: MBE process features, and the resulting effects and benefits to film growth

[135].

Process feature Effect Benefit

UHV (10−10 - 10−11 Torr)
Negligible beam scattering Uniform compositional profile

Impurities impinging on substrate
is minimised

High purity film growth

Source material purity
(99.99999%)

Impurity levels reduced High purity film growth

Slow growth rate (1µm/hr) Well-controlled growth Accurate thickness of grown films

Reduced growth temperature
(e.g. 400 - 600◦C for GaAs)

Sufficient surface diffusion Layer-by-layer growth

High interface control Abrupt, smooth compositional &
doping profile

Minimal bulk diffusion Compositional & doping profiles
unperturbed

Fast shutter response (0.1s)

Abrupt growth interruptions Monolayer abruptness of composi-
tion

Well-controlled growth rate Accurate thickness of grown films

Substrate Rotation Lateral compositional & growth
rate variations reduced

Large-area growth uniformity

Sufficiently large separation
between source & substrate

Source angular separation min-
imised - similar flux distributions

Uniform compositional profile

In-situ diagnostics (e.g.
RHEED)

Real-time analysis of growth:
thickness, composition & surface
quality

Growth rate & compositional con-
trol

3.4.2 Dielectric Deposition

Dielectric thin films that are highly conformal and that provide good step coverage are

largely obtained using chemically-based processes such as CVD in industry. In CMOS,

silicon nitride (Si3N4) films deposited by means of plasma-enhanced chemical vapour de-

position (PECVD) are routinely used for device passivation [48]. Although gate dielectrics

have been perennially grown by thermal oxidation, the transition to hafnium-based high-k

dielectric in CMOS has led to the adoption of atomic layer deposition (ALD) [10]. Com-

mensurate with this, ALD has become the standard for high-k gate dielectric deposition

in research centred around MOSFETs, not just limited to Si. The devices presented in

this work feature ALD aluminium oxide (Al2O3) gate dielectrics, while Si3N4 based on

inductively-coupled plasma chemical vapour deposition (ICP-CVD) was briefly investi-

gated as an encapsulation layer.

3.4.2.1 Inductively-Coupled Plasma Chemical Vapour Deposition

In a CVD process, chemical reactions involving the components of the vapour phase at or

near the substrate surface result in film formation. The constituents of the deposited films
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are derived from the precursor gases that make up the vapour. In general, the process

encompasses three steps [136]:

1. The precursor gases traverse to the substrate surface.

2. At the surface the gases undergo adsorption followed by dissociation into reactants,

which then migrate to reaction sites where chemical reactions ensue.

3. By-products of these reactions are desorbed and removed from the surface.

Typically, Si3N4 films are deposited by means of low-pressure chemical vapour depo-

sition (LPCVD) or plasma-enhanced chemical vapour deposition (PECVD). The former

technique is performed at elevated temperatures (> 600◦C) [137] which provide the requi-

site energy needed to drive the chemical reactions during deposition. Such high thermal

budgets though are undesirable in III-V process flows. Neither epitaxially grown III-V thin

film layers, nor subsequent process features such as Schottky or ohmic contacts, can sur-

vive such high temperatures without detriment [138]. PECVD, on the other hand, makes

use of a plasma as a source of non-thermal energy to drive the chemical reactions, thereby

enabling the deposition to occur at relatively lower temperatures (< 400◦C) [136, 138]. In

the plasma, the precursor gases interact kinetically with the high-energy electrons. This

results in an ionisation of the gases such that the plasma is filled with chemically reactive

species (free electrons, energetic ions, free radicals etc.). These active species are then

used for film formation employing the aforementioned CVD process steps.

PECVD is capable of depositing Si3N4 films at 300◦C [137]. However, obtaining sto-

ichiometric Si3N4 composition is difficult. This in turn affects the electrical, mechanical

and optical properties of the films [136–138]. Nonetheless, this may not be a serious is-

sue if the as-deposited film serves its intended purpose, regardless of the resultant film

properties. A more pressing concern is plasma-induced damage to sensitive surface lay-

ers. Devices incorporating thin layers of III-V semiconductors and gate dielectrics are

susceptible to such damage, which could lead to performance degradation.

Plasma-induced damage arising from PECVD can be substantially minimised through

the use of inductively-coupled plasma chemical vapour deposition (ICP-CVD). This tech-

nique presents with a means of obtaining high quality, high-density, low stress Si3N4 films

at considerably lower deposition temperatures. At the University of Glasgow, a room

temperature ICP-CVD technology based on an Oxford Instruments PlasmaLab System

100ICP180 has been developed for Si3N4 deposition [137]. This is schematically depicted

in Figure 3.14. The system comprises of a discharge chamber where the plasma is formed
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and a process chamber where the deposition occurs. A radio frequency (RF) generator

connected to the ICP coils sets up a potential within the discharge chamber which in turn

produces the plasma. The plasma dissociation and density of incident ions is controlled by

the ICP coil power. A second RF generator is used to separately power the chuck, thereby

enabling independent control of the energy of the ions incident on the substrate. Apply-

ing high power to the ICP coils with the chuck held at zero bias produces a high-density

plasma, this enables the process temperature to be lowered. In addition plasma-induced

damage to the substrate as well as the stress levels of deposited films are minimised.

Dielectric tube

RF inductive coil

RF coil 

power

wafer

RF chuck 

power

SiH4 gas

chuck

Plasma

source gas (N2) 

Figure 3.14: Schematic of inductively coupled plasma chemical vapour deposition (ICP-

CVD) system. Adapted from [137].

Silane (SiH4) and either gaseous nitrogen (N2) or ammonia (NH3) are used as precur-

sors to form the constituents of the Si3N4 film. PECVD uses NH3, since N2 has a lower

dissociation efficiency. As a result hydrogen is incorporated to a certain degree in the

deposited Si3N4, thereby lowering the quality and purity of the film. On the other hand,

N2 is used in ICP-CVD as the high-density plasma source provides for more efficient ion

dissociation, which is almost an order of magnitude higher than in PECVD [139], hence

improved film quality is obtained.

3.4.2.2 Atomic Layer Deposition

While ALD is a subclass of CVD, the process of film growth distinguishes it from its

counterparts. In CVD precursors are injected into the growth chamber simultaneously

and continually, such that surface reactions leading to film growth ensue in a somewhat

uninhibited fashion. In contrast film growth by means of ALD occurs in a cyclic manner,

in which one growth cycle comprises four sequential steps [140]:
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1. A reaction of the first precursor that is pulsed into the reaction chamber.

2. A purge of the chamber to remove the excess gases.

3. A reaction of the second precursor that is pulsed into the chamber.

4. A purge to remove excess gases.

The well-established Al2O3 deposition on a substrate surface containing hydroxyl (OH)

groups, using the precursors of trimethyl-aluminum (TMA) and water (H2O), can be

drawn on to demonstrate the stepwise ALD growth process. Prior to deposition, the

substrate surface is stabilised to a controlled state usually via an in-situ heat treatment

(50-400◦C). This is followed by the injection of gas-phase TMA (Al(CH3)3) molecules

into the chamber, which then through surface reactions are chemisorbed. TMA reacts

only with the OH ligands on the surface, the result of which is the bonding of aluminium

ions (with two methyl (CH3) ligands attached) to the oxygen, together with the release

of methane (CH4) by-products [140] (Figure 3.15(a)). This is the 1st half-reaction of the

ALD cycle and is described as:

AlOH∗ + Al(CH3)3 −→ AlOAl(CH3)∗2 + CH4 , (3.6)

where the asterisk denotes the species residing on the surface [141, 142]. This reaction

continues to the point of saturation, meaning all available surface sites have undergone

reactant chemisorption such that no further adsorption is possible. Thus, the reaction

ceases when the surface is saturated. This mechanism of film growth, referred to as self-

limiting [141, 142], is characteristic of ALD, which results in the deposited film being of a

constant thickness in each half-cycle. Prior to introducing the second precursor, the cham-

ber undergoes a purge. Excess gases in the form of un-reacted precursor molecules and

reaction by-products are evacuated, leaving the surface CH3-terminated (Figure 3.15(b)).

This completes the 1st half-cycle. The 2nd half-cycle is initiated by introducing H2O

precursor molecules into the chamber, which then react with the dangling CH3 ligands on

the surface. As a result aluminium-oxygen (Al-O) bridges are formed and CH3 ligands

are replaced by OH groups, with CH4 produced as by-products [140] (Figure 3.15(c)).

This is the 2nd half-reaction and is described as [141, 142]:

Al(CH3)∗ + H2O −→ AlOH∗ + CH4 . (3.7)
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Figure 3.15: An ALD growth cycle schematically depicting Al2O3 deposition from

TMA (Al(CH3)3) and H2O precursors on an OH-terminated substrate surface: (a) the

pulsed TMA precursor is chemisorbed until the surface is saturated. Al ions bond with

O, and in the process produce CH4 as reaction by-products, (b) un-reacted TMA and

CH4 by-products are purged, leaving behind a CH3-terminated surface, (c) pulsed H2O

precursor is chemisorbed until the surface is saturated. Al-O bridges are formed and OH

groups replace CH3 ligands, with CH4 generated as by-products and (d) un-reacted H2O

and CH4 by-products are purged, leaving behind an OH-terminated surface.

As with the 1st half-cycle, a purge is carried out in the chamber to remove all remnant

gases, leaving the surface OH-terminated [140] (Figure 3.15(d)). With this, the 2nd half-

cycle is complete. This also concludes one full ALD growth cycle with one monolayer of

Al2O3 deposited on the substrate. During deposition this cycle is repeated as many times

as needed to achieve the desired film thickness.

The cycle time varies between 0.5 to a few seconds depending upon the aggressiveness

of the growth reactions. The film growth rate per cycle also varies between 0.01–3 nm.

This variation stems from two factors; the size of the precursor molecules and the number

of surface sites available for adsorption. Larger precursor molecules, due to steric hinder-

ance between the molecules, and a smaller number of adsorption sites tend to limit the

number of molecules that can be surface-adsorbed [141].

The ALD growth process has several advantages, the deposited film thickness is de-

pendent only on the number of cycles, hence the thickness can be controlled precisely

and in a simple manner, down to the atomic scale, which is particularly important for

the growth of ultra-thin films [141, 142]. Additionally, the self-limiting growth removes

the importance of precursor flux homogeneity to the process [142]. Thus, the deposition

is smooth, highly conformal and provides excellent step coverage on substrates featuring

complex topography and high-aspect ratio features. Moreover, film growth is highly re-

producible and provides for large area uniformity [141, 142]. The filling of all available

surface adsorption sites also produces films that are continuous and pinhole-free [142],
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features critical for CMOS gate dielectrics. Furthermore, the growth occurs at relatively

low process temperatures (< 400◦C), making it compatible with III-V processing.

3.4.3 Metal Deposition

Metallisation by means of ALD is gaining popularity for MOS devices. The complete

growth of the gate stack in-situ provides for a gated oxide region that is shielded from

further processing and its associated damage. However, the patterning of the gate entails

subtractive processing, which for III-V materials is damaging. Traditionally metals are

deposited using physical vapour deposition (PVD) techniques such as evaporation and

sputtering, which are line-of-sight techniques. The better step coverage from sputtering

may cause problems during lift-off, which is the technique adopted for metal definition.

Furthermore, sputtering can induce damage to III-V substrates. For these reasons evap-

oration was used for metallisation in this work.

3.4.3.1 Evaporation Techniques

Evaporation is a well established metal deposition technique which occurs in three stages:

1. The source material is heated to its melting point such that it evaporates.

2. The evaporant is transported from the source to the substrate.

3. On the substrate the vapour species condense, and nucleate leading to film growth

of the source material.

In evaporation processes different methods can be used for heating the source. Re-

sistive and e-beam heating tend to be the two most commonly used methods. In resis-

tive evaporation, commonly referred to as thermal evaporation, a high current is passed

through a crucible made of refractory metals, such as a tungsten boat, which contains

the source material. In contrast, a high-intensity electron gun is used in e-beam evapo-

ration to focus an electron beam onto the surface of the source material, resulting in its

vaporisation.

The evaporator tools used for the work of this project are shown schematically in

Figure 3.16. The e-beam evaporator has two shutters while the thermal evaporator has

only one. The additional source shutter in the e-beam evaporator provides a means

of stabilising the evaporation rate and its corresponding flux prior to the shutter being

opened. The substrate shutter is only opened when the desired evaporation rate is reached.
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Figure 3.16: Schematic of (a) a resistive evaporator and (b) an electron beam evapo-

rator.

This two-shutter method protects the substrate from spikes in the evaporation rate that

may occur during the initial heating process.

The source material is situated in a water cooled copper hearth in the e-beam evapora-

tor. In this manner, the source forms its own crucible during the localised heating process,

with only the centre portion of the source melting. As a result source contamination is

minimised in e-beam evaporators as opposed to thermal evaporators.

Evaporation is performed under high-vacuum conditions. Under these conditions the

mean free path (MFP) of the evaporants is larger than the chamber size. As a result a line-

of-sight path is taken by the atoms during their transport from the source to the substrate.

While the e-beam evaporator could reach evaporation pressures of less than 10−6 Torr

consistently, pressure in the thermal evaporator is in the range of 10−6 − 10−5 Torr.

The thickness of metal deposited is greatest below the direct line-of sight of the source

and decreases away from it. To achieve a uniform thickness deposition across the entire

length of the sample the e-beam evaporator uses a rotating substrate holder, whereas the

holder is static in the thermal evaporator. Although e-beam evaporators are preferred for

metal deposition for the aforementioned reasons, x-ray emission from the beam can cause

substrate damage [143].

3.5 Thin Film Removal

Etching is a subtractive process that is important for many fabrication needs. It is an

industry-standard technique that is used in a myriad of processes in CMOS. For instance,
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chemical mechanical polishing (CMP) is used for planarization in a number of processes.

In III-V technology etching is required for device isolation to define the mesa in FETs

and gate recess etching of HEMTs.

There are two types of etching processes, wet and dry, that can be used for pattern

transfer. Wet etching, as its name implies, uses chemical etchants in the form of solutions

to remove material. Dry etching on the other hand is a plasma based technique that uses

chemical reactions, physical reactions or a combination of the two, to remove material.

The main issues to consider when selecting a particular etch technique for a process

are as follows:

1. Etch rate - the time required for a specified etch process to be completed.

2. Etch Profile - refers to the directionality and degree of isotropy of the etch process

in removing material. Isotropic etching removes material in all directions while

anisotropic etching proceeds unidirectionally.

3. Critical dimension control - refers to the smallest feature size that can be etched

without being affected by the etch process.

4. Selectivity - the degree to which the etch can differentiate between the layer to be

etched from the layer to be retained.

5. Damage - refers to an etch process causing detriment to semiconductor properties

resulting in degraded device performance.

3.5.1 Wet Etching

In wet etching, a chemical process ensues between reactants in the etchant solution and

the surface of the substrate. This process proceeds in three basic steps:

1. Reactants are transported to the substrate surface.

2. A chemical reaction occurs at the surface.

3. The resultant products are transported away from the surface.

The etching chemistry can be characterised as being either diffusion-limited or

reaction-rate limited. If the rate at which the etching progresses is dependent on the

transport of the reactants to and away from the surface, it is diffusion-limited. Other-

wise, if the reaction step decides the etching rate, then it is reaction-rate limited. The
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conditions under which the etching proceeds dictates the overriding etching chemistry.

These are etch concentration, composition and temperature [144].

Reaction-rate limited etching is particularly affected by temperature changes, but is

relatively insensitive to agitation. On the other hand diffusion-limited etching is largely

affected by the degree of agitation, with the etch proceeding faster with increased ag-

itation, while being relatively insensitive to temperature. Both etching chemistries are

affected by concentration, with reactant-rate limited etching favoured at lower concentra-

tions in contrast to diffusion-limited etching favoured at higher concentrations. Surface

quality can be seriously degraded when etch rates are extremely quick. Moreover, such

fast rates are hard to accurately control. Since wet etching is highly dependent on these

conditions, achieving run-to-run reproducibility can be difficult.

In general wet etches are considered to be isotropic in nature. However, etch profiles

resulting from wet etching are highly dependent on the crystallographic orientation of the

substrate, which can lead to orientation-dependent anisotropy [144]. In the case of GaAs,

alignment of the etch mask parallel to 〈011〉 direction results in two sides (along the same

direction) of the mask to have etch profiles that are sloping while the orthogonal sides

will have undercut profiles. This crystallographic dependence of the etch profile can have

consequences, for instance when defining gate extensions along the mesa edge in FETs.

The sloping profile will enable successful gate definition while the undercut profile will

cause a discontinuity in the gate as it runs along the edge.

Another effect of wet etching is the often near equal rates at which vertical and lateral

etch fronts proceed. The lateral over etch can become significant for deep vertical etches.

This makes dimensional control of critical features difficult. As such, wet etching is often

used for features that are larger than at least a few µm, with dry etching preferred for

smaller features. Moreover, the chemical character of the surface of the substrate prior

to etching needs to be taken into account. Very often native oxides form on surfaces

from ambient exposure. This is more pronounced for surfaces containing aluminium or

antimony. Depending on the sample history, initial etch rates can vary from one wafer

to the next for the same material composition. Typically a native oxide etch precedes

the material etch to ensure uniformity of etch rates from run-to-run. This native oxide

etch is particularly important during the de-oxidation step prior to metal deposition. Any

residual oxide after the etch can be detrimental to device performance. Ohmic contacts,

for instance, may exhibit increased resistance which will degrade device performance.

There are a number of advantages to wet-etching, firstly compositional etch selectivity

can be achieved for a wide variety of material compositions. For example, a solution
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comprising of citric acid and hydrogen peroxide (H2O2) can be used to selectively etch

InGaAs on InAlAs, as well as InGaAs on InP [145]. An important benefit of wet etching

in III-V processing is the etched substrates are virtually damage-free, as opposed to dry

etched substrates which suffer from damage. Moreover, wet etching is a simple process

that can be easily implemented given that a wide range of chemical solutions exist for

most materials.

3.5.2 Dry Etching

Dry etching comprises a number of different techniques that include, sputter etching,

ion-beam etching and reactive ion etching. Of these reactive ion etching (RIE) is the

most widely used technique for realising nanoscale features during pattern transfer and

therefore is described in the following paragraphs.

Chemical and physical processes are combined to produce the mechanism leading to

material etch in RIE and is explained with the aid of Figure 3.17. The application of

RF (13.56 MHz) power to the bottom of the two parallel plates, with the other grounded,

dissociates the gas precursors (source) into many chemical species leading to plasma for-

mation. This plasma comprises a complex mixture of electrons, ions and neutral radicals.

The electrons due to their much higher mobilities respond to the rapidly changing poten-

tial. As a result, a negative potential is formed at the substrate surface, which in turn

accelerates positive ions towards the substrate resulting in ion sputtering of the substrate

to release substrate atoms. The ions are typically accelerated up to relatively low voltages

in the range 20–50 V due to the grounded anode being much larger in area compared to

the powered cathode. Ions colliding with neutral radicals result in the creation of ener-

getic neutrals. These neutrals are accelerated towards the substrate surface where they

Anode

Substrate

RF power

Plasma

Cathode

Figure 3.17: Schematic of a reactive ion etching (RIE) dry etch tool.
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react with the surface to form highly volatile compounds and in the process chemically

etch the surface.

The separate processes can be made to be dominant during etching by tuning the pro-

cess parameters [146]. At high pressures and low voltages chemical etching dominates, this

leads to low anisotropy. The material etch is more selective, and the etch damage is lower

due to the decrease in ion bombardment resulting from the reduced voltage. When the

parameters are reversed, the physical process dominates. The result is highly anisotropic

etch profiles with near vertical side walls, however the material selectivity is reduced and

more significantly the surface suffers from increased sputter damage. The low plasma

pressure further reduces the etch rate. This can be quickened by increasing the ion and

radical concentrations in the plasma as this has a direct effect on the etch rate. Although

the etch rate can be increased by supplying higher RF power for increased dissociation,

the same RF power is used to accelerate the ions onto the substrate. The corresponding

increase in ion energies also leads to more surface damage. Independent control of the

plasma dissociation and ion energy is provided for by the ICP technique, similar to that

described in Section 3.4.2.1. As a result, fast etch rates and highly anisotropic etch profiles

are achieved, while damage to the substrate is minimised.

Dry-etching is well suited for etching features of small geometries with run-to-run

reproducibility. The obtained etch profiles are nearly independent of the crystallographic

orientation of the substrate. However, there are a couple of disadvantages associated with

dry-etching. For one, it is a more complex process compared to wet etching. Moreover,

the physical part of the etch process can result in the heating and erosion of the resist

layer, which in turn can cause device failure [146].

3.6 Chapter Summary

This chapter outlined the fabrication techniques that shall be used in the III-V MOS

device flows, and development of process modules presented in this work. Lithographic

techniques were described, with emphasis on EBL due to its exclusivity for MOSFET

fabrication in this project. In particular, factors limiting pattern resolution and fidelity in

an EBL process were outlined. Thin film deposition and removal techniques, as relevant to

III-V MOS device realisation, were discussed. The basics of each technique were explained

following which their merits and demerits were highlighted. Attention was drawn to the

applicability of these techniques to III-V processing.
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Characterisation and Metrology

4.1 Introduction

Material design, process module development and integration into a robust fabrication flow

are the essential stages of transistor development. Paramount to this are the techniques

of characterisation and metrology, which provide the necessary means to experimentally

probe and monitor each stage of the development process and the final device. These

techniques allow for the various material, process and device metrics to be studied. As

a result, invaluable insight into the underlying physical and electrical phenomena can

be gained and benchmarks for device performance can be drawn. Pertinent to this are

well-established and accurate methods of characterisation and metrology. In this chapter

the techniques used to characterise the semiconductor material, the contacts made to it,

the gate stack and the completed device are outlined. Specifically, the Hall effect and

van der Pauw techniques for carrier density and mobility extraction, and the transmission

line model for extracting contact resistance are described. Attention is then drawn to the

characterisation of MOS devices, in particular the extraction procedures used to derive

key figures of merit.

4.2 Material Characterisation

The performance potential of devices originates from the transport properties at the ma-

terial level, defined by the carrier density and the mobility of the channel. Since these

parameters directly impact the drain current behaviour of transistors, the eventual device

performance largely depends on the quality of the starting epi-layers. Layer design op-

timisation, complemented by high-quality growth, are essential for obtaining the desired
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quality of the material. Important to this process is the technique of Hall effect measure-

ment which provides the means to determine channel carrier concentration and mobility.

Due to the simplicity of implementation and ease of usage, this is a widely used method

for semiconductor material characterisation.

The Hall effect principle describes the behaviour of charge carriers in a semiconductor

under the influence of both electric and magnetic fields [147]. Considering a p-type semi-

conductor, holes drifting with a velocity (υx) under the force of an applied longitudinal

electric field (Ex) will experience a Lorentz force (FL) in the presence of a transverse

magnetic field (Bz) as shown in Figure 4.1. This force, directed perpendicular to both the

magnetic field and the motion of the charge carriers, is given as:

FL = −q υxBz . (4.1)

From the resulting deflection, holes accumulate on one side of the semiconductor slab

creating a net positive charge, whilst a net negative charge appears on the opposite side

due to hole depletion. This gives rise to a transverse electric field (Ey), also known as the

Hall field, which directly opposes the Lorentz force. When the force associated with the

Hall field balances the Lorentz force the deflection of holes ceases. The Hall field required

to attain this state of equilibrium in turn establishes the Hall voltage:

VH =
RHBz Ix

t
=

Bz Ix

tqp
, (4.2)
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Figure 4.1: Schematic depicting the Hall effect in a p-type bar-shaped semiconductor

sample.
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where Ix is the hole drift current, t is the semiconductor thickness, p is the channel carrier

concentration, q is the electronic charge and RH=1/qp is the Hall coefficient. Therefore

for a semiconductor of known dimensions and for a given magnetic field, measurements

of the drift current and the Hall voltage would enable the hole density to be calculated

from Equation (4.2).

Knowledge of the Hall coefficient also allows for the determination of the hole drift

mobility (µH), also know as Hall mobility, according to:

µH =
RH

ρ
, (4.3)

where ρ is the electrical resistivity at zero magnetic field. The resistivity can be eval-

uated from measurements of the applied potential (Vx), the resulting drift current and

semiconductor dimensions as follows:

ρ =
VxW t

Ix L
, (4.4)

where L and W represent the length and width of the semiconductor slab.

A Hall bar structure, akin to that shown in Figure 4.1, is a common sample geometry

for Hall effect measurements. In the design of Hall bars, the geometrical layout needs to

be carefully considered as this directly affects the measurement accuracy. One geometrical

consideration concerns the tendency of the end contacts to short out the Hall voltage and

is related to the ratio of the sample length to width (L/W ). For a 4-contact Hall bar

(Figure 4.1), the deviation of the measured to the actual Hall voltage is less than 1% if

L/W=3 whereas the deviation increases to 30% if L/W=1 [148]. Another geometrical

consideration relates to the contacts for Hall voltage measurements. Although ideally

the contacts should be point-like with vanishing length, in reality they are of a finite

size. This has implications for the Hall mobility and the associated degradation can be

approximated, for µHBz�1, by [149]:

∆µH

µH
= 1 −

(
1 − e−πL/2W

) (
1 − 2a

πW

)
, (4.5)

where ∆µH is the increase required in the Hall mobility to obtain the true value and a is

the contact length. Assuming L/W= 3, in the case of a point contact, the degradation

in mobility is negligible (0.9%). However for finite contacts, assuming a/W=0.2, the

mobility degradation becomes appreciable (13%). The addition of sidearms, as illustrated

in Figure 4.2 whereby the contacts are located at the ends of the arms, can circumvent
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the contact size issue [150]. It is also noted that the sample geometry has been modified

from a 4-contact to a 6-contact Hall bar. The benefit of this configuration is that the

parallel voltage (Vx) can now be measured between two sidearm contacts. The change in

geometry also necessitates the modification of the aspect ratios. The sample aspect ratio

requirements for a 6-contact Hall bar [149] are indicated in Figure 4.2. By keeping to these

ratios, the fabricated Hall bar would compare closely to the ideal case of a rectangular

sample with true point contacts, thereby ensuring accuracy of measurements.
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Figure 4.2: A top view schematic of a 6-contact Hall bar with sidearms. Aspect ratios

required of the sample geometry are also shown.

The accuracy of Hall effect measurements and subsequent parameter extraction, as

noted above, is sensitive to sample geometries that need to be precisely known. An

alternative technique, proposed by van der Pauw [151], obviates this geometrical depen-

dence such that the Hall coefficient and resistivity can be evaluated from a sample of

arbitrary shape with contacts located arbitrarily around its circumference, as shown in

Figure 4.3(a). Then, the resistivity of the sample, ρ, with Bz=0, is given by:

ρ =
πt

ln 2

(RAB,CD + RBC,DA)

2
F =

πt

ln 2

1

2

(
VCD

IAB
+
VDA

IBC

)
F . (4.6)

RAB,CD and RBC,DA are the resistances obtained from measuring the potential drop across

two adjacent contacts due to current injection into the other adjacent contact pair. F

is a correction factor that is associated with the difference between RAB,CD and RBC,DA,

and can be calculated from a transcendental equation [151]. For a sample of symmetric

geometry and contact placement, as shown in Figure 4.3(b), RAB,CD=RBC,DA=R resulting

in a correction factor of 1. In this case, Equation (4.6) can be simplified as:

ρ =
πtR

ln 2
. (4.7)
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Figure 4.3: Van der Pauw structures: (a) a sample of arbitrary geometry with contacts

arbitrarily located around the periphery and (b) a sample of symmetric geometry with

contacts located symmetrically around the periphery.

By eliminating the thickness dependence from Equation (4.7) the sheet resistance (Rsh),

a useful measure of conductivity relating to two-dimensional carrier transport, can be

obtained as follows:

Rsh =
ρ

t
=

πR

ln 2
. (4.8)

The determination of the Hall coefficient is based on measuring the change in the

resistance (∆R) associated with a diagonal contact pair, from changing the magnetic

field, with one measurement usually taken at zero field and the other at some finite field

value:

∆R = RBD,AC (Bz 6= 0) − RBD,AC (Bz = 0) . (4.9)

RBD,AC is measured by injecting current across contacts A and C, diagonally located, with

the resulting potential drop measured across the other diagonal pair of contacts B and D.

From the change in resistance due to a change in the magnetic field, the Hall coefficient

can be calculated as:

RH =
t

Bz
∆R . (4.10)

The Hall mobility, calculated from the product of the conductivity and Hall coefficient

(see Equation (4.3)), is expressed as:

µH =
ln 2

πBz

∆R

R
. (4.11)

It is worth emphasising that similar to the sheet resistance evaluation, sample thickness

is not required in determining the Hall mobility. Using the relation Rsh = 1/psqµH, the

sheet carrier density can then be solved as:

ps =
Bz

∆Rq
. (4.12)
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The accuracy of the measurements obtained with the van der Pauw technique is also

affected by geometrical errors. Although point-like contacts are assumed in the analysis,

this is impossible to achieve in practice. Thus, similar to the Hall bar structure, the

contacts are of a finite size in the fabricated van der Pauw structure. For samples and

contacts based on a square geometry (Figure 4.3(b)), the corrections for finite size contacts

is determined from the aspect ratio of the contact length to the sample length (c/L). The

resistivity correction factor ∆ρ/ρ is approximately proportional to (c/L)2 whilst the Hall

coefficient correction factor ∆RH/RH is proportional to c/L [149]. For an aspect ratio

of 1/10, the correction for the resistivity only amounts to 1%. The correction for the

Hall coefficient however is more severe (∆RH/RH=10%). This means the extracted Hall

mobility and sheet carrier density will be underestimated and overestimated respectively

by the same percentage margin. This can be mitigated by employing samples with a

larger geometry and/or reducing the contact size. However the constraints associated

with measuring using wafer probes set the lower limit of the contact size, which was

150µm×150µm. In this work, both the Hall bar and van der Pauw structures were used.

4.3 Contact Characterisation

In addition to the quality of the epitaxially grown active layers, another fundamental

performance limiting factor of transistors is the quality of the contacts made to the semi-

conductor material. As outlined in Section 2.5, high contact resistance due to the poor

quality of ohmic contacts detrimentally affects transistor performance by limiting access

to the materials intrinsic capability. The ability to characterise ohmic contacts allows for

their performance to be evaluated and optimised. This is key to maximising access to the

potential of the material for enhanced device performance.

The transmission line model (TLM), also known as the transfer length method, is

a technique that is widely used to characterise the performance of metal contacts to

planar semiconductor devices. The approach, originally proposed by Shockley [152], is

based on a test structure comprising a linear array of identical contacts of width W and

length L, spaced by progressively increasing distance d as shown in Figure 4.4(a). The

total resistance (RT) between two adjacent contacts is determined by forcing a current

between the contacts using a pair of probes and measuring the resulting potential drop by

a second pair of probes. This should result in the measured resistance being proportional

to the spacing between the contacts (Figure 4.4(b)), the linear relationship is expressed
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Figure 4.4: (a) A schematic diagram of the test structure for TLM measurements and

(b) the resulting plot of total resistance as a function of contact spacing for parameter

extraction.

as:

RT =
Rsh

W
d + 2Rc . (4.13)

The slope of the linear regression gives the semiconductor sheet resistance (Rsh), a nor-

malised quantity expressed in Ω/sq. Extrapolating the regression to zero contact spacing

results yielding the resistance of two planar contacts. The contact resistance (Rc), usually

normalised to a contact width of 1 mm, represents the resistance of one contact with units

of Ω.mm.

Further extrapolation of the regression to RT = 0 yields twice the value of the transfer

length (LT), distance from the contact edge over which 1
e of the total current flows from

the semiconductor to the contact [153]. For efficient ohmic behaviour, the contact length

needs to be at least twice as long as the transfer length (L ≥ 2LT), otherwise there is a

significant increase in contact resistance due to current crowding effects [154].

Another figure of merit quite often used as a measure of the quality of contacts is the

specific contact resistivity (ρc) defined as:

ρc =

(
δJ

δV

)−1

V=0

, (4.14)

where V is the potential drop across the contact and J is the current density through the

contact. The current density depends on the current transport mechanisms discussed in

Section 2.5.2. The specific contact resistivity can be evaluated from the extracted transfer

length in conjunction with the semiconductor sheet resistance (ρc = Rsh L
2
T) [155].
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The extraction of LT and hence ρc are based on the assumption that the sheet resis-

tance of the material outwith the contacts is identical to that directly below the contacts.

While this is a valid assumption for as-deposited metal contacts, the same does not apply

to sintered contacts due to alloying effects [155]. In this case, not directly accounting for

the sheet resistance underneath the contacts (Rsk) would result in inaccurate values of

LT and ρc. The refinements to the TLM method taking into account the alloying effects

are reported in [155]. This refined model for evaluating ρc was not used since the task of

ascertaining Rsk is not trivial. To avoid inaccuracies contact performance in this work is

reported in terms of the contact resistance in Ω.mm.

4.4 MOS Device Characterisation

4.4.1 MOS Capacitor Characterisation

C–V measurements are a staple in the electrical characterisation of MOS devices. These

measurements, performed on MOS capacitors, provide invaluable insight into the quality

of the gate dielectric and the interface its forms with the semiconductor, which has a direct

impact on transistor performance. Non-ideal C–V behaviour can be directly observed and

quantified from the measured characteristics. It is therefore a vital tool in understanding

the deviations of the fabricated MOS capacitor from its ideal characteristics. Important

defect and physical information relating to the dielectric/semicondutor stack can be eval-

uated, enabling the process and material parameters that determine device operation to

be interrogated. This section describes the techniques for extracting the flatband voltage,

metrics relating to the non-ideal C–V behaviour and interface trap density.

4.4.1.1 Flatband Voltage

The flatband voltage (Vfb), as previously described in Section 2.3.1, refers to the applied

bias for which there is zero electric field across the gate dielectric, and thus no band

bending at the dielectric/semiconductor interface (see Figure 2.7). Flatband voltage is

used extensively to analyse MOS operation. For instance the Vfb shifts of the C–V curves

according to the different metal gate work functions are often used as one indicator of an

unpinned Fermi level [29, 39, 41]. Moreover, physical parameters relating to MOS devices

(e.g. oxide charges) can be extracted using Vfb [156, 157].

Flatband voltage can be determined by a number of methods, all of which rely on a

C–V characteristic measurement of a MOS capacitor. A high frequency measurement is
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typically used to minimise the capacitance contribution of Dit to the C–V characteristic

[157]. The first method involves a comparison between the simulated C–V characteristic

of an ideal MOS capacitor with the experimental C–V [156]. In the ideal case, the

flatband condition is achieved under zero applied bias (Vfb=Vg=0 V) which coincides with

the flatband capacitance (Cfb). Thus, Vfb is a measure of the shift between the ideal

and experimental curves at Cfb, which is schematically illustrated in Figure 4.5(a). In the

second method [156], Vfb is determined from the value of Cfb calculated using the relation:

Cfb =
CoxCsfb

Cox + Csfb
, (4.15)

where Csfb is the semiconductor capacitance under flatband conditions and Cox is the gate

dielectric capacitance (see Equation (2.30)). The Csfb value is calculated as follows:

Csfb =
εs ε

λd
, (4.16)

where εs is the relative permittivity of the semiconductor, ε is the permittivity of free space

and λd is the Debye length (see Equation (2.25)). Vfb is then graphically determined as the

gate voltage corresponding to the computed Cfb from the measured C–V characteristic

as shown in Figure 4.5(b).

The aforementioned methods necessitate precise knowledge of the material and de-

sign parameters of the fabricated MOS structure. For instance Cmax in accumulation,

in theory, equates to Cox and therefore can be used for determining the flatband capaci-

tance. However, in real MOS systems Cmax in accumulation is reduced from the dielectric

capacitance due to the effects of DOS and charge quantisation in semiconductors [99]

(see Section 2.3.4.1), which would result in the incorrect evaluation of Cfb. In this case

additional metrology would be required to determine Cox, for example transmission elec-

tron microscopy (TEM). This would provide an accurate measurement of the physical

dielectric thickness. In addition, the dielectric constant can be accurately ascertained

from the slope of the experimental CET versus physical dielectric thickness as deter-

mined from TEM [157]. Flatband voltage extraction via a purely experimental technique

would therefore be advantageous. Hillard et al. [158] present such a method in which

the lower knee of the (1/CHF)2 versus Vg plot, derived from the experimental C–V mea-

surement, corresponds to Vfb as illustrated in Figure 4.5(c). However, determining the

exact position of the knee can be difficult. A first order differential of the (1/CHF)2 curve

would produce a second curve (see Figure 4.5(c)), for which the maximum slope of the left

flank corresponds to Vfb. To accurately determine the maximum of this slope, a second
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Figure 4.5: Methods for flatband voltage (Vfb) determination of a n-MOS structure:

(a) Shift between the ideal and experimental C–V curves at flatband capacitance (Cfb),

determined from the ideal curve at Vg = 0, yields Vfb, (b) the flatband capacitance,

calculated based on the physical parameters of the MOS structure, is used to extract Vfb

from the experimental C–V characteristic, and the Hillard method [158] in which the

flatband voltage coincides with (c) the maximum slope of the left flank of the first order

differential and correspondingly (d) the maximum peak of the second order differential

of the 1/(CHF)2 versus Vg plot.

differentiation is usually performed. This yields a sharply peaked curve, the maximum

of which corresponds to Vfb (see Figure 4.5(d)). This method was adopted for flatband

voltage determination in this work.

4.4.1.2 Non-Ideal C-V Behaviour

Charge defects in the gate stack tend to exact a detrimental influence on the transistor

metrics of drive current, threshold voltage, subthreshold slope, mobility and transcon-

ductance, resulting in a degradation of device performance. The effect of these defects
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is also directly observed from the measured C–V responses of a MOS structure as devi-

ations from its ideal characteristics; the physics of which was previously described (see

Section 2.3.4.3). A pictorial representation of a non-ideal C–V behaviour of a n-MOS

capacitor is shown in Figure 4.6, with the metrics relating to the deviations identified.

The reduction of the maximum capacitance value with increasing frequency gives form to

frequency dispersion in the accumulation region. This metric is defined as:

Frequency Dispersion (%/dec) =
CLF,max − CHF,max

CLF,max
× 100%

Ndec
, (4.17)

where CLF,max and CHF,max represent the maximum accumulation capacitance of the low

frequency and high frequency C–V data, and Ndec is the number of frequency decades

between the two frequency measurements. The metric of frequency dispersion in depletion

is defined as the frequency dependent flatband voltage shift and is given by the relation:

Vfb shift (mV) = (VLF,fb − VHF,fb) , (4.18)

where VHF,fb and VLF,fb represent the flatband voltages of the high and low frequency

curves. The procedure for calculating this metric is as follows: the method of Hillard

et al. [158], presented in the previous section, is used in extracting Vhf,fb. Then Cfb is

determined from the high frequency C–V curve using the extracted VHF,fb value. Following

this, the gate bias corresponding to the previously determined Cfb is extracted from the

low frequency curve and this value is taken as VLF,fb.
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Figure 4.6: Non-ideal C–V behaviour of a n-MOS capacitor resulting from the effects

of interface defects.
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The final metric of stretch-out is defined as:

Stretch-out (F/cm2V) =
∆CHF

∆Vg
. (4.19)

The slope of the C–V curve is extracted between Vfb and Vfb+0.3 V.

Lower frequency dispersion in accumulation, smaller Vfb shifts and reduced stretch-out

(larger C–V slope) all point to lower interface defects. While these metrics provide an

indication on the quality of the dielectric/semiconductor interface, it cannot be used di-

rectly to obtain Dit. Regardless, the metrics serve as an invaluable qualitative assessment

tool when drawing comparisons between C–V characteristics of MOS capacitors subject

to different process conditions, ranging from dielectric deposition techniques to interface

control technology.

4.4.1.3 Interface Trap Density

The techniques most commonly used to determine interface trap density, Dit, in MOS

capacitors are based on frequency dependent conductance or capacitance measurements.

Conductance Measurements

One of the most sensitive methods for Dit extraction is the conductance method [159],

based on measuring the equivalent parallel conductance (Gp) as a function of frequency

for different gate biases. Conductance peaks are representative of energy losses associated

with changes in the interface trap occupancy and therefore provide a direct measure of

Dit. The ability to probe Dit levels in the order of 109 cm−2eV−1 in depletion and weak

inversion, and derive information on the majority carrier capture cross section and surface

potential fluctuations, makes this a popular method [156]. However the conductance

method, originally developed for SiO2/Si interfaces, has several limitations that need to

be considered in the context of high-k/III-V interfaces. In the standard conductance

method, the capture cross section and Dit are assumed to be independent of the trap

energy, resulting in symmetrical Gp–ω peaks. While this serves as a good approximation

for the SiO2/Si interface, the conductance peaks tend to exhibit a strong asymmetry

for interfaces between high-k dielectrics and III-V semiconductors. For the conductance

method to be applicable to high-k/III-V interfaces, the non-uniform distribution needs

to be accounted for [160]. Another limitation is the ineffectiveness of the method for

interfaces with large Dit, which is typical of high-k/III-V interfaces. In particular for

qDit > Cox the oxide capacitance dominates the measured conductance resulting in the

underestimation of Dit. With increasing qDit the underestimation becomes more severe
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and eventually for qDit > 4Cox the parallel conductance is no longer sensitive to Dit

[161–163]. A final source of error concerns conductance in weak inversion, which increases

due to minority carrier generation-recombination. Not accounting for this, and solely

attributing the conductance to interface trap response, results in the overestimation of

Dit [160].

Capacitance Measurements

The most common capacitance based techniques for Dit extraction are the high fre-

quency (Terman) [164], low frequency (Berglund) [165] and high-low frequency (Castagné-

Vapaille) [166] methods. In the Terman method, a high frequency C–V measurement is

compared against an ideal C–V curve modelled at the same frequency. At sufficiently

high frequencies, the interface traps do not capacitively contribute to the measurement

(Cit = 0). The only effect of interface traps arises from the change in trap occupancy

with the slowly varying DC bias, which in turn induces a stretch-out of the C–V along

the gate bias axis. This difference between the measured and modelled curves is used to

evaluate Dit. In contrast to the Terman method, Dit extraction by means of the Berglund

method is based on a low frequency C–V measurement. For a sufficiently low frequency

all traps are able to follow the ac signal, and therefore the measured C–V profile contains

an additional Cit contribution. Similar to the Terman method, trap density is evaluated

from a comparison between the measured and modelled C–V profiles.

The main advantage of the Terman and Berglund methods is that trap densities can

be probed over a large portion of the bandgap [167]. A considerable drawback of both

methods however is the need for an ideal C–V curve which when not modelled accurately,

due to inaccuracies in process and material parameters (e.g. doping density), will result

in erroneous Dit [160]. Castagné and Vapaille proposed a rather simplified alternative of

combining the high and low frequency C–V measurements, which precludes theoretical

models and its associated inaccuracies, in extracting the trap density. By comparing the

low frequency response (Cit 6= 0) to the high frequency response (Cit = 0) and using the

relation Cit = qDit, the interface trap density can be expressed as [166]:

Dit(Vg) =
Cox

q

(
CLF/Cox

1− CLF/Cox
− CHF/Cox

1− CHF/Cox

)
. (4.20)

Unlike the Terman and Berglund methods, the high-low method is only valid over a

limited portion of the bandgap, which extends from the onset of inversion to a surface

potential towards the majority carrier band edge [166]. In n-MOS capacitors, only trap

levels in the lower half of the bandgap can be probed. By complementing this with trap

98



Chapter 4 Characterisation and Metrology 4.4 MOS Device Characterisation

levels extracted from a p-MOS capacitor, Dit over a large portion of the bandgap can be

extracted.

The accuracy of the capacitance based methods hinges on being able to obtain “true”

high and low frequency C–V measurements [160]. If the Cit contribution to the low

frequency profile is not representative of all interface traps then Dit is underestimated.

This can be minimised by measuring to as low a frequency as possible. For interfaces with

a large Dit high frequency measurements are not necessarily devoid of AC contributions

from interface traps, even at a frequency of 1 MHz [156], which would then underestimate

Dit. One way of minimising the AC response to the high frequency curve is to perform

the measurement at reduced temperatures (<300 K) [26]. Additionally Dit extraction

based on all the aforementioned methods is sensitive to Cox. An overestimation of Cox

would result in the underestimation of Dit. As previously highlighted, the effects of

DOS and charge quantisation renders Cox extraction from the maximum accumulation

capacitance erroneous [99, 160]. An accurate Cox value should therefore be obtained from

an independent measurement.

In this work, the high-low frequency method was adopted for Dit extraction as it

avoids many of the problems associated with the Terman, Berglund and conductance

methods. Since C–V profiles are measured as a function of gate bias, Dit is also extracted

as a function of bias using the high-low method. It is more useful to express Dit as a

function of energy position within the semiconductor bandgap. In order to do this, a re-

lationship between the surface potential (ψs) and gate bias is needed. Using the Berglund

integral [165] the ψs–Vg relation can be calculated from the low frequency capacitance

measurement (CLF) as follows:

ψs(Vg2) − ψs(Vg1) =

∫ Vg2

Vg1

(
1 − CLF(Vg)

Cox

)
dVg , (4.21)

where Vg1 can be any voltage for which the surface potential is accurately known. Since

there is no band bending at the flatband condition, setting Vg1 = Vfb would make

ψs(Vg1) = 0 in Equation (4.21). The integral should then be split into two parts; one

integrating from flatband to accumulation and another from flatband to weak inversion.

From the obtained ψs–Vg relation, the trap energy position (Etr) at the dielectric/semi-

conductor interface can be calculated as follows:

Etr =
Eg

2
+ qψs − qψB , (4.22)

where ψb is the Fermi level position with respect to the intrinsic Fermi level in the bulk.
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4.4.2 MOSFET Characterisation

Current-voltage (I–V ) measurements are routinely obtained from MOSFETs to study

their electrical properties. The measured output and transfer characteristics provide use-

ful information on device performance which is intrinsically linked to the quality of the

semiconductor material, source-drain contacts, gate dielectric, dielectric/semiconductor

interface and device processing. The I–V profiles provide a means of extracting and

comparing the d.c. metrics of the device. While the extraction of certain metrics are

straightforward (e.g. saturation drain current), others may require additional analysis

(e.g. effective mobility). Some of these metrics can also be used to derive additional

information. For instance the quality of the dielectric/semiconductor interface can be as-

sessed directly from the subthreshold slope. In this section, the experimental techniques

used in extracting the threshold voltage, source/drain series resistance, effective mobility

and interface trap density are outlined.

4.4.2.1 Threshold Voltage

Vth is a fundamental parameter of importance that signifies the turn-on point of tran-

sistors. Knowledge of Vth is crucial for reliably comparing the performance of devices.

Moreover, the relevant Vth tuning measures, for example the choice of gate metal, can

be employed to achieve the desired transistor operation; depletion-mode (D-mode) or

enhancement-mode (E-mode), the latter being a pre-requisite for digital logic. In conven-

tional MOSFETs the gate voltage at which the channel crosses over from being weakly to

strongly inverted (minority carriers determine the drain current) is defined to be Vth. This

voltage corresponds to the condition ψs = 2ψb. However this may not be an adequate

description for modern devices, including the flatband MOSFET, which operates on the

basis of majority carriers [94]. A more practical concept of threshold can be defined as

Vg required to turn the channel from being weakly to strongly conductive between the

source and drain.

While several extraction techniques have been proposed to determine Vth [168], the

two most commonly adopted for analysis and benchmark of device performance are the

constant-current (CC) and the linear extrapolation (LE) methods. CC is the method that

is widely used in industry and is an ideal choice for well-established technologies. In this

empirical method, Vth is defined as Vg corresponding to an assigned arbitrary constant

drain current and Vd ≤ 100 mV. This value is typically evaluated as Id = (Wg/Lg)× 10−7

(see Figure 4.7(a)). Although preferred for its simplicity the main drawback of this method
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Figure 4.7: Threshold voltage extraction in the linear region using (a) constant-current

and (b) linear extrapolation. Adapted from [168].

is the arbitrary nature with which Id is selected, which in turn affects the outcome of Vth

leading to inconsistent results [168].

LE is arguably the most widely adopted experimental technique for Vth extraction.

In the linear region (Vd ≤ 100 mV), there is a linear dependence between Id and Vg (see

Equation (2.4)). Therefore, a linear extrapolation of the Id–Vg plot from its maximum

slope to Id = 0, enables the Vg-axis intercept to be obtained as shown in Figure 4.7(b).

From this, Vth can be determined by accounting for the Vd/2 term in Equation (2.4).

The slope of the plot (dId/dVg) corresponds to the transconductance and its maximum

coincides with point at which gm is maximum. In the saturation region (Vd ≥ Vg − Vth),

there is a square-law dependence between Id and Vd (see Equation (2.6)). As with the

linear region, a linear extrapolation of
√
Id–Vg at its maximum 1st derivative enables Vth

to be determined. For all measured devices of this work, the method based on LE was

employed to extract Vth.

4.4.2.2 Source/Drain Series Resistance

The effect of the source-drain series resistance (Rsd) is to reduce the intrinsic bias and

degrade the drive current capability of MOSFETs, as highlighted in Section 2.5. By

extracting Rsd, its impact on device performance can thus be assessed. In addition it

provides a means to decouple the relative contributions of the resistive components to the

total series resistance.
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The most common technique to extract Rsd is to treat the MOSFET as an equivalent

circuit comprising three resistances in series (see Figure 2.21): source (Rs), drain (Rd)

and channel (Rch). In principle, Rsd (= Rs + Rd) is assumed to be a constant and for

a given gate bias the channel resistance is proportional to the device gate length (Lg).

This then allows Rsd to be evaluated from an array of identical MOSFETs with different

gate lengths [169, 170], similar to the transmission line method. In order to illustrate this

extraction technique, the on-resistance (Ron = Vd/Id) as a function of gate length, for

arbitrary values, of otherwise identical devices is plotted in Figure 4.8. The on-resistance

is evaluated in the linear region (low Vd) of device operation and for a high gate bias.

Linear regression is performed through the series of data points and interpolated at zero

gate length to yield the value of resistance corresponding to Rsd as shown in Figure 4.8.
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Figure 4.8: Example plot of on-resistance (Ron) as a function of gate length (Lg), based

on arbitrary values, of otherwise identical MOSFETs at a low drain bias (Vd) and high

gate bias (Vg).

4.4.2.3 Channel Mobility

A key metric that defines the performance of MOSFETs is the effective mobility (µeff)

of charge carriers in the channel. The effective mobility can be calculated by considering

the drain current expression of a p-channel MOSFET given as:

Id = Idrift + Idiffusion =
Wg µeffQch Vd

Lg
− Wg µeff

kT

q

dQch

dx
, (4.23)
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where Qch is the hole density in the channel. It is observed that Equation (4.23) is

comprised of a drift current (Idrift) and a diffusion current (Idiffusion). The diffusive term

can be neglected if the drain current is measured in the linear region of device operation.

At a low drain bias the channel charge that flows between source and drain becomes more

uniform resulting in dQch/dx going to zero. Thus Equation (4.23) can be simplified and

solved for the effective mobility as:

µeff =
Id Lg

WgQch Vd
. (4.24)

It is important that the Id–Vg measurement is obtained from a long channel transistor.

This is to exclude SCE on the measured characteristics for accurate mobility extraction.

The calculation of µeff also relies on the determination of Qch (see Equation (4.24)),

for which two approaches are available. In the traditional method the channel charge is

calculated from the product of the dielectric capacitance and the gate overdrive (Qch =

Cox(Vg−Vth)), which is applicable for device operation in the above-threshold, drift-limited

regime. However, there are a couple of deficiencies associated with this technique which

would lead to an inaccurate mobility calculation, the first being the calculation is only an

approximation of the actual charge that resides in the channel. The assumption of a linear

relationship between Qch and Vg is not particularly accurate near threshold. In addition,

Cox does not necessarily solely represent the dielectric capacitance. While this is a fair

approximation for MOSFETs with thick gate dielectrics, for thin dielectrics Cox needs to

take into account the series capacitances associated with the effects of charge quantisation

and DOS [99], both of which may not be strictly known. Secondly, the accuracy of the

method largely depends on the accurate extraction of the threshold voltage.

A more accurate approach for determining the channel charge density is based on the

split C–V technique, first proposed by Koomen [171] and later adopted by Sodini et al.

[172] in the extraction of carrier mobility. In this method, Qch is obtained directly from

the measurement of the gate-to-channel capacitance (Cgc) in the following way:

Qch =
1

Wg Lg

∫ Vg

−∞
Cgc (Vg ) dV . (4.25)

The split C–V method has become a standard for mobility extraction in MOSFETs

due to its simplicity and marked improvement over the traditional technique for Qch

determination. However, the method is still open to a few sources of error that could

potentially affect its accuracy [147]. One source of error is related to the source/drain

series resistance which as previously highlighted acts to reduce the drain bias applied
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across the device channel (see Equation (2.49)). To correct for this, Vd in Equation (4.24)

should be replaced with (Vd −Rsd.Id).

Another common source of error arises from the effect of interface traps on the capaci-

tance measurement. The additional capacitive contribution of interface traps (Cit) to the

measured Cgc would result in the overestimation of the channel charge. As a consequence

the effective mobility is underestimated. To minimise the ac trap response, the capaci-

tance measurement should be performed at a sufficiently high frequency, typically in the

range of 100 kHz to 1 MHz.

A third source of error is introduced from the C–V and I–V measurements being

obtained at different bias conditions. While Cgc, and therefore Qch, are obtained at a

drain bias of 0 V, a small, non-zero drain bias is applied during the Id–Vg measurement.

This introduces an error in the mobility data close to Vg = Vth. Ideally the smallest

possible drain bias should be used for the drain current measurement to minimise this

error. The measurement however becomes noisy for too small a value. Hence a drain bias

in the range of -20 mV to -50 mV is typically applied [147].

4.4.2.4 Interface Trap density

The subthreshold swing (SS), a measure of how efficiently MOSFETs switch between

on- and off-state operation, also provide useful information on the quality of the dielec-

tric/semiconductor interface as previously highlighted. Defined as the gate bias required

to induce a one decade change in the drain current (dVg/d(log10Id)), the swing can also

be expressed as [156]:

SS = ln(10)
kT

q

(
1 +

Cd + Cit

Cox

)
. (4.26)

It can be observed that interface states have a direct impact on SS as the associated

capacitance (Cit = q Dit) is in parallel with depletion layer capacitance (Cd). This implies

that in the presence of a large interface trap density, the swing is drastically increased,

resulting in the degradation of device performance. The flatband MOSFETs realised in

this work are essentially quantum-well (QW) devices that operate in accumulation-mode,

for which Cd � Cox. Accounting for this and rearranging Equation (4.26), the interface

trap density can be approximated as:

Dit ≈
Cox

q

(
q SS

ln(10) kT
− 1

)
. (4.27)
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This method of determining Dit is referred to as the subthreshold slope technique. It

should be noted that Dit obtained from Equation (4.27) is an effective interface trap

density that includes contributions from defect states at the dielectric/semiconductor

interface and within the oxide, in close proximity to the interface [173]. For an accurate

Dit extraction the subthreshold swing should be derived from I–V measurements obtained

on transistors with Lg ≥ 20µm, to exclude SCE on the measured characteristics [174].

4.5 Metrology

The measurement equipment used in this work varied depending on the type of character-

isation required of material, contacts, gate stack and the overall device. Hall characterisa-

tion for measuring the resistivity, carrier concentration and mobility of the semiconductor

was performed using two different measurement setups depending on the temperature

requirement. For room temperature measurements the Biorad HL5200 Hall measurement

system, capable of on-wafer probing, was used. It comprised of a permanent magnet

with a field of 0.32 T, and the probes were connected to a RH2035 switchbox to enable

resistance measurements for all possible permutations of the sample geometry. For auto-

mated instrumentation control coupled with data acquisition both the Hall system and

the switchbox were computer controlled.

Hall measurements, in the temperature range of 10 K to 300 K, were undertaken using

the Hall rig configured by Dr. Gary Paterson, located in the Department of Physics,

University of Glasgow. Several instrumentation are comprised within the measurement

setup. The I–V characteristics of the sample are measured using a Keithley model 2602

source measurement unit. Switching between sample contact configuration during Hall

measurements is provided by the Keithley model 7001 switchbox. An electromagnet,

powered by a 8 A supply, provides a magnetic field of 0.58 T at the maximum current

rating. Temperature variation or stabilisation is achieved by means of a closed circuit

helium cryostat, a model 8200 Cryodyne compressor and a model 502 Oxford Intelligent

Temperature Controller (ITC). The sample for measurement has to be mounted into a

chip carrier. This is then fitted into a chip carrier socket on the sample holder located

inside the cryostat. Ultrasonic bonding is used to make electrical connections between

the electrodes of the sample and the chip carrier. A semiconductor diode mounted on the

sample holder is used for sensing the temperature of the sample. Most of the instruments

are connected to a controlling computer running Labview software to allow for remote

and automated instrument control.
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All AC and DC measurements required for contact, gate stack and device characteri-

sation are performed on-wafer using a semi-automatic Cascade Microtech Summit 12000

probe station. Stage control to select a specific sample site and to switch between sites

can be done manually or under automated control using the Cascade Microtech Nucleus

software package running on a control computer. Wafer mapping capability, provided

within the software, allows for the selection of multiple sites for measurement automa-

tion whereby the stage is stationary at each site during a measurement and then moves

to the next site to run a repeat of the measurement. For the automation to work cor-

rectly the separation between neighbouring sites, based on the x-y coordinate system,

must be identical in the wafer map. Such automation capability allows for rapid and un-

interrupted measurements of samples with hundreds of devices. Measurement and data

acquisition capability is provided by an Agilent B1500A semiconductor parameter anal-

yser running the Agilent EasyEXPERT software. Measurements can be configured to run

in several modes; single and repeated measurements of one test setup or a multitude of

different setups. The B1500A is equipped with a modular mainframe comprising a num-

ber of high-power and high-resolution source/monitor units (SMUs) for I–V sweeps and

a multi-frequency capacitance measurement unit (MFCMU) for C–V sweeps in the fre-

quency range of 1 kHz–5 MHz. In addition, SMU CMU unify unit (SCUU)/guard switch

unit (GSWU) enables the measurements to be switched between AC and DC accurately

and effortlessly. Communication between the probe station, B1500A and control computer

is achieved by means of a general purpose interface bus (GPIB) connection.

4.6 Chapter Summary

This chapter presented the various characterisation techniques used in evaluating the met-

rics related to the grown epitaxial material, ohmic contacts, gate stack and overall device.

The description began with the Hall effect and van der Pauw techniques for extracting

the material transport data, followed by an outline of the transmission line model for

deriving contact resistances. Attention was drawn to the importance of obtaining accu-

rate measurements and the guidelines for this were underlined. Moreover the significance

of correct metric extraction and interpretation was emphasised. The focus then shifted

to MOS device characterisation. Relevant parameters that needed to be extracted from

measurements obtained on MOS capacitors and MOSFETs in this work were presented

and the commonly used extraction methods were discussed. Where relevant limitations

and errors associated with the methods were highlighted and possible mitigating solutions

were outlined. The discussions aided in establishing the appropriate extraction methods
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for adoption in this work. The chapter concluded with an overview of the measurement

kit utilised for characterisation during the different stages of transistor development.
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Heterostructure Engineering

5.1 Introduction

Two aspects of device performance need to be addressed in the design of the MOSFET

layer structure, the first being the maximisation of the drive current. For this, the channel

transport needs to be optimised for charge carriers of both a low effective mass and

a large concentration. Lower effective mass provides for a higher carrier mobility in

long-channel devices, whilst increasing the injection velocity in ballistic channels [14].

High carrier concentrations can be obtained by increasing the doping in the device. The

fundamental difficulty of realising a complementary logic solution using III-V compound

semiconductors, as previously emphasised, is the high effective mass and thus low mobility

of holes in these materials. A technological approach to enhance the hole mobility of

the channel is the introduction of strain. Up to 200% enhancement in hole mobility

has been obtained in Si CMOS transistors featuring uniaxially compressively strained

channels [175]. Strain engineering is also a promising approach for enhancing the hole

mobility in III-Vs. Theoretical results indicate a 2-4× improvement in the hole mobility

of III-V semiconductors (GaAs, In0.53Ga0.47As, GaSb and InSb) from the incorporation

of 2% biaxial compressive strain in the channel [176]. Practically, this is accomplished

with heterostructures in which dissimilar materials are stacked on top of each other,

using epitaxial growth techniques such as MBE [135]. Through judicious selection of

materials and compositions, the heterostructure can be tailored for quantum confinement,

which augments mobility by reducing the hole effective mass and/or the scattering [177],

and strain, both of which are advantageous for enhancing channel transport. Biaxial

compressively strained channels are realised through pseudomorphic growth on materials

with a smaller lattice constant and the carrier transport is restricted to the channel layer
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by cladding it with wider bandgap barrier layers. The large possibilities of material options

available to III-V systems offer greater flexibility for engineering the heterostructure.

Apart from a high drain current, the additional requirement of the layer structure is

to maintain electrostatic gate control of the channel, of importance to the device metrics

of subthreshold swing, transconductance and DIBL. By adopting an appropriate device

architecture that minimises the gate to channel separation and thus the CET, the elec-

trostatic integrity of the device can be maximised [178].

In this chapter, the techniques of bandgap and strain engineering, collectively het-

erostructure engineering, are investigated for the optimisation of transport properties in

III-V p-channel MOSFETs. The appropriate device architecture and the design of the

III-V material layer stack are first discussed. Following this, the growth of the material

layers used in this work are briefly mentioned. The test structures used in evaluating

the transport performance of the heterostructures grown for the study, along with the

fabrication and characterisation methods used, are further described. Thereafter, a sys-

tematic exploration of parameter space in the design of the heterostructure to optimise

channel transport is presented. The experimental results from the study are reported and

discussed.

5.2 Device Architecture and Layer Design

A number of planar device architectures have been investigated for III-V MOSFET de-

velopment as illustrated in Figure 5.1 [179]. In the inversion-mode architecture (Fig-

ure 5.1(a)), a III-V equivalent of a traditional bulk Si MOSFET, the inversion channel is

formed at the gate dielectric/semiconductor interface and the S/D regions are created by

ion implantation. A variant of the inversion-mode MOSFET is the regrown source-drain

architecture shown in Figure 5.1(b). This architecture comprises highly doped, regrown

S/D regions to mitigate the access resistance problem resulting from the limitations of

ion implantation in III-Vs. From a mobility enhancement perspective, the inversion-

mode and regrown source-drain architectures are not ideal for device implementation.

The greater impact of ionised impurity scattering on charge carriers, from the presence

of dopants in the channel, would compromise channel mobility in the inversion-mode ar-

chitecture. This is circumvented in the regrown source-drain architecture which employs

an undoped channel. Moreover, carrier confinement akin to that achieved in ultra-thin

body devices is obtained via the inclusion of a wider bandgap material underneath the

channel. Despite these advantages, the channel of the regrown architecture is formed
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at the dielectric/semiconductor interface, which is also the case for the inversion-mode

architecture. The close proximity of the channel to the gate dielectric in the surface-

channel configuration makes the channel carriers more susceptible to interface-related

Coulomb scattering, interface roughness and dielectric-related scattering, resulting in mo-

bility degradation [81, 92, 180, 181]. The impact of these scattering effects on mobility

can be reduced with a buried-channel configuration in which the channel is spatially sep-

arated from the dielectric by a wider bandgap material [81, 92, 180, 181]. This is adopted

in both the flatband-mode (Figure 5.1(c)) and recess gate (Figure 5.1(d)) architectures.

Similar to the regrown architecture, the channels are also clad by wider bandgap materi-

als providing for charge control comparable to ultra-thin body silicon-on-insulator (SOI)

MOSFETs. The enhanced mobility in conjunction with the electrostatic confinement ben-

efits render both the flatband-mode and recess gate architectures favourable for device

implementation. Shown in Figure 5.2 are the experimental room temperature electron

mobilities of InxGa1−xAs channels measured as a function of sheet density for the various

p-
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(a) Inversion-mode architecture (b) Regrown source/drain architecture

(c) Flatband-mode architecture (d) Recess gate architecture

Substrate 

Narrow bandgap, high mobility channel

High-k dielectric

Wide bandgap barrier layer 

Doping plane

Wide bandgap barrier layer

Source Drain

Metal

Gate

Substrate 

Narrow bandgap, high mobility channel

High-k dielectric

Wide bandgap barrier layer 

Wide bandgap barrier layer

Source Drain
Metal

Gate
n+

cap

n+

cap

Substrate 

Narrow bandgap, 

high mobility channel

High-k dielectric

Wide bandgap barrier layer

Source Drain
Metal

Gate

Re-

grown

n++

Re-

grown

n++

p+ substrate 

p bu!er layer

High-k dielectric

Source Drain

Metal

Gate

n+ implant regions

Spacer Spacer

Spacer Spacer

Spacer Spacer

Spacer Spacer

Figure 5.1: Various planar device architectures under investigation for III-V MOSFET

development: (a) inversion-mode, (b) regrown source/drain, (c) flatband-mode and (d)

recess gate architectures [179].
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Figure 5.2: Room temperature electron mobilities of various InxGa1−xAs channels

incorporated in devices based on the flatband-mode [179, 180, 182], the recess gate [181,

183] and the inversion-mode [184–186] architectures.

device architectures. It is notable that the devices based on the flatband-mode archi-

tecture demonstrate higher effective mobilities compared to the recess gate architecture.

Based on this evidence, the flatband-mode architecture was chosen for III-V p-MOSFET

development in this project.

Having established the device architecture for investigation, the next step is to tailor

the design of the heterostructure for enhanced channel transport. Drawing on the review

presented in Section 2.4.2, the salient parameters that influence the QW channel trans-

port are highlighted in Figure 5.3. The introduction of biaxial compressive strain in the

channel leads to energy splitting between the heavy-hole (HH) and light-hole (LH) bands

(∆HH-LH), with the HH being higher in energy. As a result, more holes will first occupy

the HH band before starting to fill the LH band. Due to the lighter in-plane effective mass

of the HH band more holes would have a lower effective mass and thus the effective hole

mobility would be higher. The HH-LH splitting also reduces interband scattering leading

to a higher hole mobility. By increasing ∆HH-LH, through increased strain, the effective

mass and scattering can be further reduced, leading to higher hole mobility. Additionally,

valence band offset (VBO) may also be affected by strain due to changes in the bandgap.

In the case of InxGa1−xAs (channel)/In0.52Al0.48As (barrier), the band offset can be in-

creased from 0.22 eV to 0.38 eV by changing the indium content of the channel from 0.53

to 1 [73]. It is important to note that with the increase of strain, the QW channel thick-

ness needs to be maintained below the critical layer thickness (CLT) to prevent strain
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relaxation leading to dislocation generation; CLT decreases with increasing strain.

Quantum confinement imposed by the reduction of the channel thickness (tchan) with

increasing strain is of further advantage as this induces subband splitting as shown in

Figure 5.3. As before, the majority of holes will first occupy the highest energy subband,

HH1, with the lower in-plane effective mass, before starting to populate subbands that

are lower in energy and possess heavier in-plane mass (HH2 or LH1). Similar to strain,

quantum confinement results in both the effective mass and scattering (interband and

intersubband) to be reduced, leading to a higher hole mobility. The mobility can be raised

further by thinning the channel, which acts to strengthen the confinement for increased

subband splitting. However, too narrow a channel can also be detrimental to channel

transport as the effects of hetero-interface scattering becomes enhanced [73, 76, 177].

The maximum number of holes confined in the QW channel is determined by the

VBO at the hetero-interface between the channel and the wider bandgap barrier layers,

the spacer layer thickness (tspa) and the doping concentration. For good hole confinement,

it is important to choose a barrier material that can provide a large enough VBO [177].

The adoption of modulation doping in which the dopant atoms are located in the

wider bandgap barrier/buffer layers as opposed to the channel itself minimises the effect

of ionised impurity scattering on holes occupying the channel, thereby mitigating mobility

degradation. The inclusion of a spacer layer between the channel and the doping layer

results in additional mobility enhancement since the scattering effect is further suppressed.

∆
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Figure 5.3: A simplified valence band diagram of a heterostructure with key parameters

impacting QW channel transport identified.
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By increasing the thickness of the spacer, the mobility is improved further. However, the

tradeoff with employing a thick spacer is the reduction of charge transfer from the doped

layer to the QW channel leading to a decrease in hole density [187, 188]. This could

also result in parallel conduction in the doping layer [187]. It is therefore important

a spacer of a suitable thickness is used to realise a channel of high mobility and large

hole concentration. The efficiency of charge transfer can be improved further by using

a delta-doped layer rather than a uniformly doped layer [189]. Furthermore, more holes

will populate the channel from increasing the impurity concentration of the doping layer.

However, too high a concentration could also give rise to the doping layer acting as a

parallel conducting layer.

Another key parameter in the design of the heterostructure is the thickness of the

barrier (tbar) between the channel and the gate dielectric (see Figure 5.1(c)). A thick

barrier is desirable as this minimises interface- and dielectric-related carrier scattering,

thereby alleviating mobility degradation. However, this increases the CET which in turn

degrades the electrostatic gate control of the channel [81, 92].

In the III-V material system, a number of channel/barrier material options are avail-

able for engineering the heterostructure for quantum confinement and strain effects. These

options can be categorised as arsenide-based and antimonide-based. The arsenide-based

options are (In)GaAs/(Al)GaAs, Inx≥0.53GaAs/InAlAs and Inx≥0.53GaAs/InP. The ear-

liest reports of III-V p-channel heterostructure field-effect-transistor (HFET) were based

on a GaAs/AlGaAs material option, which resulted in room temperature (RT) mobilities

of 170–190 cm2/Vs [107, 190, 191]. In an effort to improve transport performance, subse-

quent p-channel work utilised InxGa1−xAs channels with either AlGaAs or GaAs barriers

for x ≤ 0.35 [187, 192–200] and InAlAs or InP barriers with 0.53≤x≤0.95 [73, 201, 202].

The various works yielded RT hole mobilities of 191–390 cm2/Vs. Of these material op-

tions, channels based on Inx≥0.53GaAs are appropriate for investigation due to the lower

hole effective mass that can be obtained with increasing In mole fraction, x. In comparing

the two options, the Inx≥0.53GaAs/InP material combination is favourable for its VBO.

For an InxGa1−xAs channel in the range 0.53≤x≤1, the InP barrier provides a larger

band offset of 0.43–0.7 eV compared to the offset of 0.22–0.38 eV provided by the InAlAs

barrier [73]. As a result carrier confinement is enhanced for the Inx≥0.53GaAs/InP system.

However, it is not possible to grow phosphorous-containing materials in the MBE system

located at the University of Glasgow. For this reason, the arsenide-based III-V p-channel

MOSFET development in this project was restricted to the Inx≥0.53GaAs/InAlAs material

option.
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Given the bulk hole mobilities of antimony containing compound semiconductors

(GaSb and InSb) are the largest of any III-V materials, it is only logical that antimonide-

based materials are also considered for p-channel MOSFETs. Antimonides afford several

material options for heterostructure engineering. One option is a GaSb channel confined

by an AlAsx≥0.1Sb1−x barrier. The large VBO of 0.46 eV obtained for GaSb lattice-

matched to AlAsSb provides for good confinement of holes in the QW channel [203].

Strain in the QW channel is controlled by changing the barrier layer composition, which

also enables the VBO to be increased further. The use of a binary semiconductor as the

channel material is further advantageous since alloy scattering is avoided in the chan-

nel. RT hole mobilities in the range of 1200-1500 cm2/Vs have been obtained in 5-10 nm

thick QW channels subject to 1-3% biaxial compressive strains [74, 75]. Quantum wells

of InxGa1−xSb clad by AlGaSb is another material option. Strain is incorporated by

changing the indium composition of the InGaSb channel. For 5-12.5 nm thick channels

subject to 1-2% compressive strains, RT hole mobilities in the range of 780-1500 cm2/Vs

have been realised [76, 204]. Although the channel layer alloy composition does not al-

ter the band offset, good confinement of holes in the channel is still attainable due to

the large VBO of 0.43 eV obtained with InGaSb/AlGaSb [205]. A final material option

of InSb/AlxIn1−xSb is similar to the GaSb/AlAsSb option, whereby strain is controlled

through the barrier layer composition. A RT hole mobility of 1230 cm2/Vs was obtained

for a 5 nm thick channel under 1.9% compressive strain [77]. Despite the fact that VBO

can be controlled through the barrier layer composition, the band offsets tend to be lower

compared to the other antimonide-based options. The band offset of InSb/Al0.4In0.6Sb,

with the channel subject to 1.9% strain, is only 0.3 eV [177]. The enhanced BTBT leakage

currents resulting from the small bandgap of InSb is also a concern. Taking into consid-

eration the merits of the various antimonide-based material options, both GaSb/AlAsSb

and InGaSb/AlGaSb appear suited for investigation. It is further favourable to employ

a material combination that enables a complementary logic solution of high performance

to be achieved. In this regard, the InGaSb/AlGaSb system is more advantageous since

large band offsets for both electrons and holes can be achieved with strain effects. In the

case of GaSb/AlAsSb, strain, increasing the VBO decreases the conduction band offset

(CBO), resulting in the degradation of electron confinement in the channel. Therefore,

in this work, antimonide-based p-channel MOSFETs are developed using Inx≥0.1Ga1−xSb

channels confined by AlSb barriers.

Since the barrier layer above the channel forms an intimate contact with the gate

dielectric in the flatband MOSFET architecture (see Figure 5.2(b)), and therefore has
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a direct impact on the dielectric/semiconductor interface properties, it is further im-

portant to evaluate the suitability of the topside barrier material for high-k dielectric

integration. The presence of aluminium in the barrier layers of both the arsenide-based

and antimonide-based material options is an issue since surface layers terminated with

aluminium-containing materials are prone to rapid oxidation on exposure to air [181, 206–

208]. Among the native oxides left behind on the surface from the oxidation, oxides of alu-

minium (AlOx) are particularly difficult to passivate [206, 209]. This gives rise to interface

traps, which screen the gate potential from modulating the channel charge. As a result,

transistor performance is degraded. This can be avoided by terminating the surface with a

thin cap layer that is aluminium-free, lattice-matched to the underlying barrier layer and

on which good passivation can be realised for a high quality dielectric/III-V interface.

Based on this criteria, In0.53Ga0.47As was determined to be suitable as a cap layer for

the arsenide-based material option while GaSb was favourable for the antimonide-based

option.

A final comment is regarding the critical layer thickness of the channel. As previously

highlighted, the increase of biaxial compressive strain in the channel must be accompa-

nied by a reduction of the channel thickness below CLT. The dependence of the critical

thickness on the alloy content, x, of the channel and the resulting strain for the chosen

arsenide and antimonide-based material options, calculated using the People-Bean [109]

and Matthews-Blakeslee [110] models, are shown in Figure 5.4. The People-Bean model

is more accurate for lower strain (< 1%) while the Matthews-Blakeslee model gives better

Figure 5.4: Critical layer thickness as a function of strain and In content for (a)

InxGa1−xAs layer grown on In0.52Al0.48As and (b) InxGa1−xSb layer grown on AlSb,

estimated using People-Bean [109] and Matthews-Blakeslee [110] models.
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results for higher strain [111].

Based on the aforementioned discussion, the cross-sections of the layer designs em-

ployed for arsenide- and antimonide-based flatband MOSFET development in this work

are illustrated in Figure 5.5. The arsenide-based layers are grown on a semi-insulating

(SI) (100) InP substrate and the antimonide-based layers are grown on a SI (100) GaAs

substrate. A thick buffer layer (1µm) is used in the antimonide-based design to accom-

modate the 8% lattice mismatch between AlSb and the GaAs substrate. A 2 nm cap/2 nm

barrier is included between the gate dielectric and the channel in the layer designs based

on both material options. Doping strategy is a key variant that is investigated as part of

the layer design optimisation. As shown in Figure 5.5, the delta (δ)-doping plane, sep-

arated by a spacer layer, is located either above the channel or below the channel. The

former strategy is referred to as non-inverted doping while the latter is known as inverted

doping. It is worth noting that single-sided doping is employed for all layer designs inves-

tigated in this work. In addition to this, the spacer thickness, the channel thickness, the

channel composition (strain), and the δ-doping density are the other design parameters

investigated for channel transport optimisation.

In0.52Al0.48As Bu�er (340nm)

S.I. InP  Substrate 

In     0.53Ga     As Channel

In0.53Ga0.47As Cap (2nm)

High-k dielectric

In0.52Al0.48As Spacer 

In0.52Al0.48As Barrier (2nm)

(a) 

In0.52Al0.48As Spacer

AlSb Bu�er (1um)

S.I. GaAs  Substrate 

GaSb Cap (2nm)

High-k dielectric

AlSb Spacer  

AlSb Barrier (2nm)

AlSb Spacer

x≥  1-x In     0.1Ga     Sb Channelx ≥  1-x

thick buffer to 

accomodate the 

8% lattice mismatch  }  

delta-doping plane

(b) 

}  

delta-doping plane

non-inverted 

doping strategy

}  inverted 

doping strategy

delta-doping plane

delta-doping plane

}  non-inverted 

doping strategy

}  inverted 

doping strategy

Figure 5.5: Cross-sections of (a) Inx≥0.53Ga1−xAs/In0.52Al0.48As and (b)

Inx≥0.1Ga1−xSb/AlSb p-channel flatband MOSFET layer designs.
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5.3 Growth, Fabrication and Measurement

At this stage of the project, suitable high-k dielectrics were still under development.

As a result, transport in the arsenide- and antimonide-based layer designs were investi-

gated using In0.53Ga0.47As and GaSb terminated wafers of suitable structure to mimic

the electrostatics of a III-V p-channel MOSFET. This architecture is referred to as pre-

MOSFET as it shared the underlying structure with the flatband MOSFET design. All

pre-MOSFET structures investigated as part of the layer design and optimisation study

were grown by MBE; arsenide-based wafers were grown at the University of Glasgow and

antimonide-based wafers were grown at Texas State University. Beryllium was used as

the dopant impurity for all growths.

Two types of test structures were used for Hall characterisation of samples detailed in

the following section unless otherwise stated. Room-temperature Hall measurements were

carried out on Van der Pauw structures (see Figure 4.3(b)). Such structures were realised

by depositing In/Zn metal pads (150µm×150µm) on four corners of a 15 mm×15 mm

sample and subsequently annealing at 360 ◦C for 20 s to form ohmic contacts which could

be measured using wafer probes. Temperature dependent transport measurements, on

the other hand, were performed on a 6-contact Hallbar structure (see Figure 4.2). The

Hallbar was designed following the geometrical guidelines highlighted in Section 4.2 and

patterned using two levels of photolithography. In the first lithographic level, ohmic con-

tacts were defined by the thermal evaporation of Au/Zn/Au metals followed by rapid

thermal annealing (RTA) at 360 ◦C for 3 s. Mesa isolation was realised in the subse-

quent level by means of a wet chemical etch comprising orthophosphoric acid, hydrogen

peroxide and water. Details of the process flow for Hallbar fabrication is listed in Ap-

pendix A.1. The metrology adopted for room temperature and temperature dependent

Hall characterisation is outlined in Section 4.5.
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5.4 Experimental Investigation

In this section, the parameter space investigated for the arsenide- and antimonide-based

layer designs, using the pre-MOSFET structure, are presented. The transport results

from the study are reported and discussed.

5.4.1 Arsenide-Based Layer Designs

5.4.1.1 Lattice-Matched Design

For the purpose of assessing the impact of strain on the channel transport properties, a

lattice-matched III-V materials “testbed” first needed to be established. As such, the first-

generation p-channel pre-MOSFETs grown were based on a lattice-matched, non-inverted

design architecture as shown in Figure 5.6. The structure comprised an In0.53Ga0.47As

QW channel of a fixed thickness of 10 nm. A thickness of 4 nm and a bulk doping density

of 2.5×1018 cm−3 ensured that the cap layer was depleted. The parameter spacing inves-

tigated for the lattice-matched structures included the δ-doping density, spacer thickness

and barrier thickness, with the channel-to-surface distance maintained at 30 nm.

In0.52Al0.48As Bu�er (340nm)

S.I. InP  Substrate 

In0.53Ga0.47As Channel (10nm)

In0.53Ga0.47As Cap (4nm)

In0.52Al0.48As Spacer

In0.52Al0.48As Barrier

Be δ-doping 30nm

Be bulk-doping  @ 2.5 x 1018 cm-3 

Figure 5.6: Cross-section of a typical lattice-matched, non-inverted arsenide-based pre-

MOSFET.

An overview of the wafers grown as part of this investigation, together with the hole

mobility (µh), sheet concentration (ps) and sheet resistance (Rsh) associated with each

growth are illustrated in Table 5.1. The first two wafers grown, c545 and c550, featured

a 5 nm spacer with a corresponding barrier thickness of 25 nm, however c550 was grown
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Table 5.1: Summary of structural/growth conditions and room temperature Hall data

of lattice-matched, non-inverted arsenide-based pre-MOSFETs.

Wafer Barrier δ-doping Spacer Growth µh ps Rsh

thickness (cm−2) thickness temperature (cm2/Vs) (cm−2) (Ω/sq)

(nm) (nm) (◦C)

c545 25 4 × 1012 5 450 62 2.4 × 1012 38796

c550 25 2.85 × 1012 5 450 67 1.8 × 1012 47791

c567 23 2.85 × 1012 7 400 65 1.6 × 1012 57938

with a lower δ-doping density. Based on the transport measurements comparable hole mo-

bilities were obtained for both wafers. On the other hand the higher sheet concentration

measured for c545 in comparison to c550 is a direct result of the larger δ-doping density in

the former, resulting in more charge transfer into the QW channel. Although the measured

mobilities of these wafers are in close agreement with the experimental mobility value of

55 cm2/Vs reported for a lattice-matched, non-inverted InGaAs QW channel structure

[73], the obtained values are rather modest compared to a mobility of 145 cm2/Vs derived

from simulations of a relaxed InGaAs channel at a sheet concentration of 2×1012 cm−2

[176]. A plausible explanation that would account for the modest values is the migration

of dopants from the δ-doping plane into the channel as Be dopants tend to out diffuse more

readily in aluminum containing alloys [210]. The extent of dopant diffusion in wafers c545

and c550 was estimated to be about 10.5 nm based on their substrate growth temperature

of 450 ◦C [211]. As such it is possible the dopants have diffused past the spacer into the

channel as the diffusion length is twice as big as the spacer thickness. The dominance of

ionised impurity scattering on channel carriers would account for the modest mobilities

in these wafers. Dopant diffusion can be minimised by lowering the growth temperature

in conjunction with increasing the spacer thickness. For a growth temperature of 400 ◦C

the diffusion length was estimated to be about 6 nm [211]. Taking this into consideration,

wafer c567 was grown with a 7 nm thick spacer at a growth temperature of 400 ◦C. How-

ever this did not result in any improvement as the measured mobility of wafer c567 was

again comparable to that obtained from wafers c545 and c550. This seemed to suggest

that dopant diffusion may not necessarily be the cause of the modest mobility of these

wafers.

Alternatively the presence of two or more parallel conducting channels could account

for the modest mobilities obtained from the lattice-matched wafers. Such additional

parallel paths can arise from a number of effects including multiple subband occupancy
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of a single 2DHG, presence of several spatially separated 2DHG within the QW or in

the heterostructure, and free carriers in un-depleted regions of the δ-doped plane [212].

In such cases the data obtained from the Hall measurements are complex averages of

the sheet concentration and mobility associated with each of the conducting channels

and thus not necessarily representative of single channel transport [213]. Therefore it

would be incorrect to assume that the measured Hall data is associated solely with single

channel conduction. The presence of additional channels results in the underestimation

and overestimation of the measured mobility and sheet concentration data, respectively

[213].

To elucidate the presence of parallel conduction, temperature dependent Hall mea-

surements were undertaken on wafer c545 and the results are displayed in Figure 5.7.

The carrier mobility is observed to increase monotonically as the temperature is lowered

from 300 K, reaching a value of 429 cm2/Vs at 10 K. This is accompanied by a monotonic

decrease in sheet carrier concentration. It is notable that characteristics usually associ-

ated with modulation doped structures, whereby the carrier density initially decreases

with temperature and then becomes independent of temperature over a wide temperature

window, is not observed for wafer c545. This absence of saturation in the sheet concen-

tration with temperature variance is attributed to parallel conduction effects [214]. Apart

from confirming the presence of parallel conduction, the temperature dependent Hall data

provides no further information regarding the nature of the additional conduction paths
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Figure 5.7: Hole mobility and sheet concentration as a function of temperature for

wafer c545.
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present in the lattice-matched wafers. However a few of the previously mentioned effects

contributing to parallel conduction can be excluded based on the heterostructure design.

The QW of modulation doped structures featuring single-sided doping will be asymmetric

in shape. As such, the presence of more than one spatially separated 2DHG in the channel

of the lattice-matched wafers is unlikely [215]. Additionally the cap has been designed

such that is it depleted of carriers and hence will not contribute to parallel conduction

either.

5.4.1.2 Strained Channel, Non-Inverted Design

The second-generation pre-MOSFETs grown were based on a non-inverted architecture

featuring strained InGaAs QW channels as illustrated in Figure 5.8. A cap layer design

similar to that utilised in the lattice-matched pre-MOSFET was employed. The barrier

and spacer thickness were kept constant at 25 nm and 5 nm respectively. The structural/-

growth parameters varied for the strained pre-MOSFETs are the δ-doping density, the In

mole fraction, x, in the InxGa1-xAs QW and its equivalent strain, and the thickness of the

QW channel.

In0.52Al0.48As Bu�er (340nm)

S.I. InP  Substrate 

In  Ga     As Channel

In0.53Ga0.47As Cap (4nm)

In0.52Al0.48As Spacer (5nm)

In0.52Al0.48As Barrier (25nm)
Be δ-doping 

Be bulk-doping  @ 2.5 x 1018 cm-3 

1-xx

Figure 5.8: Cross-section of a typical strained, non-inverted arsenide-based pre-

MOSFET.

A summary of the growth/structural conditions investigated for the strained, non-

inverted pre-MOSFET structures and the associated room temperature material transport

parameters are shown in Table 5.2. The first wafer grown, c646, was identical to wafer

c550 with the exception of strain; wafer c646 featured a In0.75Ga0.25As channel resulting

in the QW being under 1.4% biaxial compressive strain. The first thing to note is that
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Table 5.2: Summary of structural/growth conditions and room temperature Hall data

of strained, non-inverted arsenide-based pre-MOSFETs.

Wafer InAs mole fraction, x, Strain QW thickness δ-doping µh ps Rsh

of InxGa1-xAs QW (%) (nm) (cm−2) (cm2/Vs) (cm−2) (Ω/sq)

(%)

c646 75 1.4 10 2.85 × 1012 336 1.19 × 1012 15600

c665 85 2.1 7.5 2.85 × 1012 433 1.33 × 1012 10900

c674 85 2.1 7.5 4 × 1012 427 1.6 × 1012 9181

the mobility of wafer c646 is 336 cm2/Vs. This is a five-fold increase compared to wafer

c550. It is also interesting to note that the sheet concentration of wafer c646 is 33% lower

compared to wafer c550. The larger valence band offset between the strained InGaAs

channel and In0.52Al0.48As spacer/barrier layers as opposed to the lattice-matched chan-

nel of wafer c550 should in fact result in more carriers populating the QW of wafer c646.

On the contrary, the experimental data shows less carriers and the most likely explana-

tion for this is parallel conduction in c550 due to un-depleted regions of the delta plane

owing to the smaller valence band offset of 0.22 eV, which would account for the poor

confinement of holes in the channel. If ionised impurity scattering due to the mechanism

of dopant diffusion was limiting the hole mobility, as was speculated to be the case for

the lattice-matched pre-MOSFETs, this should also persist in strained pre-MOSFETs.

However, on the basis of the mobility obtained for wafer c646 it can be concluded that

the growth of both the lattice-matched and strained structures are not likely affected by

dopant diffusion. In order to enhance the transport properties, the InAs mole fraction

of the QW channel was increased to 85%, with an equivalent strain of 2.1%, and the

channel thickness was reduced to 7.5 nm in the next growth, wafer c665. The larger strain

and enhanced quantum confinement of wafer c665 as compared to c646 resulted in a 30%

and 12% improvement in the hole mobility and sheet concentration respectively. In an

effort to enhance hole accumulation in the QW, the δ-doping density was increased to

4×1012 cm−2 in the subsequent wafer that was grown, c674, with all other structural/-

growth parameters being identical to wafer c665. This resulted in a 20% improvement

in the sheet concentration of wafer c674 compared to wafer c665, while the mobility only

decreased by a margin of 1.5%.
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5.4.1.3 Strained Channel, Inverted Design

An additional CET of 1.57 nm is incurred in the previously investigated non-inverted

structures due the presence of the 5 nm In0.52Al0.48As spacer layer separating the δ-doping

plane from the QW channel. This can be avoided by moving the delta-doping plane below

the channel, which in turn would improve the gate control of the channel. Therefore the

third-generation pre-MOSFETs grown were based around strained InGaAs QW channels

employing an inverted architecture as shown in Figure 5.9. The cap layer was identical

to the non-inverted structures and was separated from the QW channel by a 25 nm thick

In0.52Al0.48As barrier layer. Since the most promising transport data for the non-inverted

structure was obtained for an InxGa1-xAs QW channel with an In mole fraction of 85%

and a thickness of 7.5 nm, a similar channel design was also adopted for the inverted

structure. A 4 nm thick In0.52Al0.48As spacer layer is interposed between the channel

and the δ-doping plane. The structural/growth parameter spacing investigated for the

inverted structures comprised the δ-doping density and the growth temperature.

In0.52Al0.48As Barrier (25nm)

S.I. InP  Substrate 

In0.53Ga0.47As Cap (4nm)

In0.52Al0.48As Bu#er (340nm)

In0.52Al0.48As Barrier (4nm)
Be δ-doping 

Be bulk-doping  @ 2.5 x 1018 cm-3 

In0.85Ga0.15As Channel (7.5nm)

Figure 5.9: Cross-section of a typical strained, inverted arsenide-based pre-MOSFET.

An overview of the structural/growth parameters examined for the strained, inverted

pre-MOSFETs together with the room temperature transport data are illustrated in Ta-

ble 5.3. The first wafer, c726, grown featured a δ-doping density of 4×1012 cm−2, resulting

in a sheet concentration of 2.3×1012 cm−2. However the mobility was substantially lower

showing a 46% reduction in comparison to wafer c674, a non-inverted equivalent of wafer

c726. The often lower mobilities resulting from inverted as opposed to non-inverted modu-

lation doped structures is a well known phenomenon. A root cause of mobility degradation

in inverted structures is dopant segregation, whereby during the growth process dopant
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Table 5.3: Summary of structural/growth conditions and room temperature Hall data

of strained, inverted arsenide-based pre-MOSFETs.

Material δ-doping Growth temperature µh ps Rsh

(cm−2) (◦C) (cm2/Vs) (cm−2) (Ω/sq)

c726 4 × 1012 450 230 2.3 × 1012 11600

c734 3 × 1012 400 318 0.97 × 1012 20300

c735 4 × 1012 400 306 1.37 × 1012 15000

atoms preferentially spread (segregate) towards the direction of growth [216, 217]. As

a result, the doping profile instead of being abrupt becomes broadened with a long tail

extending towards the surface. In non-inverted structures this poses no problem since

the channel is below the δ-doping plane. However in the case of inverted structures, the

placement of the doping below the channel results in dopants segregating into the chan-

nel during the growth. The enhanced effect of ionised impurity scattering results in the

mobility being degraded. This therefore accounts for the mobility value of 230 cm2/Vs

obtained for wafer c726.

A number of techniques such as growth interrupts [216, 217], thicker spacers [216] and

lower growth temperatures [218, 219] can be employed to alleviate dopant segregation.

The issue with the adoption of thick spacers is the reduction in carrier population in the

QW channel. Also, growth interrupts were already utilised for all structures grown in this

work. Therefore, for the next wafer, c734, the temperature was lowered from 450 ◦C from

the previous growth to 400 ◦C. Additionally in an effort to suppress the number of dopants

segregating into the channel, the doping was decreased to 3×1012 cm−2. The resultant

mobility of 318 cm2/Vs of wafer c734 was reflective of the structural/growth modifications,

showing an improvement of 38% over the mobility value of wafer c726. This indicates that

dopant segregation has been suppressed due to the reduction in temperature. On the other

hand the sheet concentration was measured to be just under 1×1012 cm−2 and is a result

of the lower doping level. To determine if a mobility value similar to that of wafer c734 can

be obtained at a higher doping level of 4×1012 cm−2 under the same growth temperature

of 400 ◦C, a final wafer, c735, was grown. From the measured transport properties it

is noted that the mobility of wafer c735 is comparable to that of wafer c734, with only

a 3% difference between the two growths. It is therefore deduced that the key factor

in suppressing dopant segregation is the growth temperature with the δ-doping density

having minimal effect. The higher doping level further resulted in more carriers populating
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the channel, with wafer c735 showing a 41% increase in sheet concentration from that of

wafer c734. To confirm the hypothesis of dopant segregation and its suppression following

a reduction in the substrate growth temperature, secondary ion mass spectroscopy (SIMS)

measurements were undertaken on wafers c726 and c735. The resulting Be depth profiles

are shown in Figure 5.10. For both wafers the Be concentration peaks at the δ-doped

position are clearly distinct and show a similar value of approximately 2×1019 cm−3.

While the Be profile shows a sharp turn on in both wafers, the turn off profile is distinctly

different between the wafers. For wafer c726 the Be peak is accompanied by a distinct

exponential tail extending towards the sample surface, indicative of dopant segregation.

The Be peak of wafer c735, however, has a sharp turn off profile. This confirms the

suppression of dopant segregation from the reduction in growth temperature.
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Figure 5.10: Experimental secondary-ion mass spectroscopy (SIMS) depth profiles of

Be in inverted arsenide-based pre-MOSFETs: (a) c726 and (b) c735 wafers.

5.4.1.4 Performance Benchmark

In Figure 5.11, room temperature hole mobility as a function of channel sheet density is

plotted for strained arsenide-based pre-MOSFETs investigated in this work. For compar-

ison, the mobility data of strained InGaAs QWs from literature [73, 187, 192, 193, 195–

199, 201, 202] are also included in the plot. It is notable that the non-inverted structures,

subject to 2.1% biaxial compressive strain, demonstrate the highest hole mobilities ever

reported for an InGaAs QW channel. The mobility data of the inverted structures also

appear to be comparable to the best reported mobilities in literature.
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Figure 5.11: Room-temperature hole mobility as a function of sheet concentration for

strained, inverted and non-inverted, InGaAs quantum wells investigated in this work.

Data from literature for strained InGaAs quantum wells are also included for comparison

[73, 187, 192, 193, 195–199, 201, 202].

5.4.2 Antimonide-Based Layer Designs

Access to MBE growth capability of antimonide-based materials only became available at

a late stage in the project. Due to time constraints, a systematic investigation of parameter

spacing, similar to that undertaken for the arsenide-based designs, was not carried out for

the antimonide-based layer design. Shown in Figure 5.12 are three antimonide-based pre-

MOSFETs grown for a quick evaluation of the channel transport properties. Common

to all three pre-MOSFETs are a 4 nm GaSb cap, a 25 nm AlSb barrier, a 1µm AlSb

buffer, a 10 nm channel and 4×1012 cm−2 δ-doping. Doping strategy and channel strain

are the only two variants between the growths. Wafers 7-133 and 7-136 are based on a

non-inverted design while an inverted design is used for wafer 7-137. A lattice-matched

QW channel is used in wafer 7-133. On the other hand, wafers 7-136 and 7-137 comprise a

In0.3Ga0.7Sb channel, resulting in the QW being under 1.21% biaxial compressive strain.

Contactless Hall measurements, using a Lehighton model 1605 measurement system,

were carried out on the grown wafers at Texas State University. The room temperature

channel transport data of the antimonide-based pre-MOSFETs is shown in Table 5.4.

Wafer 7-133 presents with a hole mobility that is 72% higher compared to the mobility
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In0.3Ga0.7Sb Channel (10nm)

GaSb Cap (4nm)

AlSb Spacer  (5nm)

AlSb Barrier (25nm)

(b) 7-136
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S.I. GaAs Substrate 

In0.3Ga0.7Sb Channel (10nm)

GaSb Cap (4nm)

(c) 7-137
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(a) 7-133
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AlSb Barrier (25nm)
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Figure 5.12: Cross-sections of antimonide-based pre-MOSFETs: (a) lattice-matched

channel, non-inverted design (7-133), (b) strained channel, non-inverted design (7-136)

and (c) strained channel, inverted design (7-137).

reported for a lattice-matched, 10 nm thick GaSb QW channel [75]. Good confinement of

holes provided by the valence band offset of 0.43 eV is reflected by the channel concen-

tration of 3×1012 cm−2 obtained in wafer 7-133. The introduction of 1.21% strain in the

channel, in wafer 7-136, results in a 49% improvement in mobility over the lattice-matched

pre-MOSFET and further comparable to the best reported mobility values realised in

GaSb and InGaSb QW channels subject to 0.5-1.25% strain [74, 177]. The channel den-

sity, however, is observed to be reduced by 48% in wafer 7-136 compared to wafer 7-133.

A similar finding of decreasing channel density with increasing strain was also noted in

[74]. The reduced charge transfer is attributed to the increase in the energy of the valence

band states in the QW with increasing strain in the channel [74]. Under an identical strain

of 1.21% the inverted growth, wafer 7-137, shows a lower mobility, reduced by 25% from

wafer 7-136. This is partly due to dopant segregation, typical of inverted structures, as

Table 5.4: Room temperature Hall data of antimonide-based pre-MOSFETs.

Material µh ps Rsh

(cm2/Vs) (cm−2) (Ω/sq)

7-133 738 3.0 × 1012 2738

7-136 1096 1.57 × 1012 3636

7-137 818 2.4 × 1012 3144
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discussed in Section 5.4.1.3. The other cause of mobility degradation is the thinner spacer

employed in wafer 7-137, which in turn enhances ionised impurity scattering of channel

carriers. On the other hand, the increased charge transfer arising from the thinner spacer,

has resulted in a 52% increase in channel density of wafer 7-137 in relation to wafer 7-136.

The transport properties can be further improved in the inverted growth by increasing

the strain in the channel.

It is instructive to compare the antimonide-based pre-MOSFET results of this work

to that reported in literature. Shown in Figure 5.13 is a plot of room temperature hole

mobility as a function of channel sheet density for strained InGaSb [76, 204, 220, 221],

InSb [77] and GaSb [74] QWs. The data points corresponding to wafers 7-133, 7-136 and

7-137 are indicated as diamonds. Using the sheet resistance contour lines as a reference,

it is observed that the results of this work are competitive to that achieved in literature,

with only strained GaSb QW channels showing better transport performance mainly from

increased channel density. The enhanced charge transfer is attributed to the confinement

from an AlAsSb barrier, which provides for larger band offsets with increasing strain, and

to the employment of double-sided doping [74].
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Figure 5.13: Room-temperature hole mobility as a function of sheet concentration for

inverted and non-inverted InGaSb quantum wells investigated in this work. Data from

literature for strained InGaSb [76, 204, 220, 221], InSb [77] and GaSb [74] quantum wells

are also included for comparison.
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5.5 Chapter summary

Channel transport, for drive current maximisation, and electrostatic gate control were

identified as two aspects of device performance that needed to be addressed in the MOS-

FET layer design, at the start of the chapter. Strain engineering was also highlighted to

be an important technological approach for enhancing the hole mobility of III-V materials.

On consideration of the various planar device architectures, the flatband-mode architec-

ture was deemed to be suitable for III-V p-channel MOSFET development in this work.

The key design parameters impacting QW channel transport were also discussed. Based

on an evaluation of the various arsenide-based and antimonide-based channel/barrier ma-

terial options available within the III-V material family, Inx≥0.53Ga1−xAs/In0.52Al0.48As

and Inx≥0.1Ga1−xSb/AlSb were found to be suitable for engineering the QW heterostruc-

ture. Following this, the design of the MOSFET layer structure based around these

material options was presented. The design parameters investigated for transport opti-

misation were the spacer thickness, the channel thickness, the channel strain, δ-doping

density and doping strategy (inverted or non-inverted). As suitable high-k oxides were

not yet available for integration, suitably designed structures, mimicking the electrostat-

ics of III-V MOSFETs, referred to as pre-MOSFETs were used in the investigation. All

layers were grown using MBE. Van der Pauw and Hall bar structures were used for room

temperature and temperature-dependent Hall characterisation, respectively.

The transport properties associated with arsenide-based pre-MOSFETs were inves-

tigated for InxGa1−xAs mole fractions, x, in the range of 53-85% (0-2.1% strain).

The lattice-matched, non-inverted structures, regardless of doping level or spacer thick-

ness, exhibited modest room temperature mobilities in the range 60-70 cm2/Vs. From

temperature-dependent Hall analysis, parallel conduction was identified as the cause of

mobility degradation. Strained pre-MOSFETs demonstrated excellent transport proper-

ties with approximately 4.5-7× hole mobility improvement over the lattice-matched coun-

terparts. Lower mobilities were obtained for the inverted compared to the non-inverted,

strained pre-MOSFETs due to enhanced ionised impurity scattering from dopant segre-

gation in the former. Non-inverted pre-MOSFETs subject to 2.1% strain demonstrated

the highest room temperature hole mobility of any InGaAs QW channel reported to date.

In the case of the antimonide-based pre-MOSFETs, apart from the doping strategy

and channel strain, all other structural/growth parameters were kept identical between the

grown wafers. The lattice-matched, non-inverted pre-MOSFET demonstrated a mobility

of 738 cm2/Vs at a channel density of 3×1012 cm−2. The induction of 1.21% strain resulted

in a 49% mobility enhancement for the non-inverted pre-MOSFET and at the same time
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decreased the channel density by the same percentage margin. This decrease in carrier

density is due to the valence band states increasing in energy from the addition of strain.

For a similar strain, the effects of dopant segregation and the use of thinner spacer resulted

in a lower mobility of 818 cm2/Vs for the inverted pre-MOSFET. However, the channel

density increased to 2.4×1012 cm−2 due to the employment of a thinner spacer which gives

rise to enhanced charge transfer.
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Process Modules

6.1 Introduction

There are two stages to realising high performance III-V MOSFETs. The first is het-

erostructure engineering for optimisation of the channel transport properties, as discussed

in the previous chapter. The second is process engineering, which is key to establishing

process flows that do not compromise device performance. This stage involves identifying

the key modules that make up a device process flow, then investigating them as isolated

entities for development and optimisation prior to integration into a complete flow.

A number of process modules were developed and examined for S/D and gate stack

engineering during the course of this work as highlighted in Figure 6.1. The motivation

for investigating these modules are summarised as

• Modules (1) and (2): As devices are scaled to smaller dimensions, the on-

resistance in the intrinsic device is reduced. This necessitates the parasitic

source/drain series resistance to be a small fraction of the on-resistance in order

to maximise the drain current [113] and the transconductance [222]. Therefore,

the contact resistance and access resistance, resistance of the gate-to-source/drain

(access) regions, need to be minimised in order to achieve high drive currents.

• Module (3): Interface defects, border traps and bulk oxide traps are known to

reduce the gate modulation efficiency as well as limit Fermi level movement during

transistor operation [21, 223]. The result is a degradation of device characteristics

both in the on and off-state, and in extreme cases, the device cannot be switched

off. Thus, interface passivation technologies need to be adopted to minimise these

traps, thereby enabling good device performance to be achieved.
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Drain

Gate

(1) Ohmic contact

(2) Gate-to-source/drain gap scaling

(3) Interface passivation

Source

Lside

high-k gate dielectric

device epi-layers

substrate

Figure 6.1: Schematic illustration of a flatband III-V MOSFET with process modules

identified.

In order to investigate these modules, a baseline device layout, and its accompanying

process flow, first need establishing. This then sets the stage for examining the modules as

isolated entities. In addition, modifications to the device layout and/or process flow can

be addressed as part of module development if the need arises. As such, the next section

deals with aspects of baseline device fabrication. The development and optimisation of

the isolated process modules are presented in subsequent sections.

6.2 Generic MOS Device Fabrication

In this section the generic processing employed for MOS device fabrication is presented.

The description features geometrical layouts as well as process flows adopted for the reali-

sation of MOSFETs and MOS capacitors, taking into consideration process compatibility

with the III-V MOS stack and pre-existing substrate features.

6.2.1 MOSFET Fabrication

In this project devices were realised on epi-layer structures based on the flatband archi-

tecture that is “normally-on” [94]. This meant that the active (conductive) portion of

the fabricated FETs needed to be electrically isolated such that current between the S/D

regions is restricted to flow only under the gate (see Figure 6.2(a)). Otherwise parasitic

conduction - current flow out with the gated region, not controlled by the gate electrode
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- will affect transistor performance detrimentally. In III-V transistor technologies, elec-

trical isolation is predominantly obtained by mesa etching or ion implantation. However

such isolation modules were not adopted for transistor fabrication in this work. Instead

a “wrap-around” gate topology [182], as illustrated in Figure 6.2(b), was employed which

obviates the need for an isolation process. In this device layout, the standard finger design

of the gate contact is modified to form a closed ring, encircling the drain contact. As a

result the gating action is present along all paths of current flow between drain and source.

Additionally, only two levels of lithography, comprising gate and S/D contact definitions,

are required to realise a complete device. The result is a rapid turnaround of devices,

which is particularly advantageous for a quick assessment of epi-layer design and ideal for

MOSFET layer optimisation.

DRAIN

GATE

SOURCE

Active region

(isolated)

(b)(a)

Figure 6.2: Schematic of (a) a FET with an electrically isolated active region and (b)

warp-around gate topology [182].

In regards to the processing for “wrap-around” gate devices, a mix-and-match litho-

graphic patterning [123] appears appealing from a cost and throughput perspective. In

this method features of critical geometries are patterned with EBL by taking advantage

of its superior resolution capability, while optical lithography is used for less critical ge-

ometries. In this work transistor gate sizes ranged from hundreds of nanometres to tens

of micrometres, while S/D contacts were of the order of 150µm. This then enables gates

and S/D contacts to be patterned by EBL and optical lithography respectively. Pattern

overlay accuracy however is limited to ∼ 1µm with optical lithography using the Suss Mi-

croTec MA6 mask aligner available in the James Watt Nanofabrication Centre (JWNC).

This was deemed unacceptable for alignment between gate and S/D contacts as the de-

vices fabricated in this work have a gate-to-source/drain separation (Lside) of ≤1µm. For

these reasons an exclusive EBL process was favoured for device fabrication.

In the fabrication process, markers are written in the same lithographic level as the

first pattern layout, to save an additional exposure step as highlighted in Section 3.2.3.4.
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Although the chosen S/D contact metals provide excellent contrast to the III-V substrates

for marker detection, the thermal processing involved in the gate-last (GL) process may

cause roughening of marker edges. This can pose problems for accurate marker detection,

thereby resulting in misalignments of pattern overlays. Hence, a gate-first (GF) process

flow was exclusively used in this work.

The GF exclusive EBL process flow for “wrap-around” gate device fabrication is shown

in Figure 6.3. Following III-V epi growth, the gate dielectric was deposited prior to any

processing for device fabrication. For the MOS devices investigated in this work, Al2O3

deposited by ALD served as the gate dielectric. The device fabrication comprised of a

combined gate/marker level followed by a S/D ohmic level. The latter consisted of a

selective wet etch of the gate dielectric in a dilute KOH-based solution [180], followed by

contact metallisation and an ohmic anneal.

Gate & marker patterning (EBL)

S/D ohmic contact patterning (EBL)

Gate metal evaporation and lift-o�

S/D metal evaporation and lift-o�

KOH wet-etch of Al2O3 in contact window

S/D ohmic anneal 

Active layers

Gate dielectric

Substrate

G

G
S D

ALD Al2O3  gate dielectric deposition

Figure 6.3: Generic process flow for gate-first (GF), lithographically-aligned (LA) MOS-

FET fabrication employing the “wrap-around” gate device layout, comprising of two

levels of EBL.

6.2.2 MOS Capacitor Fabrication

MOS capacitors can be fabricated in one of two ways, depending on the layer structure.

Typically MOS capacitors are realised on layers specifically designed for admittance stud-

ies. An example of such a structure is illustrated in Figure 6.23, and will be referred to

as C–V wafers from hereon in. From bottom-up, it consists of a substrate, epi-layers and
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the gate dielectric. The epi-layers are composed of a heavily doped contact layer and a

much thicker active layer of lower doping directly beneath the gate dielectric.

Two electrical contacts, gate and ohmic, are required for MOS capacitors in order to

characterise the electrical properties of any wafer. For doped substrates a conducting path

exists between the back substrate and the active layer. Therefore, a gate contact on top

of the dielectric and a metal contact that presents with ohmic behaviour, underneath the

doped substrate, would suffice for electrical characterisation as shown in Figure 6.4(a).

In terms of the electrode geometries, a circular disk of metal is used for the gate, while a

blanket metal layer is used for back ohmic contact. Due to the geometrical requirements

the gate metal can be defined either by lithographic patterning or through a shadow

mask. Since there is no alignment involved for gate patterning, shadow mask patterning

is favourable to lithographic patterning. This simplifies the processing resulting in fewer

processing steps, which in turn reduces fabrication time. Additionally, this avoids litho-

graphic processing that could influence the dielectric and its interface with the underlying

semiconductor.

Contact configuration on wafers with undoped substrates is slightly more complex. A

conduction path between the active layer and the backside of the wafer is non-existent

due to the substrate being semi-insulating. Hence, ohmic contacts cannot be realised on

the back face of the substrate. Rather, access to the active layer is afforded by forming

a conductive path from the top side of the wafer to the edges of the active layer. This

is similar to current conduction between the source and drain in a transistor via the

channel, which is controlled by the gate. An alternative layout known as the annular C–V

structure, as illustrated in Figure 6.4(b), was therefore adopted. In this configuration the

ohmic contact is formed as a concentric annular ring, with an extended region for probing

purposes, within which a circular gate contact resides. The annular C–V layouts were

Gate
Ohmic

Contact

Back contact

gate dielec�c

Ac�ve layers

doped Substrate

Gate contact

(a) (b)

100um

Figure 6.4: Gate and ohmic contact configuration for MOS capacitor realisation on

wafers featuring substrates that are (a) doped and (b) semi-insulating.
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lithographically patterned for reason of alignment, using the GF process flow used in

MOSFET fabrication as shown in Figure 6.3.

In addition to the I–V characteristics, it is important to determine the gate admit-

tance behaviour of transistors fabricated on device wafers. This is for two reasons, the

first to enable an assessment of the gate dielectric and the dielectric/III-V interface prop-

erties. The other is for mobility extraction (see Section 4.4.2.3). Typically, admittance

characteristics of FETs are obtained from split C–V measurements [172]. However, this

technique is precluded in the presence of parasitics, which in the case of the wrap-around

gate layout arises from the large gate probe pad capacitance [180, 182]. For this reason

MOS capacitors based on the annular C–V layout were fabricated alongside MOSFETs

on device wafers in this work. The simultaneous processing of the capacitors alongside

the transistors also helped to ensure the resulting admittance behaviour was truly repre-

sentative of the fabricated transistor.

6.3 Ohmic Contacts

6.3.1 Introduction

The realisation of ohmic contacts forms one of the most basic processes in semiconductor

device fabrication and is an integral part of any device. The device architecture on which

the planar S/D contacts should be formed has a strong bearing on the choice of ohmic

contact strategy. While the implant-free nature of the flatband architecture is highly

desirable for low thermal budget processing of III-V MOSFETs [224], this also makes

achieving low resistance S/D contacts challenging. This is of particular concern in buried

channel designs, since the undoped heterolayers above the channel - cap and barrier/spacer

layers - add additional resistive elements to contact resistance (Rc), as shown in Figure 6.5.

Rcap

Rbarrier (+spacer)

Rm/s

Rchannel

S/D
gate dielectric

Rm/s Rcap Rbarrier (+spacer)Rc = + +

Figure 6.5: Schematic of the S/D region resistor network in the buried channel flatband

architecture.
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A contact strategy that is commonly employed in heterostructure-based devices is

dopant-based metallisation. AuZn metallisation, with Zn as a dopant, is typically used

for S/D contacts in p-channel HFETs [187, 193, 197, 202]. Be and Mn also tend to feature

as p-type dopants in this metallisation scheme [225, 226]. The high diffusivity of these

dopants enables ohmic contacts to be realised on structures with channels as deep as

100 nm from the surface [227]. Based on its suitability for this work, ohmic contacts were

developed employing the AuZn contact strategy.

It is worth noting that the aim of the project did not encompass ohmic contact devel-

opment towards a technological solution, advancement or integration. Rather the work

presented in this section was undertaken to develop a contact strategy that would enable

the demonstration of III-V flatband p-MOSFETs, thereby providing a means to assess

the viability of III-Vs as a p-channel solution in CMOS. It should be recognised that more

technologically relevant ohmic solutions would be implemented in III-V CMOS. Regard-

less, some optimisation of the adopted strategy was attempted to improve Rc, in order to

mitigate its impact on device characteristics.

In this section the reaction mechanisms between AuZn metal layers and the under-

lying semiconductor as well as the technological challenges associated with the contact

formation, and mitigating options, are first described. Following this, an overview of the

processing techniques for contact realisation, the semiconductor material layers on which

the contacts are evaluated and the methodology for assessing the contact performance is

presented. The section concludes with the experimental results and discussion.

6.3.2 AuZn Ohmics - An Overview

In order to develop AuZn contacts an understanding of the role played by each con-

stituent element, as well as the chemical and metallurgical reactions with the underlying

semiconductor, leading to ohmic behaviour is vital. Barcz et al. [228] studied the re-

action between Au and GaAs and found the former to act as a catalyst that initiates

semiconductor decomposition resulting from arsenic evaporation as follows:

Au

↓

2GaAs −→ 2Ga + As ↑ .

(6.1)
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A reaction of Au and Ga then proceeds as:

mAu + nGa −→ AumGan. (6.2)

This is a self-limiting process; while on one hand the evaporation of As is promoted by the

removal of Ga that is in excess, on the other the accumulation of excessive Ga terminates

As evaporation [228]. The resulting decomposition of GaAs was reported to occur even

at room temperature. In contrast as-deposited Zn does not react with GaAs and requires

anneal temperatures of about 320◦C to initiate a reaction. In addition, pure Zn shows

ohmic behaviour on moderately p-doped GaAs when annealed at temperatures as low as

220◦C [225]. However Au on its own, without Zn, is unable to produce ohmic contacts

on similar substrates even when annealed at 500◦C [225, 228]. This is indicative of Zn, a

dopant impurity, being a pre-requisite for ohmic contacts.

AuZn contacts are typically formed from its composite alloy or as a multilayer metalli-

sation, whereby each metal layer is sequentially deposited. Similar to Zn-only contacts,

as-deposited AuZn does not react with the underlying semiconductor [229]. While it is

to be expected that AuZn composite alloys will be intermixed, such interdiffusion also

shows up in as-deposited multilayer metallisation [225, 229]; apart from accumulating at

the contact/semiconductor interface, Zn also diffuses into Au to form AuZn phases [225].

For contacts on GaAs substrates, temperatures as low as 100◦C are sufficient to cause the

following phase transformation [225]:

AuZn + Au −→ Au3Zn. (6.3)

This phase remains stable following annealing at higher temperatures, with no observable

reactions at the contact/GaAs interface. However, Zn begins to migrate to the surface of

the metal stack, in addition to the aforementioned diffusion behaviour [225]. Although

it is recognised that Zn acts as a doping agent, the mechanism by which this occurs

is ambiguous since there was no experimental evidence to support the hypothesis of a

highly doped GaAs region below the contact [228]. While the creation of Ga vacancies is

believed to be a necessary condition of Zn incorporation, significant decomposition of the

semiconductor in the formation of the AuGa phase is merely a reaction by-product and

therefore not a pre-requisite for realising ohmic contacts [228]. Besides its role as a dopant

source, the inclusion of Zn also has other benefits; the decomposition of the semiconductor

and outdiffusion of the relevant element is less pronounced and the reaction temperature

between Au and the underlying semiconductor is lowered [225].
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The reaction temperature for the onset of ohmic behaviour is not only dependent

on the inclusion of Zn in the metallisation. Other factors, primarily to do with the

semiconductor, have a significant impact as well. This is illustrated in Table 6.1 which

compares the temperature at which ohmic behaviour sets in relation to substrate doping,

Schottky barrier height (SBH) for holes and effective hole mass for GaAs, InP and GaP.

It is immediately obvious that the onset temperatures are greatly different between the

semiconductors. While the doping levels are not too dissimilar, the onset temperature for

GaP is 120◦C higher than in GaAs. This is attributed to the SBH and effective mass being

∼2× and ∼1.5× larger respectively for GaP. The importance of these two parameters is

further apparent when considering GaAs and InP. Even an order of magnitude increase

in the doping is not able to compensate for the larger barrier height and effective mass of

InP. As a result the onset temperature is still higher for InP when compared to GaAs.

Table 6.1: Onset of ohmic behaviour in GaAs, InP and GaAs in relation to substrate

doping, hole Schottky barrier height (φBp) and effective mass of holes (mh). Data for

doping, specific contact resistance (ρc) of contacts annealed at 420◦C for 180s and φBp

are adapted from [229]. mh data is from [68].

Semiconductor Doping ρc φBp mh Onset of ohmic behaviour

(cm−3) (Ωcm2) (eV) (◦C)

GaAs 2×1017 5.5×10−4 0.4 0.51mo 350

InP 5.5×1018 1.8×10−4 0.85 0.6mo 380

GaP 6×1017 9.5×10−4 0.9 0.79mo 470

Traditionally AuZn contacts are formed from vacuum evaporation of the composite

alloy and subsequent heat treatment to realise ohmic characteristics. However, there are

a number of technological problems associated with such deposition and annealing. Dur-

ing evaporation Zn preferentially evaporates before Au due to the difference in vapour

pressure between the two elements. This coupled with the Zn sticking coefficient be-

ing extremely low leads to adhesion issues as well as non-homogeneity of the resulting

metallisation [230]. Other issues with AuZn include outdiffusion/evaporation of semicon-

ductor elements, indiffusion of Au [225, 226, 228] and re-evaporation of Zn [230] during

contact annealing. Such effects are detrimental to contact morphology and Rc. A couple

of measures have been employed during contact preparation to alleviate these problems.

Sequential deposition of the individual metals comprising AuZn would compensate for the

vapour pressure difference. Nonetheless, adhesion issues would still persist with Zn being
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deposited as the first layer. This can be overcome by employing thin metal layers, for

example Au, prior to AuZn deposition to serve as nucleation layers for Zn condensation

[230].

The problems of outdiffusion, indiffusion and evaporation of materials comprising the

semiconductor and ohmic metallisation can be curbed using a number of different tech-

niques, and are discussed in relation to GaAs. The use of As overpressure during annealing

can restrain the evaporation of As. RTA as opposed to furnace annealing has been sug-

gested to mitigate these issues [231]. Annealing the contact with dielectric-capping layers,

such as SiO2, Si3N4 and Al2O3, prevents the sublimation of As and Zn [226]. Since Au

is in fact a catalyst in the self-limiting reaction leading to GaAs decomposition, thinner

metallisations would act to reduce As evaporation, Ga outdiffuison as well as excessive Au

indiffusion [226]. Another technique involves the insertion of diffusion barriers in between

the first layer of AuZn alloy and an outer Au layer of much greater thickness. Metal

such as Ni and Ti have been found to be effective as diffusion barriers in mitigating the

undesirable effects of the ohmic-semiconductor reaction [230, 232].

6.3.3 Experimental Details

AuZn contacts were developed using pre-MOSFET wafers as MOSFET material was not

available at the time of investigation. TLM structures (see Figure 4.4(a)) were fabricated

for contact performance evaluation. Device processing comprised patterning of TLM con-

tact pads, using either optical lithography or EBL, followed by an additive pattern transfer

process comprising metal deposition and lift-off (see Section 3.3.2). Prior to loading into

the thermal evaporator, the patterned wafers were treated in a dilute HCl solution (1

HCl : 4H2O, 30 s) for native oxide removal and rinsed for 30 s in de-ionised water, unless

otherwise stated. Contact metallisation was prepared by sequentially evaporating the in-

dividual metal layers from resistance-heated crucibles. The pressure during evaporation

was in the range of 1–4×10−6 mbar. Following ohmic metal lift-off, the alloying process

was performed in a strip heater with a temperature precision of ±1 ◦C under continuous

flow of forming gas (5% H2/ 95% N2).

For Rc evaluation, linear regression was performed on resistance data obtained as a

function of gap spacings. TLMs with a minimum of four gap spacings were used for data

fitting, and the measure of the goodness-of-fit between the data and the gap sizes of a

single TLM structure was determined by the correlation coefficient. The correlation value

has to be as high as possible, preferably ≥0.99. This criteria is used to determine if a TLM

dataset is valid and useable. In order to assess the homogeneity of contact performance,
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Rc was compared and averaged over a minimum of four TLM sets electrically characterised

at different positions on a sample.

6.3.4 Results and Discussion

Ohmic contacts were developed using a trilayer Au/Zn/Au metallisation. Based on the

review presented in Section 6.3.2, a 5 nm Au nucleation layer was adopted as the first metal

layer to be deposited. A series of experiments were formulated to investigate the effect

of the Au/Zn/Au metallisation thickness, incorporating a Ti layer as a diffusion barrier

within the contact metallisation and de-oxidation conditions on the resulting contact

performance.

6.3.4.1 Effect of Au(5nm)/Zn(Xnm)/Au(Ynm)

The initial investigation of Au/Zn/Au ohmics began with the experimentation of the Zn

and the upper Au layer thickness using c674 pre-MOSFET wafer illustrated in Figure 6.6.

The dependence of Rc on Au(5 nm)/Zn(X)/Au(Y) thickness and anneal time at a fixed

temperature is shown in Table 6.2. It was found that increasing the thickness of the

Zn and upper Au layer at a fixed annealing time of 60 s improved Rc by ∼28%. This

improvement is likely due to the increased Zn incorporation from the metallisation with

the thicker Zn metal layer. Moreover, the thicker Au layer could have led to increased

Ga vacancies as highlighted in Section 6.3.2, thereby enhancing Zn incorporation into the

underlying semiconductor.

In0.52Al0.48As Bu�er (340nm)

S.I. InP  Substrate 

In0.53Ga0.47As Cap (4nm)

In0.52Al0.48As Spacer (5nm)

In0.52Al0.48As Barrier (25nm)
Be δ-doping @ 4 x 1012 cm-2  

Be bulk-doping  @ 2.5 x 1018 cm-3 

In0.85Ga0.15As Channel (7.5nm)

Figure 6.6: Cross-section of arsenide-based pre-MOSFET, c674.
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As evident from Table 6.2 the metallisation thickness as opposed to anneal time has

a larger bearing on contact performance. Nonetheless, contact resistance values were

still high, with the best performing metallisation of Au(5 nm)/Zn(35 nm)/Au(125 nm)

annealed for 120 s, presenting with Rc of 13.33±0.99 Ω.mm. For this reason the observed

trend of better contact performance from increasing metallisation thickness was investi-

gated further.

Table 6.2: RC of Au/Zn/Au contacts on c674 pre-MOSFET, annealed at 400◦C.

Contact metallisation tc (sec) Rc (Ω.mm) Correlation

30 20.44 ± 0.62 0.9980 ± 7.6 ×10−4

Au(5 nm)/Zn(20 nm)/Au(70 nm)
60 21.52 ± 1.04 0.9983 ± 4.3 ×10−4

60 15.55 ± 1.54 0.9956 ± 2.4 ×10−3

Au(5 nm)/Zn(35 nm)/Au(125 nm)
120 13.33 ± 0.99 0.9976 ± 6.9 ×10−4

Figure 6.7 depicts the dependence of Rc for a fixed Au(5 nm)/Zn(40 nm)/Au(150 nm)

thickness as a function of anneal time and temperature on c674 pre-MOSFET. For the

120 s anneal, the lowest Rc of 12.992±0.43 Ω.mm was obtained at 380◦C, with lower

and higher temperatures showing slightly degraded contact performance of ∼13.5 Ω.mm.

These values are not too dissimilar from Au(5 nm)/Zn(35 nm)/Au(125 nm) metallisation

annealed for 120 s at 400◦C (see Table 6.2). For the same metallisation thickness, a longer

annealing time of 180 s resulted in degraded contact performance across the investigated

temperature range in comparison to the 120 s anneal. The poorer performance could be

attributed to an increased alloying effect between the contact metals and the semicon-

ductor layers. It is plausible that such an effect causes enhanced decomposition of the

underlying semiconductor, leading to increased As evaporation and formation of AuGa

phase, which are detrimental to contact performance. In addition the migration of Zn to

the surface of the metal contact upon annealing, as highlighted in Section 6.3.2, could have

been enhanced by the longer anneal time, thereby causing less Zn to be incorporated into

the semiconductor. As such the higher Rc values could be a consequence of the reduced

doping in the semiconductor.

A thick upper Au layer could cause an increased decomposition of the underlying

semiconductor leading to an increase in As evaporation, which acts to degrade the

performance of the contacts [226]. Therefore, it was deemed necessary to investigate

a thinner upper Au layer and its associated effect on Rc. Such a study was under-

taken on c665 pre-MOSFET (see Figure 6.8) for upper Au layer thicknesses of 100 nm
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Figure 6.7: Rc comparison of Au(5 nm)/Zn(40 nm)/Au(150 nm) contacts on c674 pre-

MOSFET, annealed at 350-400◦C for 120 s and 180 s.

and 150 nm, the results of which are reported in Figure 6.9. While the metallisation

with the 150 nm thick upper Au layer showed comparable contact performance to that

obtained on c674 pre-MOSFET under identical process conditions, the contact perfor-

mance of metallisation comprising 100 nm thick upper Au layer was severely degraded.

At 380◦C, Rc of Au(5 nm)/Zn(40 nm)/Au(150 nm) was 13.498±0.43 Ω.mm, while that of

Au(5 nm)/Zn(40 nm)/ Au(100 nm) was 22.747±0.76 Ω.mm, translating to a 70% increase

in contact resistance. This then suggests that the 100 nm thick upper Au layer is not

adequate in creating sufficient Ga vacancies for Zn incorporation.

In0.52Al0.48As Bu�er (340nm)

S.I. InP  Substrate 

In0.53Ga0.47As Cap (4nm)

In0.52Al0.48As Spacer (5nm)

In0.52Al0.48As Barrier (25nm)
Be δ-doping @ 2.85 x 1012 cm-2  

Be bulk-doping  @ 2.5 x 1018 cm-3 

In0.85Ga0.15As Channel (7.5nm)

Figure 6.8: Cross-section of arsenide-based pre-MOSFET, c665.
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Figure 6.9: Rc comparison of Au/Zn/Au contacts on c665 pre-MOSFET for various

upper Au layer thicknesses and annealing temperatures, for a fixed annealing time of

120 s.

6.3.4.2 Effect of Diffusion Barrier

In an effort to optimise the performance of the contacts developed in this work, Ti metal

was investigated as a diffusion barrier. This was motivated by the work in [232] in which

Ti was reported as an effective barrier against excessive Au diffusion to the semiconductor,

a know mechanism for contact resistance degradation. The suppression of Au migration

stems from Ti diffusing more quickly to the contact/semiconductor interface during an-

nealing. It was further suggested that Ti aids in creating Ga vacancies at the interface,

thereby facilitating Zn incorporation, which would also explain the improvement in Rc

[232].

The efficacy of Ti as a diffusion barrier was investigated via e-beam evaporation of

Ti/Au following on from the thermal evaporation of Au/Zn/Au on c674 pre-MOSFET.

The results of the contact performance with and without a diffusion barrier are illustrated

in Table 6.3. One noteworthy fact is that Rc of metallisation without the diffusion barrier

showed improvement over the previously reported value of 12.992 Ω.mm (see Figure 6.7)

even though all conditions, including the pre-MOSFET material, were identical. This

highlights the issue of run-to-run variations for the Au/Zn/Au metallisation process. A

possible explanation is the variability of the deposition rate during Zn evaporation wit-

nessed for all metallisation runs. The expected enhancement in the contact performance

was not observed with the inclusion of a diffusion barrier. Hirano et al. [232] observed
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Table 6.3: RC comparison between Au/Zn/Au and Au/Zn/Au/Ti/Au contacts on c674

pre-MOSFET, annealed at 380◦C for 120 s.

Contact metallisation Rc (Ω.mm) Correlation

Au(5 nm)/Zn(40 nm)/Au(150 nm) 10.77 ± 0.46 0.9997 ± 1.3 ×10−4

Au(5 nm)/Zn(40 nm)/Au(150 nm)/Ti(100 nm)/Au(100 nm) 11.36 ± 0.49 0.9996 ± 1.8 ×10−4

that the thickness of Ti was an important consideration towards contact performance

enhancement, and reported degraded Rc values for too thin a Ti layer and for an excess

of Ti. This was attributed to the thinner layers being inadequate in suppressing Au dif-

fusion, while the thicker layers began to suppress Zn incorporation into the underlying

semiconductor, a necessary condition for good ohmic behaviour [232]. This is suggestive

of the Ti thickness used in this study (100 nm) being non-optimal. Additionally, the break

in vacuum between Au/Zn/Au and Ti/Au depositions, as a consequence of the exchange

of wafers between the evaporators, could have contributed to the degradation of Rc.

6.3.4.3 Effect of De-Oxidation Conditions

It was important to assess the performance of Au/Zn/Au contacts on antimonides since

devices were also realised using these materials. One particular issue is native oxides

that tend to grow to several nm in thickness on antimony surfaces, as highlighted in

Section 6.5.1. Thus, the surface preparation condition for native oxide removal prior to

metal deposition, a step known as de-oxidation, could have a strong influence on the

contact performance. For this reason two different de-oxidation conditions were examined

on 7-137, an antimonide-based pre-MOSFET wafer (see Figure 6.10). The first was a

S.I. GaAs Substrate 

In0.3Ga0.7Sb Channel (10nm)

GaSb Cap (4nm)

AlSb Bu!er (1000nm)

AlSb Spacer (4nm)
Be δ-doping @ 4 x 1012 cm-2

AlSb Barrier (25nm)

Figure 6.10: Cross-section of antimonide-based pre-MOSFET, 7-137.
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30 s dip in 1HCl : 4H2O solution, a de-oxidation solution typically adopted for InGaAs

surfaces. This will be referred to as de-ox1 hereafter. A less diluted solution (1HCl : 2

H2O) and a longer dip time of 60 s comprised the second condition (dex-ox2).

The resulting contact performance, as shown in Figure 6.11, was noticeably dif-

ferent between the two de-oxidation conditions. In the case of de-ox1, although Rc

(4.808±5.35 Ω.mm) showed significant improvement over contacts realised on arsenide-

based pre-MOSFETs discussed in Section 6.3.4.1, the standard deviation (S.D.) was con-

siderably large. In addition the correlation coefficient was well below the value of 0.99

required of a reliable measurement. On the other hand, metallisations that were sub-

jected to de-ox2 showed much improved, reliable contact performances, with correlation

coefficients >0.99. The lowest contact resistance of 1.862±0.35 Ω.mm was obtained for

an anneal temperature of 340 ◦C. The drastic improvement in the contact performance

implies that de-ox2 is better suited for native oxide removal on GaSb. It is further noted

that Rc of metallisations on this material system shows at least an order of magnitude

improvement over that of InAlAs/InGaAs. Such a drastic improvement is to be expected

given that SBH is approximately 4–5× smaller for GaSb in comparison to InGaAs. The

smaller GaSb effective mass of holes is an additional advantage.
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Figure 6.11: Rc comparison of Au(5 nm)/Zn(40 nm)/Au(100 nm) contacts on 7-137

pre-MOSFET annealed at 340-400◦C for 120 s under different de-oxidation conditions.
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6.3.5 Summary

The development and optimisation of ohmic contacts was challenging due to the implant-

free nature of the device architecture. Based on its suitability, a Au/Zn/Au ohmic contact

strategy was employed for investigation on pre-MOSFETs with InGaAs and GaSb cap

layers. The investigation encompassed the effects of metallisation thickness, a diffusion

barrier and de-oxidation conditions. The best performing Rc of 10.77±0.46 Ω.mm on

InGaAs pre-MOSFET was obtained for Au(5 nm)/Zn(40 nm)/ Au(150 nm) metallisation

annealed at 380◦C for 120 s, under a de-oxidation condition of 1HCl : 4H2O, 30 s prior to

metallisation.

Contacts to GaSb pre-MOSFETs were found to be more sensitive to de-oxidation

conditions. In contrast to InGaAs, a more concentrated solution (1HCl : 2H2O) together

with a longer dip time (60 s) was found to be more effective for de-oxidising the sur-

face of GaSb. Contacts, similar to that implemented on InGaAs, performed signifi-

cantly better on GaSb pre-MOSFETs, with a low Rc of 1.862±0.35 Ω.mm realised for

Au(5 nm)/Zn(40 nm)/Au(100 nm) metallisation annealed at 340◦C for 120s. Reasons for

the difference in contact performance between the two material systems were highlighted.

Attention was also drawn to the issue of run-to-run variability of Au/Zn/Au contact

performance under identical processing conditions, which was found to have implications

on the device design methodology in the next section.

6.4 Lateral Device Footprint Scaling

6.4.1 Introduction

Parasitic series resistance associated with S/D regions, Rsd, can have a sizeable contri-

bution to the overall device resistance, resulting in performance degradation as discussed

in Section 2.5. It is therefore apparent that S/D engineering, for the alleviation of Rsd,

is an essential step towards harnessing the full potential of MOSFETs. Key to this is

an appreciation of the individual parasitic components comprised within the source and

drain regions, as identified in Figure 6.12.

The total parasitic S/D resistance of a device is given by:

Rsd = 2Rc + 2Rside

= 2Rc + 2

(
Lside

W
Rsh

)
,

(6.4)
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Figure 6.12: Cross-section of a generic MOSFET illustrating the channel resistance

(Rch) and the individual components - contact resistance (Rc) and access resistance

(Rside) of the gate-to-source/drain gaps - that make up the source and drain resistances.

where Rc is the contact resistance, access resistance (Rside) is the gate-to-source/drain

resistance (access resistance), Lside is the gate-to-source/drain separation, W is the nor-

malised width and Rsh is the sheet resistance of the material in Ω/sq. Based on Equa-

tion (6.4), series resistance can be minimised through the reduction of the contact re-

sistance, as dealt with in the preceding section, and/or access resistance. The latter

resistance has a geometrical and material dependence. Therefore, by scaling down the ge-

ometrical parameter, Lside, the access resistance contribution can be drastically reduced.

As the baseline devices fabricated in this work featured a 1µm Lside, there was scope to

downscale the gap spacing into the sub-100 nm regime.

In view of the benefit to the key device metrics of Id,sat and gm, deep submicron

Lside scaling was investigated in this work. The investigation was broken down into three

phases. In the first phase, processing techniques appropriate for the intended task were

considered, following which a method was chosen for implementation. The chosen method

underwent development in the second phase to arrive at the requisite conditions required

to achieve highly scaled gaps. The investigation was concluded with the final phase,

which was the qualification of the method on device material. These different stages of

the investigation are discussed next.

6.4.2 Design Phase

6.4.2.1 Self-Aligned vs. Lithographically-Aligned Techniques

Both self-aligned (SA) and lithographically-aligned (LA) fabrication techniques were con-

sidered for submicron gap (Lside) scaling between the gate and S/D contacts. The suit-

ability of these techniques were assessed based on their compatibility with the processing

criteria of the p-MOSFETs developed in this work: aluminium (Al), with an effective
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work function (EWF) of 3.9 eV [233], as gate contact to achieve the desired threshold

voltage for E-mode device operation; alloyed Au/Zn/Au ohmic contacts; minimal physi-

cal/chemical damage to both the gate dielectric and III-V epi-layers from deposition and

patterning processes [132, 143, 234–237].

Self-aligned Techniques

SA techniques are commonplace in Si CMOS. The gate and sidewall spacers combined

serve as a mask for implantation and silicide formation during frontend-of-the-line (FEOL)

and backend-of-the-line (BEOL) processing respectively. This leads to the inherent self-

alignment of the S/D implants and silicide, the latter referred to as salicide (SA silicide)

[48].

SA techniques, somewhat analogous to that adopted in CMOS, are also employed

in III-V technology. HEMTs in particular make use of the T-gate head as a masking

layer for S/D contact formation. The T-gate profile causes a discontinuity of the ohmic

metal, blanket deposited across the entire device, and in the process enables S/D contacts

to be defined in a SA manner as shown in Figure 6.13. While a Lside of 125 nm has

been realised via this method [238], further scaling has been hampered by the size of the

gate-head which dictates the degree of self-alignment.

Channel

Substrate

Cap/Barrier

Gate
Ohmic metal 

discontinuity

Source Drain

ohmic metal

Figure 6.13: Conventional self-aligned III-V HEMT.

Alternatively, aggressive Lside scaling to 30 nm has been reported for an “air spacer”

process [239] for which self-alignment is attained independent of the size of the gate-head.

In this method, a dielectric/ohmic bilayer is etched to define the gate foot, following which

the ohmic metal is pulled back through the process of selective isotropic plasma etching,

prior to gate metal deposition. As a result, Lside is determined by the distance of metal

pull back from the edge of the gate foot, which can be controlled through the etch process.

While this appears to be an elegant solution, non-alloyed, single metal ohmic contact is a

central requirement to the process. This ensures surface planarity and provides the edge
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definition needed for aggressive Lside scaling [239]. However, the requirement of alloyed

Au/Zn/Au ohmics for devices fabricated in this work renders this SA solution unfeasible.

A fully SA scheme that is compatible with the aforementioned p-MOSFET criteria

was previously developed at the University of Glasgow for III-V n-MOSFET fabrication

[240]. In this scheme, that combines techniques from III-V and Si processing, a Si3N4

sidewall spacer process is used to define Lside. By tuning the thickness of the conformal

layer of Si3N4 for sidewall spacer definition the spacer thickness, and therefore Lside,

can be adjusted to specification; 70 nm thick spacers have been realised from a 300 nm

Si3N4 film [240]. Low-damage subtractive patterning via plasma etching is a highlight of

the scheme and is used for both gate and spacer definition. Additionally Au/Zn/Au is

compatible with both dry and wet etching [241] for the removal of adjoining metal between

S/D contacts during SA ohmic deposition, which is a necessity to prevent device short

circuiting. The only drawback is the spacer material; based on preliminary screening,

Si3N4 as an encapsulation layer was found to degrade the transport properties of p-

MOSFETs developed in this project. As a result the device performance benefits expected

from scaling Lside would be compromised by using Si3N4 as a spacer technology. As a

suitable spacer material had not been identified at the time of the scaled Lside process

development, this scheme could not be utilised.

Lithographically-aligned Techniques

Since none of the SA schemes seemed viable for Lside scaling, techniques based on litho-

graphic alignment were next explored. Source-drain gaps of 1µm or larger have been rou-

tinely realised using EBL in an additive pattern transfer process of metal deposition and

lift-off [180, 182]. However, the realisation of two large S/D contact pads (150µm×100µm)

separated by a deep submicron gap, that is uniform along the pad width, is a challenging

prospect using EBL. Previous attempts at such a fabrication process, at the University

of Glasgow, encountered difficulties. It was found the gaps suffered from resist thinning

from proximity effect, with thickness loss worsening for decreasing gap size; the resist

was thinned by 80 nm (1.6µm gap) to as much as 200 nm (270 nm gap). Such resist loss,

especially for the smallest gaps, resulted in unreliable ohmic metal lift-off [242].

As discussed in Section 3.2.3.2, electron back scattering arising from the exposure

of adjacent patterns will significantly add to exposure of both the patterned and un-

patterned resist regions. On GaAs and InP substrates almost half of the exposure dose

of large area patterns comes from back scattered electrons [243]. Since the gap resist

is situated between two such large area patterns, it is also exposed to at least 50% of

the clearing dose [242]. This results in a decrease of the resist contrast which in turn
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causes the narrowing, or worse still the closure, of such small gaps. Correction softwares

typically applied to compensate for the proximity effect has little value in this case. This

is because the exposure dose around the gap regions is uniform and remains unchanged

even after proximity correction is applied [244]. Methods for improved resist contrast

such as cold development [127], and developer mixture comprising IPA and water as a

developer [128], were also found to have little impact on the fabrication process reported

in [242]. Ultimately, small gaps were successfully realised by defining the metal pads in

separate lithographic steps [242].

The writing of contact pads in separate lithographic levels is one of three approaches

investigated by Thoms et al. [244] in fabricating small gaps between two large area

patterns, all based on the additive pattern transfer technique of metal deposition and lift-

off. This double patterning approach using EBL completely avoids the issue of proximity

effect and therefore has the potential for ultimate gap scaling. Instead, focus is centred

around accurate alignment. The second technique makes use of a HSQ/PMMA bilayer

resist. As opposed to pad writing in double patterning, the gap itself is written in HSQ,

which is a high-resolution negative tone e-beam resist capable of sub-10 nm patterning

[122]. Prior to pattern transfer by metal deposition and lift-off, PMMA is removed in HSQ-

free regions by dry-etching. Pattern transfer however leaves the entire sample covered in

metal, apart from the written areas. Therefore, to avoid device shorting, the borders

around the ohmic pads must be isolated. In the third and final method, a trilayer stack

comprising a high contrast positive tone UVIII resist, Si3N4 dielectric and a sacrificial layer

of polydimethylglutarimide (PMGI) (UVIII/Si3N4/PMGI) was used. Following exposure

and development of UVIII for contact pads, the nitride layer and PMGI were dry-etched

for subsequent pattern transfer.

In comparing all three approaches, the double patterning method stood out as be-

ing most viable for adoption. From a processing perspective the other two approaches

appeared somewhat more involved, whereas double patterning would merely be an ex-

tension to the already established baseline process flow used in device fabrication (see

Figure 6.3). Moreover, dry-etch processing in the course of ohmic patterning is not ideal

and thus renders the other approaches unfavourable.

6.4.2.2 Design Methodology

One caveat with the aforementioned double patterning approach is the possibility of differ-

ing ohmic performance between the source and drain contacts, arising from the separate

metallisation steps. It was highlighted in Section 6.3.4.2 that the contact performance of
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the Au/Zn/Au metallisation investigated in this work varies from run-to-run. Therefore,

it was essential for S/D contact metallisations to be defined concurrently.

One way of circumventing the issue surrounding concurrent pad definition is to limit

the lithography to well within the electron back scatter range. This ensures the back

scatter contribution to resist exposure is relatively even in all regions. Therefore, for

concurrent S/D contact definition, the geometrical pad length needed to be smaller than

the back scatter range, with the width fixed at 100µm. At the maximum VB6 exposure

voltage of 100 kV, the back scatter range of the substrates used for device layers in this

work is very similar; 12.65µm for InP and 12.78µm for GaAs [243]. Within these back

scatter ranges, it is further advantageous to use as small a pad length as possible. Two

factors were taken into account in determining the smallest pad length that can be adopted

in the process, these are discussed in the following paragraphs.

In order to perform measurements a significantly larger S/D pad needed to be pat-

terned and aligned to overlap the geometrically smaller S/D contact. Hereon in, the

aforementioned smaller and larger S/D contact pads will be referred to as stripe and large

contacts respectively. In the current baseline process flow that employs concurrent pat-

terning of 150µm×100µm S/D contacts, Lside gaps ≥ 1µm are easily achieved. Therefore,

the smallest distance from the gate edge at which point an overlap can be made is 1µm.

Taking this into account, stripe contacts need to be greater than 1µm in pad length to

achieve Lside gaps in the tens of nm range.

When down scaling the stripe contact length, it is also important to ensure the ohmic

contact performance is not compromised. As highlighted in Section 4.3, the transfer length

of contacts defines the contact resistance. Transfer length represents the distance from

the contact edge over which 1/e of the total current flows from the substrate to the metal.

For efficient ohmics, the physical contact length needs to be at least twice as long as the

transfer length. The transfer length of Au/Zn/Au ohmics evaluated on InGaAs and GaSb

pre-MOSFETs were estimated to be 1.03µm and 0.47µm respectively. This restricts the

smallest stripe contact length to about 2µm, which in essence should behave similar to a

longer contact. Nonetheless, this was not a crucial consideration. The reason being, the

inclusion of the large contacts as part of the double patterned S/D ohmics ensures the

resulting ohmic performance is representative of long contacts.

Based on the preceding arguments, stripe contacts with a pad length of 2µm was

decided upon. Large contacts would then be aligned to the stripe contacts, such that

the two contacts are overlapped over a distance of 1µm. The device layout featuring the

double patterned S/D contact design is illustrated in Figure 6.14. It can be seen that the
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Figure 6.14: Plan view of modified “wrap-around” gate device layout featuring double

patterned S/D contact design (not to scale).

new layout is essentially a modification of the existing “wrap-around” gate device layout.

The process flow for fabricating scaled Lside devices utilising the modified device layout

is shown in Figure 6.15. To accommodate patterning of stripe contacts the baseline device

flow is modified to include an additional lithographic level resulting in three levels of EBL.

Stripe and large contacts are fabricated using similar processing steps of EBL, wet etch

Gate & marker patterning (EBL)

Stripe contact - S/D patterning (EBL)

Al/Au evaporation (e-beam) and lift-o�

Au/Zn/Au evaporation (thermal) and lift-o�

KOH wet-etch of Al2O3 in contact window

G

G

Active layers

Al2O3

Substrate

1um lateral overlap between stripe 

        and large contacts for S/D

G

Large contact - S/D patterning (EBL)

Au/Zn/Au evaporation (thermal) and lift-o�

KOH wet-etch of Al2O3 in contact window

Ohmic anneal in forming gas (95% N2 : 5% H2) 

2umx100um 

Figure 6.15: Scaled Lside device process flow for gate-first (GF), lithographically-aligned

(LA) MOSFET fabrication employing the “wrap-around” gate device layout and double

patterning technique for ohmics, comprising three levels of EBL.
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of gate dielectric in contact window, followed by metal deposition and lift-off. The ohmic

anneal is carried out post large contact metallisation, in order to produce S/D contacts

that are ohmic across both the stripe and large contacts.

6.4.3 Process Development

The ability to realise sub-100 nm Lside gaps requires a process of high resolution and

contrast. This is best achieved with thin resist recipes, since the significance of electron

scattering is considerably reduced, as discussed in Section 3.2.3.2. However, the minimum

resist thickness that can be adopted in the process is limited by existing topography and

ohmic metal thickness. The thickness of the resist should be chosen such that it provides

sufficient coverage over existing topography. In addition, for metal lift-off to be effective,

the resist needs to be twice as thick as the deposited metal. This however is more a rule

of thumb, and in fact, it is possible to achieve good lift-off with thinner resists as long as

the thickness of the metal is sufficiently smaller.

Based on the existing gate topography of 120 nm, a 4% 2010 (153 nm)/2.5% 2041

(38 nm) PMMA bilayer resist seemed to be a suitable choice. However, the best performing

Au/Zn/Au contacts to pre-MOSFETs had a thickness of 200 nm, this is incompatible

for lift-off. A quick screening of thinner metal recipes on MOSFET material identified

Au(5 nm)/Zn(35 nm)/Au(100 nm) to have contact performance comparable to the 200 nm

thick metallisation on pre-MOSFETs. Therefore, the aforementioned bilayer resist was

adopted for process investigation.

A sample, comprising of an InP substrate, was put through two levels of lithographic

patterning for dose testing the new process. In the first level, gate patterns of 100 nm,

300 nm and 1µm in length, with a fixed width of 100µm, were patterned and met-

allised with Al(20 nm)/Au(100 nm). Subsequent to this 2µm×100µm stripe patterns

were aligned to the gates for a range of Lside gaps designed from 20 nm up to 1µm. The

patterns were then exposed in the VB6 tool at 100 kV using a beam current of 8 nA, with

a corresponding spot size of approximately 12 nm. A dose range of 200 − 500µC.cm−1

was investigated at each gap spacing. Following exposure, the sample was developed in

2:1 mixture of IPA:MIBK for 1 min at 23 ◦C, and metallised with 140 nm thick Au/Zn/Au

using a thermal evaporator. All metal deposition steps were preceded by oxygen plasma

ashing to remove resist residues.
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Figure 6.16 illustrates the scanning electron microscopy (SEM) profiles of device pat-

terns with sub-100 nm gap designs. The smallest designs of 20 and 30 nm presented with

metal lift-off issues. Furthermore, the stripe contacts are observed to overlap the gate at

its edges, which would result in short circuits and device failure. This is a result of size

bias [245] which is an effect caused by electron scattering of the resist, inherent to EBL.

Therefore, the fabricated stripe contacts will have slightly larger dimensions compared

to their design size, resulting in smaller than intended gap spacings. For gap designs

≥ 40 nm, lift-off was successful, however overlapping edges are still noticeable for 40 nm

and 50 nm designs. In addition, there is also the problem of metal flagging at the inner

edge of stripe contacts, which has the potential to cause device short circuiting. The

aforementioned issues were not apparent at the 80 nm design and larger, which yielded

well lifted-off stripe contacts, with clearly visible gaps.

1um 1um 1um

500nm 500nm 500nm

(a) L  side, design  = 20nm  (b) L  side, design  = 30nm  (c) L  side, design  = 40nm  

(d) L  side, design  = 50nm  (e) L  side, design  = 60nm  (f ) L  side, design  = 80nm  

metal not

lifted-o�

metal not

lifted-o�
metal 

!agging

metal 

!agging

metal 

!agging

Figure 6.16: SEM profiles illustrating metal lift-off and flagging issues for sub-100 nm

gap designs in device patterns.
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It is worth noting physical gaps as small as 20 nm were realised with this process.

However, the effect of line edge roughness was significantly higher at the inner edges

of the stripe contacts at such gap dimensions. This results in a non-uniform gap along

the width of the contact, likely translating to variability in the electrical performance of

fabricated devices. It is believed the particular ohmic metallisation of Au/Zn/Au and its

associated thickness are the causes of this increased edge roughness. For this reason gap

designs ≤ 100 nm were deemed unsuitable for device implementation.

Although gaps of several sizes were investigated, the following discussion will be re-

stricted to the gap designs implemented in the final device. Apart from the 1µm gap

spacing, already in use for baseline devices, three other gap designs of 120 nm, 260 nm

and 520 nm were adopted. Table 6.4 is a summary of the effective exposure dose range at

each of the gaps, based on the dose test results.

Table 6.4: Dose ranges for 120 nm, 260 nm and 520 nm gap designs.

Gap design Effective dose range (µC/cm2)

120 nm 230-290

260 nm 280-330

520 nm 230-330

It can be seen from Table 6.4 that the dose ranges provide for a reasonable process

latitude at each gap. The resulting gaps for a specific dose within this effective range

are shown in Figures 6.17, 6.18 and 6.19, for the 120 nm, 260 nm, and 520 nm designs

respectively. From the SEM micrographs the gap sizes were measured using ImageJ [246],

an open source image processing software. As before, measured gaps were smaller than the

designed gap spacing. The size bias was consistent at 50−60 nm for all three design gaps,

across the gate lengths. Two observations are noted, first the gaps on either side of the

gate were not identical. In addition, the gap spacing on the source side (left of the gate)

was consistently higher than the drain side. These differences are due to the lithographic

process, which can be further optimised to yield more consistent gap spacings.
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200nm
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(b) Lg = 300nm
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(c) Lg = 1um
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Figure 6.17: Plan view SEM micrographs depicting actual Lside for a design of 120 nm.
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197nm
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200nm
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Figure 6.18: Plan view SEM micrographs depicting actual Lside for a design of 260 nm.
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500nm1um

(b) Lg = 300nm(a) Lg = 100nm 

470nm
464nm

470nm 462nm

500nm

(b) Lg = 1um

462nm 458nm

Figure 6.19: Plan view SEM micrographs depicting actual Lside for a design of 520 nm.

6.4.4 Process Qualification

With the processing parameters for scaled Lside device fabrication established, it was

important to qualify the complete process flow (see Figure 6.15) on MOSFET material.

For this purpose an InGaAs device sample, featuring a 6.5 nm thick Al2O3 gate dielectric,

was used.

6.4.4.1 Process Flow Issues

A cross-section of the sample, upon which the complete device flow had been applied, was

inspected under the SEM to mechanically validate the fabrication process. Based on the

SEM profile of Figure 6.20(a), there appeared to be definite erosion of the substrate mate-

rial at and around the outer edge of the stripe contact. Such erosion was found extending

along the outer edges of stripe contacts in both the source and drain regions as illustrated

in Figure 6.20(b). Furthermore, there was evidence of a break in the large contact at

the outer edge of overlap with the stripe contact, coincident with the erosion site. Since

current is forced through the large contacts during 3-terminal FET measurements, such

metal discontinuity would result in an inoperable device and therefore needed resolving.

It was apparent the problem arose between stripe and large contact patterning. In

order to identify the underlying cause, SEM profiling was done after each level of pat-

terning, with the exception of gate definition. Cross-sectional inspection following stripe

contact lithography, Al2O3 wet etch, metallisation and lift-off did not reveal any substrate

erosion, as evidenced from Figure 6.21(a). A second sample, previously defined with stripe

contact, was then subjected to the large contact lithography. Following only wet etching

of the Al2O3 and resist removal in acetone, the sample was again inspected. This re-

vealed substrate erosion (Figure 6.21(b)) identical to that observed in Figure 6.20. This
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3um1um

(a) Pro�le of source and gate regions

erosion erosion

stripe contact
Gate

large contact overlap 

metal breakage 

(b) Pro�le of source/drain and gate regions

Figure 6.20: SEM profiles depicting semiconductor material erosion along the outer

edge of stipe contact and a break in the large contact at the erosion site of devices

fabricated using the scaled Lside process flow.

meant subsequent metallisation for large contact, rather than being continuous across

the overlapping edge, would fall into the trough at the erosion site causing the previ-

ously highlighted breakage. On first thought, it seemed unlikely that the wet etching

step was responsible for the erosion given that the etchant in question is a photoresist

developer (AZ400K). If it was, such erosion should have also shown up during stripe con-

tact patterning. There was one notable difference between the two levels of lithographic

patterning, only the substrate material is exposed in the resist windows opened for stripe

contact patterning. On the other hand, the resist template for large contact patterning

exposes both the substrate and a portion of the stripe metal. This stems from the re-

quirements of a 1µm overlap between the stripe and large contacts in the process flow. It

is then possible the exposed metal could have affected the wet etching characteristics in

a manner that causes erosion. Similar findings have been reported for wet treatments of

semiconductor material with exposed metal in close proximity [247–251] and is ascribed

to electrochemical etching effects.

Electrochemical etching is a chemically driven reaction involving the flow of charge

between two electrodes, an anode and a cathode, of different surface potentials in an

electrolytic solution [249]. During the wet etching step in the process flow given in Fig-

ure 6.15, the partially exposed stripe metal contact and the substrate to be etched behave

as a cathode and anode respectively, while the dilute KOH forms the electrolytic solu-

tion. The established electrochemical circuit, and hence current will result in enhanced

etch characteristics. A detailed description of the electrochemical etch and its associated

effects/observations can be found in [250, 251].

There are a few methods in which the effect of the electrochemical etching can be
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Figure 6.21: SEM inspection of device profile at different stages of scaled Lside process

flow to identify the issue of material erosion: (a) after 2nd level EBL (stripe contact),

Al2O3 wet etch, metallisation and lift-off, and (b) after 3rd level EBL (large contact),

Al2O3 wet etch and resist removal in acetone.

suppressed [247–249]; increasing the proximity of the exposed ohmic metal to the sub-

strate needing to be etched, reducing the size of the exposed metal or avoiding noble

metals such as Au with higher electrode potential to minimise the excessive oxidation of

semiconductors. However, none of these methods are feasible. An overlap between the

stripe and large contacts as well as the AuZn-based ohmic scheme are key requirements

of the process flow. Even if the size of the overlap could be reduced, this will still not

mitigate the etch issue.
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6.4.4.2 Revised Process Flow

Since the dimensions of the stripe contact was designed taking into consideration the

transfer length of ohmic contacts on III-V epi used in this work, it was not necessary for

the large contacts to be actually ohmic in nature. The large contacts however needed to

be in place serving as a bondpad to provide a means to device measurement. In view of

this the Al2O3 wet etch following large contact lithography was removed from the flow.

Moreover, the Au/Zn/Au metallisation for large contact patterning was replaced with

Ti/Pt/Au. A final change to the process flow was to move the ohmic anneal, initially

carried out after large contact metallisation, to after stripe contact metallisation. The

process flow incorporating these changes is illustrated in Figure 6.22. This revised flow

was adopted for scaled Lside device fabrication and the results of this will be discussed in

Chapter 7.

Gate & marker patterning (EBL)

Stripe contact - S/D patterning (EBL)

Al/Au evaporation (e-beam) and lift-o�

Au/Zn/Au evaporation (thermal) and lift-o�

KOH wet-etch of Al2O3 in contact window

G

G

Active layers

Al2O3

Substrate

G

Large contact - S/D patterning (EBL)

Ti/Pt/Au evaporation (e-beam) and lift-o�

KOH wet-etch of Al2O3 in contact window

Ohmic anneal in forming gas (95% N2 : 5% H2) 

2umx100um 

Ohmic anneal in forming gas (95% N2 : 5% H2) 

1um lateral overlap between stripe 

        and large contacts for S/D

Figure 6.22: Modified process flow for scaled Lside device fabrication. Changes from

the previous flow are marked in red.

6.4.5 Summary

Large Rside between the S/D contacts and the gate can significantly limit the performance

of MOSFETs. One component of Rside arises from the gate-to-source/drain gap, Lside.
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Scaling this gap into the deep submicron region would yield increased Id,sat, reduced Rsd

and may promote non-equilibrium high-field transport at short Lg.

Both SA and LA techniques were considered for Lside gap scaling. A LA technique

based on the double ohmic patterning approach was chosen for investigation, since it was

found to be process-compatible with the III-V p-MOSFETs of this work. The resulting

device layout, and process flow for implementing this approach, was presented. The

process was developed through dose tests and SEM inspection. A highlight of the new

fabrication process is the realisation of gaps as small as 20 nm.

A mechanical validation of the complete flow was carried out on a relevant substrate

material. From SEM interrogation, a critical issue - electrochemical etch effect - with the

process flow was identified. This was remedied by revising the process flow, requiring only

minimal changes and no additional process development.

Based on the potential for significant performance enhancement in devices, the process

was employed on a InGaAs-channel device wafer. The results of this will be presented in

the next chapter.

6.5 High-k/GaSb Interface Engineering

6.5.1 Introduction

Gate stack modules comprising high-k gate dielectrics integrated on InGaAs and GaSb

were required for device realisation in this work. As high-k/InGaAs gate stack mod-

ules, available within the Nonclassical CMOS Research Centre, were mature, no further

development was needed. Focus, therefore, was placed on high-k integration on GaSb.

The higher hole mobilities arising from strained, antimony-based channels offer a

means to realising a high performance, low power p-MOS solution. However, achieving

a low-defect, high-quality dielectric/semiconductor interface remains the most notable

impediment to implementing a III-V logic solution. This is of even greater concern to

antimonides given their higher inherent susceptibility to ambient air exposure [208]. As

a result antimony surfaces are terminated with native oxides that are neither stable,

self-limiting nor abrupt [209, 252]. The increase in root-mean-square (RMS) roughness of

GaSb substrates from 0.73 nm to 4.01 nm following air exposure for a week, as reported by

Nainani et al. [209], testifies to such native oxide growth. The resulting defect-dominated

interface impairs EF movement, which in turn limits the MOSFET’s ability to effectively
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modulate the channel charge [253]. Therefore, the advantage of incorporating an anti-

mony channel would only go so far in improving device performance, if the quality of the

high-k/antimony gate stack is sub-optimal. In this work, antimony-based p-MOSFETs

are realised on device epi terminated with GaSb. This then motivates an investigation of

a suitable passivation scheme to engineer a high-quality, low-defect high-k/GaSb interface

to realise the envisaged performance benefits of antimonide-based p-MOSFETs.

A variety of surface passivation approaches, prior to gate dielectric deposition using a

number of techniques including ALD, MBE and electron beam evaporation (EBE), have

been explored as means to removing the native oxide on GaSb(100). These approaches

comprise wet chemical etchants, hydrogen plasma cleaning, interface passivation layers

(IPL) and high-temperature thermal desorption (see Table 6.5). Of the wet chemical

approaches, treatments based on HCl have been found to be effective in minimising surface

oxides, resulting in high-k/GaSb interfaces with improved electrical properties [85, 93, 209,

254]. On the other hand, ammonium sulphide ((NH4)2S), a wet treatment that has shown

to engineer a high-quality high-k/InGaAs [26, 37, 255, 256] resulting in midgap Dit as low

as 5×1011 cm−2eV−1 [256], has received little attention on GaSb. One study [257] reported

the removal of Sb oxides after 2% sulphide treatment. The XPS analysis also revealed

the Ga oxide content to be lower for (NH4)2S compared to NH4OH or HCl treatments.

This in conjunction with the absence of Sb oxides resulted in a larger capacitance swing

in the C–V response of the sulphide treated sample. The removal of Sb oxides and the

retention of Ga oxides were also noted for 22% sulphide treatments [258]. The effects

of the treatment however were not electrically evaluated in the study. Other electrical

examinations have been limited to combined treatments of (NH4)2S and HCl [259–263].

The fact remains that presently a systematic investigation of the impact of (NH4)2S

on the high-k/GaSb interface for sulphide concentrations in the range 1-22%, similar to

that reported for InGaAs [26], is lacking. Therefore, the effectiveness of (NH4)2S as a

standalone surface treatment for Al2O3/p-GaSb MOS system is investigated in this work.

Frequency dependent C–V measurements are used to assess the effects of the treatment

for varying sulphide concentrations.

There are two significant differences between III-As and III-Sb surfaces exposed to

(NH4)2S treatments. Interactions of sulphur with III-As results in the formation of a

monolayer (ML) thick sulphide layer [264]. In addition, such treatments performed at RT

hardly etch the III-As surfaces [26]. It can then be said that sulphur is chemically active

but physically inert on III-As semiconductors. In contrast III-Sb surfaces exposed to

similar treatments present with thicker sulphide layers and undergo considerable etching.
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Table 6.5: Summary of interface passivation techniques and resulting interface trap densities (Dit) reported in literature for high-

k/GaSb (100) MOS capacitors. Acronyms used: atomic layer deposition (ALD), electron beam evaporation (EBE), molecular beam

epitaxy (MBE), plasma-enhanced ALD (PEALD); de-ionised water (DIW), forming gas (FG), interface passivation layer (IPL), non-

intentionally doped (NID), post deposition anneal (PDA), post metallisation anneal (PMA), ultra-high vacuum (UHV); bandgap (BG),

conduction band (CB), midgap (MG), valence band (VB).

Doping High-k/deposition Passivation Dit analysis Dit (cm−2 eV−1) Refs.

method technique method

n-type Al2O3 ALD (300◦C) HCl Conductance 4.5× 1013 (VB edge), ∼3.8× 1013 (MG & upper BG) [265]

HCl, FG PMA 2.5× 1013 (VB edge), 2.9× 1013 (CB edge), 2.1× 1013 (MG)

n/p-type Al2O3 ALD (300◦C) HCl Modelling/ 1.8× 1013 (VB edge), 0.9−1× 1013 (MG & upper BG) [259, 260]

HCl, (NH4)2S Conductance 1.6× 1013 (VB edge), 1.3× 1013 (MG), 5× 1012 (CB edge)

Al2O3 PEALD (200◦C) HCl 1.5× 1012 (VB edge), 5.5× 1012 (∼MG), 9× 1012 (upper BG)

HCl, (NH4)2S 2× 1012 (VB edge), 9× 1012 (∼MG), 1−1.2× 1013 (CB edge)

p-type HfO2 ALD (250◦C) in-situ H2 plasma, Terman ≥1.3× 1014 (close to VB) [40]

in-situ FG PDA

HCl, in-situ H2 plasma, 1.8× 1014 (VB edge), 0.5−3× 1014 (lower BG)

in-situ FG PDA

n-type Al2O3/HfO2 EBE (25◦C) α−Si IPL, FG PDA Conductance/ 0.35−1.5× 1013 (upper BG) [91]

High-low/Terman

p-type HfAlO ALD (200◦C) Hf-1st Conductance 4.1×1012 (VB edge), 3.8-4.5×1012 (lower BG) [266]

Al-1st 4×1012 (VB edge), 4-6×1012 (lower BG)

Hf-1st, N2 PDA 1×1013 (VB edge), 1-1.8×1013 (lower BG)

Al-1st, N2 PDA 8×1012 (VB edge), 0.8-1.2×1013 (lower BG)
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continued....

Doping High-k/deposition Passivation Dit analysis Dit (cm−2 eV−1) Refs.

method technique method

n-type Al2O3 ALD (300◦C) HCl High-low 0.7−2× 1013 (lower BG), 7× 1012 (MG), 0.65−1.5×
1013 (upper BG), 1.5× 1013 (CB edge)

[267]

2 nm n-InAs surface layer, High-low 0.2−1.7×1013 (lower BG), 2.1×1012 (MG), 1.1−2.1×
1012 (upper BG), 1.35× 1012 (CB edge)HCl

2 nm n-InAs surface layer, Conductance/ 0.6−0.7 × 1012 (lower BG), 0.4−0.8 × 1012 (MG),
0.06−2× 1013 (upper BG)HCl, (NH4)2S, FG PDA High-low/Terman

HfO2/Al2O3 ALD (300◦C) 2 nm n-InAs surface layer, Conductance/ 0.15−1.4 × 1012 (lower BG), 0.95−1.4 × 1012 (MG),
0.095−2× 1013 (upper BG)HCl, (NH4)2S, FG PDA High-low/Terman

n/p-type Al2O3 ALD (300◦C) HCl, FG PDA Conductance 0.1−1×1012 (lower BG), 3×1011 (MG), 0.3−15×1012

(upper BG)

[85, 93]

n-type HfO2/Al2O3 ALD (200◦C) HCl, unneutralised (NH4)2S Conductance 2× 1012 (MG), 2−3× 1012 (upper BG closer to MG) [261]

HCl, neutralised (NH4)2S 1.95−2.8× 1012 (upper BG closer to MG)

p-type Al2O3 PEALD (150◦C) FG PDA Terman ≥1.85× 1014 (close to VB) [268]

HCl, FG PDA ≥0.85× 1014 (close to VB)

in-situ H2 plasma, TMA

pre-pulsing, FG PDA:

1. H2 - 50 W, 10 min, 250◦C 1.5× 1013 (MG), 0.9−1.5× 1013 (lower BG)

2. H2 - 50 W, 30 min, 150◦C 3× 1012 (MG), 2.5−9× 1012 (lower BG)

3: H2 - 100 W, 10 min, 150◦C ∼ 0.5× 1012 (MG), 0.5−5.5× 1012 (lower BG)

p-type Al2O3 ALD (300◦C) HF, UHV anneal Conductance 5×1012 (MG) [209]

NH4OH, UHV anneal · · ·
HCl, UHV anneal 3×1011 (MG)
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continued....

Doping High-k/deposition Passivation Dit analysis Dit (cm−2 eV−1) Refs.

method technique method

p-type HfO2 PEALD (150◦C) FG PDA Conductance ≥5× 1014 (lower BG close to MG) [269]

ex-situ H2 plasma, TMA ∼1× 1013 (lower BG close to MG)

pre-pulsing, FG PDA

HfO2/Al2O3 PEALD (150◦C) ex-situ H2 plasma, TMA ∼1× 1013 (lower BG close to MG)

pre-pulsing, FG PDA

p-type Al2O3 PEALD (150◦C) in-situ H2 plasma, TMA High-low ≤1× 1013 (MG) [253]

pre-pulsing, FG PDA

p-type Al2O3 MBE (50◦C) As decap in UHV, Conductance/ 2× 1012 (MG), 1.5−4.3× 1012 (lower BG) [270]

FG PDA, FG PMA Terman

n/p-type Al2O3 ALD (320◦C)/ RT-Y2O3 MBE As decap in UHV, FG PDA Conductance/ ∼1× 1012 (lower BG), 2−8× 1013 (upper BG) [87, 271]

Al2O3 ALD (320◦C)/ HT-Y2O3 MBE Gray-Brown 1.8−3.5× 1012 (upper BG)

n-type Al2O3 ALD (300◦C) PDA Conductance ≥1× 1014 (∼MG) [272]

HCl, PDA ∼1× 1013 (∼MG)

HCl, UHV anneal, PDA ∼1× 1012 (∼MG)

p-type Al2O3 ALD (150◦C) cyclic HCl Terman ≥4× 1013 (close to VB), 5.5× 1013 (VB edge) [90, 273, 274]

Al2O3 ALD (200◦C) ≥5× 1013 (close to VB), 7× 1013 (VB edge)

Al2O3 ALD (250◦C) ≥5× 1013 (close to VB), 8× 1013 (VB edge)

Al2O3 ALD (300◦C) ≥7× 1013 (close to VB), 8× 1013 (VB edge)

NID HfO2/Al2O3 ALD (200◦C) HCl Modelling ∼2× 1013 (VB edge) [275]

HfO2/Al2O3 ALD (110◦C) ≥6× 1012 (lower BG), ∼7× 1012 (VB edge)
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continued....

Doping High-k/deposition Passivation Dit analysis Dit (cm−2 eV−1) Refs.

method technique method

n/p-type Al2O3 ALD (270◦C) HCl, UHV anneal, TMA pre- · · · 6−7× 1011 (lower BG), 2.5−4× 1012 (upper BG) [276]

pulsing, FG PMA

HCl, UHV anneal, TMA+ ∼5× 1011 (lower BG), 2−3× 1012 (upper BG)

H2O pre-pulsing, FG PMA

n-type HfO2 ALD (200◦C) HCl, unneutralised (NH4)2S Modelling 1.5−2.4× 1013 (upper BG closer to MG) [262]

HCl, neutralised (NH4)2S 1.2−2.2× 1013 (upper BG closer to MG)

n/p-type Al2O3 ALD (300◦C) † HCl, NH4OH, Conductance/ 2×1012 (VB edge), 2×1013 (CB edge), 2.5-4×1013 (upper BG) [84]

Al2O3 ALD (300◦C) ‡ N2 PDA High-low 2×1012 (VB edge), 2-3×1013 (upper BG)

Al2O3 ALD (200◦C) ‡ 2×1012 (VB edge), 1.5-2×1013 (upper BG)

p-type Al2O3 ALD (300◦C) HCl, (NH4)2S, TMA pre-pulsing Modelling 0.2−2× 1013 (upper BG), 2× 1013 (CB edge) [263]

NID Al2O3 ALD (190◦C) no treatment Fitting 3.3−4.1× 1013 [254]

HCl (no DIW rinse) <1× 1012

HCl (DIW rinse) 6.3−8.1× 1013

n/p-type Al2O3 EBE (25◦C) FG PDA Terman 2× 1013 (VB edge), 0.1−2× 1013 (lower BG), [277]

α−Si IPL, FG PDA ∼0.4× 1013 (MG)

Al2O3/HfO2 EBE (25◦C) α−Si IPL, FG PDA 3.5−8× 1012 (upper BG), 8× 1012 (CB edge)

†
Dopant activation at 650 ◦C rapid thermal anneal (RTA)
‡
Dopant activation at 600 ◦C RTA
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InSb exposed to (NH4)2S for 60 min at RT results in a sulphide layer that is 6-7 ML

thick [264]. Sulphide layers formed on GaSb are much thicker by nature [278]. Moreover,

etch rates of sulphur-based treatments on GaSb are considerably higher [279]. This then

motivates a study of the surface topography for determining the roughness and etch

characteristics resulting from sulphide treatments.

In the following discussion, details of the grown epi-layer as well as the (NH4)2S

passivation conditions used in the investigations are highlighted. The section concludes

with the analysis and discussion of the experimental results.

6.5.2 Experimental Details

The p-doped GaSb wafer used in this study, as depicted in Figure 6.23, was grown at

Texas State University. It employed a heavily doped (Zn: 0.8–1.4×1019 cm−3) GaAs(100)

substrate on which a 1µm AlSb buffer (Be: 5×1018 cm−3) was grown. The stack was

completed with 150 nm GaSb (Be: 5×1018 cm−3) and 500 nm GaSb (Be: 4×1017 cm−3)

layers.

500 nm GaSb  (Be ~ 4 x 1017 cm-3) 

150 nm GaSb  (Be ~ 5 x 1018 cm-3) 

1um AlSb  (Be ~ 5 x 1018 cm-3) Bu�er

p+ GaAs  Substrate 

Figure 6.23: Cross-section of p-doped GaSb/AlSb/GaAs C–V wafer stack, 7-144.

Surface treatment and subsequent gate dielectric deposition were performed at the

Tyndall National Institute. The GaSb surfaces were degreased sequentially in acetone,

methanol and IPA at RT for 1 min each, and dried with flowing N2 prior to the treatment.

The ex-situ treatment conditions comprised (NH4)2S diluted to differing concentrations

in de-ionised water (DIW). Two aspects of the treatment were addressed during the

study; the effectiveness of sulphide as an interface passivant and its impact on the surface

topography of GaSb.

Apart from the concentration of the sulphide solution, a number of other process

parameters can also have a strong bearing on both aspects of the treatment highlighted

earlier. These include any pre-treatments undertaken prior to the sulphide treatment, the

temperature of the sulphide solution, and sample immersion time (passivation time) in
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the solution [26]. In this work (NH4)2S was adopted as a standalone treatment performed

at RT (∼295 K) with no prior surface pre-treatments, apart from a degrease step. The

immersion time was kept fixed for the different sulphide concentrations in the electrical

passivation part of the study. In contrast, several immersion times were investigated in

conjunction with varying sulphide concentrations during the surface topography study.

The efficacy of (NH4)2S as a passivant was assessed on GaSb epi-layers subjected

to different surface treatments prior to gate dielectric deposition. This was investigated

for four different chemical treatments as summarised in Table 6.6. The first sample

analysed was not subjected to any treatment (native surface), and served as a control in

the experimental study. Samples (b)-(e) were treated with 1%, 5%, 10% and 22% aqueous

(NH4)2S solutions respectively, for which immersion time in the solution was kept constant

at 10 min. The samples were then loaded into the ALD system with a lag time of ∼4 min

between removal from the aqueous solution and the loading; minimum air exposure of

samples ensures ambient contamination as well as native oxide re-growth are minimised

[26]. A 8 nm-thick (nominal) Al2O3 film was deposited by ALD using alternating pulses

of TMA and H2O at 300 ◦C, in a TMA-first sequence.

Table 6.6: Summary of surface treatments performed on p-GaSb samples (7-144), prior

to gate dielectric deposition for MOS capacitor realisation and characterisation.

Sample Description

(a) No surface treatment

(b) 1% (NH4)2S @ 10min

(c) 5% (NH4)2S @ 10min

(d) 10% (NH4)2S @ 10min

(e) 22% (NH4)2S @ 10min

The structural integrity, physical gate dielectric thickness (tox) and the presence of

any interfacial layer (IL) between Al2O3 and GaSb were determined via cross-sectional

TEM at Tyndall National Institute for select samples. Sample cross-sections for TEM

were prepared using focused ion-beam (FIB) thinning procedures in a FEI Quanta 3Di

workstation and analysed at 200 kV in a JEOL2100 system. MOS capacitor fabrication,

and subsequent electrical characterisation, were undertaken at the University of Glasgow.

Ni(60 nm) and Au(80 nm) were sequentially deposited via e-beam evaporation through

a shadowmask for the gate electrode. For a reliable comparative study across all sam-

ples, circular capacitors of 100µm in diameter were used for electrical characterisation
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performed under a light-tight and electrically-shielded condition.

GaSb surface topography following sulphidation was systematically investigated for

a variety of treatments. While the concentrations of the sulphide solution were kept

identical to the aforementioned passivation study, sample immersion times of 1, 5 and

10 min were investigated at each concentration, resulting in a total of twelve different

treatments. Atomic force microscopy (AFM) was used to analyse the resulting surface

topography in terms of RMS roughness and thickness of GaSb etched, since (NH4)2S is

known to have a much stronger etching effect on GaSb as opposed to InGaAs. In order to

accommodate the latter analysis, samples were patterned using EBL to open windows in

PMMA resist prior to the chemical treatments. Following resist removal in acetone, the

thickness of the etched layer was elucidated via step height measurements at the boundary

between the treated and untreated areas. Knowledge of the etch is particularly important

since this needs to be taken into account during the growth of InGaSb-channel device

layers which are terminated with a GaSb cap layer.

6.5.3 Results and Discussion

6.5.3.1 Interface Passivation Study

Room temperature multi-frequency (1 kHz to 1 MHz) C–V characteristics of samples with-

out any treatment (control) along with 1%, 5%, 10% and 22% (NH4)2S treatments, for an

immersion time of 10 min, are illustrated in Figure 6.24(a)-(e) respectively. All the sam-

ples exhibit modulation of the capacitance with applied Vg, with the level of capacitance

modulation being dependent on the concentration of the sulphide treatment prior to the

ALD process for Al2O3 growth. The C–V response is clearly improved for the treatment

comprising 1% (NH4)2S, which indicates a reduced Dit. However a further increase in

the sulphide concentration results in the degradation of the C–V response. In the case of

the 22% treated sample a significant reduction in the capacitance modulation with gate

bias is noted. This is indicative of FLP at the Al2O3/GaSb interface, which suggests the

movement of the Fermi level in the semiconductor is severely hampered by the presence

of a large number of trap states.

Capacitance Swing

One measure of the charge modulation capability, and hence Fermi level movement, of

the MOS capacitor is a comparison between the measured and ideal capacitance swing

with gate bias. This is quantified through the capacitance modulation efficiency (CME)
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Figure 6.24: Multi-frequency (1 kHz to 1 MHz) C–V characteristics (∼ 295 K) of

(a) control (untreated) and (b) 1%, (c) 5%, (d) 10% and (e) 22% (NH4)2S treated

Au/Ni/Al2O3/p-GaSb MOS capacitors. The theoretical low frequency C–V character-

istic calculated from one dimensional self-consistent Poisson-Schrödinger simulation is

illustrated in (f) along with a marking representing the oxide capacitance.
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given as:

CME =

(
Cmax−Cmin

Cmax

)
meas(

Cmax−Cmin
Cmax

)
ideal

× 100 % , (6.5)

where Cmax represents the maximum capacitance in the accumulation region and mini-

mum capacitance (Cmin) is obtained between the regions of depletion and inversion. These

capacitances are determined from C–V data measured at high frequencies. As will be ex-

plained later, the minority carrier response deteriorates at high frequencies, which in turn

causes the capacitance in inversion to reach its minimum value. This therefore enables

the maximum capacitance swing to be attained within the measured gate bias range span-

ning from accumulation to inversion. It should be noted that the terms “accumulation”,

“depletion” and “inversion” are used here purely for simplicity of expression to represent

the nominal regions of the C–V response. The determination of genuine surface accumu-

lation and inversion requires further analysis and will be discussed later in this section.

The normalised capacitance swings of all samples, at a measurement frequency of 1 MHz,

is shown in Figure 6.25. Also, demarcated is the normalised ideal capacitance swing. A

one-dimensional self-consistent Poisson-Schrödinger (1D-PS) C–V simulation [280] is used

in determining Cmax and Cmin for the ideal swing. In the simulation a dielectric constant

of 8 [26] and the physical tox (based on TEM) are used for Al2O3.

The resulting CME of all samples is illustrated in Table 6.7. It should be pointed out

that a CME of 100% relates to ideal charge modulation, which allows the Fermi level to
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Figure 6.25: Normalised capacitance swings of control (untreated) and 1%, 5%, 10%

and 22% (NH4)2S treated Al2O3/p-GaSb MOS capacitors, determined from the 1 MHz

C–V characteristic. Normalised ideal capacitance swing, based on 1D-PS C–V simula-

tion, is marked as Cmin and Cmax.
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be completely swept from the conduction band through to the valence band. Based on

this, the capacitance swing with gate bias appears fairly limited for all samples, with the

highest CME of 40.6% obtained for the 1% treated samples. This is indicative of a large

number of surface traps obstructing the free movement of the Fermi level in the bandgap

(Eg). The 1% treated sample shows a factor of two improvement in CME from the

control sample, highlighting the effectiveness of the treatment in reducing Dit. However,

the improved interface quality resulting from the sulphide treatment diminishes at higher

concentrations as the charge modulation efficiency reduces. The rather small CME of

9.3% is further proof of FLP in the 22% treated sample.

Table 6.7: Summary of charge modulation efficiency (%), determined from the 1 MHz

C–V response, of Al2O3/GaSb samples for different surface treatments.

Treatment CME (%)

untreated 17.3

1% (NH4)2S 40.6

5% (NH4)2S 31.7

10% (NH4)2S 18.0

22% (NH4)2S 9.3

Inversion Response

As discussed in Section 2.3.3, the C–V characteristic in inversion is dependent upon the

measurement frequency of the applied AC signal and τmin of the semiconductor. So long

as the period of the AC signal is much longer than τmin (1/ω � τmin), minority carriers

will completely follow the applied signal. If this condition is satisfied, the capacitance in

strong inversion saturates at a maximum value that approaches Cox. Such an admittance

response is referred to as LF behaviour. As the period of the AC signal reduces with

increasing measurement frequency, the ability of the minority carriers to respond to the

signal deteriorates. As a result, the carriers only partially follow the signal at these inter-

mediate frequencies, resulting in a frequency-dependent Cinv. When the minority carriers

are no longer able to follow the signal (1/ω < tmin), Cinv saturates at a minimum value

given by the series combination of Cox and Cd (see Equation (2.34)). This characteristic

represents the HF behaviour.

On inspecting the C–V responses in Figure 6.24, a notable feature is immediately

observed in the inversion region. The control sample along with the 1%, 5% and 10%

treated samples do not exhibit a HF behaviour, even at a measurement frequency of
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1 MHz. The responses were more characteristic of LF and intermediate frequency be-

haviour, typical of minority carrier response, in the range of measured frequencies. Simi-

lar C–V responses are typically observed in high-k/III-V MOS capacitors featuring either

InAs or InSb [281, 282]. The minority carrier response times of these III-Vs tend to be

extremely short. For instance InSb has a τmin of 39 ns at RT [282]. This stems from the

small bandgap (0.17 eV) [68], short τL (50 ns) and high ni (2×1016 cm−3) [282] of InSb.

Analogous admittance response have also been reported for high-k/p-GaSb capacitors in

literature for a variety of passivation schemes [84, 85, 93, 209, 259, 260, 266, 267]. This

appears to suggest that the minority carrier response time of GaSb is possibly shorter

than 1µs.

Although GaSb has a short τL of 100 ns [283], it has an Eg of ∼0.726 eV and more

importantly, an intrinsic carrier density that is four orders of magnitude smaller than in

InSb (ni = 1.405×1012 cm−3) [284]. This suggests that GaSb has a response time that

is in fact much longer than 1µs, and therefore should present with a HF response in the

measured frequency range. In evidence to this, typical inversion characteristics presenting

with LF, intermediate frequency and HF responses have been demonstrated on p-GaSb

MOS capacitors [209, 253, 270]. It is therefore noted that the 1 MHz curve presents with

a false inversion response arising from the high density of interface traps in the upper half

of Eg.

Dispersion in Accumulation, Vfb Shift and Stretch-out

A number of metrics are of importance in assessing the quality of the high-k/III-V in-

terface, as discussed in Section 4.4.1.2. These include stretch-out, flatband voltage (Vfb)

shift with frequency in the depletion region and dispersion of capacitance with frequency

in the accumulation region. These metrics, evaluated for all samples based on the C–V

characteristics given in Figure 6.24, are presented in Table 6.8. It can be seen that the

stretch-out of the C–V response for the 1% treated capacitor is considerably improved,

by a factor of three, in comparison to the control sample. The sharper transition from

depletion to accumulation is indicative of the improved interface quality resulting from the

1% treatment. However, with increasing (NH4)2S concentration, the stretch-out begins

to deteriorate. While the 5% treatment presents with a small reduction compared with

the 1% treatment, the stretch-out of the 10% treatment approaches that of the control

sample. The worst stretch-out characteristic is observed in the C–V response of the 22%

treated capacitor.

As with stretch-out, the 1% treated sample presented with the smallest Vfb shift of

172 mV. In comparison to the control sample, a factor of two improvement in Vfb shift
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Table 6.8: Comparison of stretch-out, flatband voltage shift and frequency dispersion

in accumulation between Au/Ni/Al2O3/p-GaSb MOS capacitors without any treatment

(control) and with 1%, 5%, 10% and 22% (NH4)2S treatments.

Stretch-out Flatband voltage shift Frequency dispersion in accumulation

(× 10−7 F/cm2.V) (mV) (%/dec)

Control -0.81 402.18 Accumulation response not observed

1% (NH4)2S -2.28 171.84 1.12

5% (NH4)2S -1.85 230.01 1.10

10% (NH4)2S -0.83 314.60 1.01

22% (NH4)2S -0.13 1239.38 Accumulation response not observed

is obtained for the 1% treatment, indicating a reduction of interface trap states from

the valence band to midgap. An increase in Vfb shift is observed with increasing sulphide

concentration. Nonetheless, the values of 230 mV and 315 mV, for the 5% and 10% treated

samples respectively, were still better than the control sample. On the other hand, a

significant Vfb shift of 1240 mV is noted for the 22% treatment.

While the metrics of stretch-out and Vfb shift were found to degrade with increasing

sulphide concentration, no discernible difference was noted for frequency dispersion in

accumulation between the samples. However a closer inspection of the C–V characteristics

reveals no apparent accumulation response for the control and 22% treated samples. This

is understood from the C–V response at Vg = −2 V not presenting with saturation-like

capacitance behaviour, one signature of an accumulation response. The fact that this

signature is observed for the 1%, 5% and 10% treatments attests to the positive impact

of the sulphide treatment at these concentrations. Series resistance due to contacts,

substrates and cabling is a common cause of frequency dispersion in accumulation [16].

However, this was unlikely to be the reason since dispersion apart from appearing at the

higher frequencies also persisted at lower frequencies where series resistance has no impact

[103]. Instead, such frequency dispersion arises from carriers tunnelling into defects/traps

with long time constants, which are spatially located in Al2O3 dielectric near to the

interface, known as border traps [102, 103]. The small dispersion values (see Table 6.8)

is one indicator of reduced interface trap density towards the valence band [209].

Cmax Inconsistency

One apparent difference concerns Cmax in the accumulation region between the chemically

treated capacitors. While Cmax values appear to be similar between the 1% and 5%

treated samples at Vg=− 2 V, the capacitance of the 10% treated sample is 13% lower in
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comparison. The 22% treated sample shows a drastic reduction in Cmax by approximately

50%. In order to elucidate these differences, physical characterisation in the form of TEM

was performed on selected Al2O3/GaSb samples. Figure 6.26 depicts the cross-sectional

TEM micrographs of the Al2O3/p-GaSb structures treated with 1% and 22% sulphide

solutions. A number of comparisons and conclusions can be derived from the micrographs

with respect to the gate dielectric thickness as well as IL between Al2O3 and GaSb.

An amorphous Al2O3 film with a thickness of 8±0.2 nm, close to the nominal thickness,

is observed for the 1% treated sample in Figure 6.26(a). A clear transition from the

underlying crystalline GaSb to the amorphous Al2O3 film, with no distinct IL, is also

evident. In addition, the Al2O3 film thickness appears to be uniform across the sample.

The 22% treated sample presents with a very distinct, amorphous IL as illustrated

in Figure 6.26(b). This IL, of sizeable thickness, is a result of the more pronounced

reaction that occurs between GaSb and (NH4)2S solution of higher concentration. It is

likely the IL is composed of GaS, a by-product of the sulphide treatment [278]. Voids

ranging from 15− 25 nm in diameter also appeared to form at non-specific regions along

the IL. These voids are believed to be rich in antimony, resulting from the reaction of the

sulphide with GaSb [278]. As opposed to highly uniform IL/n-GaSb interfaces resulting

from uniform etch characteristics of 22% sulphide in [278], in this work non-uniform

etching is seen to occur, as evidenced in Figure 6.26(b), resulting in an etch morphology

that is inhomogeneous. It is possible the shorter passivation time of 5 min used in [278]

results in a less pronounced, and therefore a more uniform etch, of GaSb. Also, the etch

characteristics could be vastly different on n- and p-GaSb. The distinct layers of Al2O3,
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Figure 6.26: Cross-sectional TEM micrographs of (a) 1% and (b) 22% (NH4)2S treated

Al2O3/p-GaSb MOS structures.
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IL and GaSb can still be identified from Figure 6.26(b). Moreover, the conformal nature

of ALD growth is evidenced from the Al2O3 layer following the surface topographical

variation resulting from the treatment, leading to an Al2O3/GaSb interface that is not

flat.

In relation to the C–V characteristics of the 22% sulphide treated sample shown in

Figure 6.24(e), the observed lower maximum accumulation capacitance can be attributed

to the presence of the IL. The additional interfacial layer capacitance (Cil) causes a re-

duction of the overall capacitance according to:

Ctot =

(
1

Cox
+

1

Cil
+

1

Cs + Cit

)−1

, (6.6)

where Cox is the gate dielectric capacitance, Cs is the semiconductor capacitance and Cit is

the interface trap capacitance. The presence of an IL also explains the drop in maximum

accumulation capacitance of 10% sulphide treated MOS capacitor (see Figure 6.24(d)),

although the capacitance is higher than that of the 22% sulphide treated sample. This

implies the IL is thinner for the 10% treatment as compared to the 22% treatment.

Therefore, the IL thickness appears to be dependent on the concentration of the sulphide

solution, with thicker IL resulting from solutions of higher concentrations. Papis et al.

[279] reached a similar conclusion and further found the thickness of IL to be dependent

on the passivation duration (a parameter not investigated in this work). The capacitance

loss, arising from the presence of such interfacial layers, would compromise gate control

in p-channel flatband MOSFETs resulting in ineffective transistor operation.

TEM imaging was also undertaken on an untreated Al2O3/GaSb sample to identify

the presence of native oxides. As observed from Figure 6.27 no distinguishable IL was

present, similar to the interface of the 1% treated sample. It is possible the native oxides

inherent to GaSb have been removed as a result of the ALD “self-cleaning” effect [285, 286].

However, based on the TEM alone it cannot be concluded whether the GaSb surface is

100nm 10nm

C

GaSb

Al2O3
Au

Al2O3

Au

GaSb

Figure 6.27: Cross-sectional TEM micrograph of untreated (native surface) Al2O3/p-

GaSb MOS structure.
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free of native oxides, given the observed C–V response (see Figure 6.24(a)). What is clear

though is a higher interface roughness for the untreated sample in comparison to the 1%

treated sample.

Gate Leakage

The aforementioned TEM analysis can also be correlated with the leakage characteristics

of the capacitors, plotted in Figure 6.28. At Vg = −1 V, the untreated as well as the

1% and 22% treated samples exhibited gate leakage current density (Jg) in the range of

1−7×10−8 A/cm2. On the other hand Jg increased to∼2×10−6 A/cm2 for the 5% and 10%

treated samples. The good leakage characteristics of the untreated and 1% treated samples

is to be expected given the good interface quality observed from TEM. Interestingly,

despite the poor interface of the 22% treated sample, plagued by non-uniformities and

the presence of an IL, the leakage characteristics were comparable to those of the good

interfaces. It is possible the substantially thick IL is able to compensate for the poor

interface formation. Although the 10% treated sample is also likely to have an IL as

explained earlier, this is significantly thinner given the drop in Cmax was not as significant

as that of the 22% treated sample. This accounts for the increased leakage. The 5%

treatment, despite presenting with a C–V response comparable to the 1% treatment,

appears to be more affected by gate leakage. Nonetheless, all leakage values were still

found to be orders of magnitude lower than the Jg requirement of 1.25×103 A/cm2 set

out in the International Technology Roadmap for Semiconductors (ITRS) [287], indicating

the high quality of ALD grown Al2O3 dielectric.
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Figure 6.28: I–V characteristics of control (untreated) and 1%, 5%, 10% and 22%

(NH4)2S treated Al2O3/p-GaSb MOS capacitors.
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Measured vs. Theoretical C-V

Revisiting the C–V response in accumulation, a measure of the effectiveness of the

(NH4)2S treatment is to compare the extent of deviation between the measured and

theoretical capacitance in accumulation at Vg = −2 V. As before, the theoretical Cmax

in accumulation was determined from a 1D-PS C–V simulation. For both simulation-

based and simple analytical calculations, a physical Al2O3 thickness of 8 nm (based on

TEM) was used. The dielectric constants of Al2O3 and SiO2 were taken to be 8 and 3.9,

respectively [26]. Based on the 1D-PS simulation shown in Figure 6.24(f), the accumula-

tion capacitance at Vg = −2 V was determined to be 0.822µF/cm2, with a corresponding

CET of 4.2 nm. A Cox of 0.885µF/cm2, as indicated in Figure 6.24(f), was theoretically

determined for Al2O3 dielectric, giving a EOT of 3.9 nm.

In theory Cmax in accumulation should approximate to Cox. This holds if the accu-

mulation/inversion layer charge is assumed to be a sheet charge of zero thickness at the

dielectric interface, for which Cs � Cox. However, in real MOS systems this assumption

is invalid. The adoption of high-k dielectrics with tox in the nanometre range results in

an “electrical” oxide thickness (tox/εox) that is comparable to effective “electrical” accu-

mulation/inversion layer thickness (ts/εs). Equally important are the effects of DOS and

charge quantisation in semiconductors [99], as discussed in Section 2.3.4.1. A smaller DOS

in the conduction or valence band would act to reduce the density of states capacitance,

otherwise known as quantum capacitance. The effect of charge quantisation is to move

the charge centroid of the accumulation/inversion layer further into the semiconductor,

away from the dielectric interface, and in the process decrease the centroid capacitance.

For a lower DOS the charge centroid moves further away from the interface. Taking the

contributions from both these effects into account results in a CET that is larger than the

EOT. This forms the basis of Cmax in accumulation being reduced from the oxide capaci-

tance as given in Equation (2.39). For the purpose of comparison, the difference between

CET and EOT will be referred to as equivalent oxide thickness correction (EOTcorr). The

EOTcorr for the Al2O3/p-GaSb system is 0.3 nm. This is much smaller than the EOTcorr

for devices on n-In0.53Ga0.47As, which lies between 1.1 nm and 1.5 nm [26]. The smaller

correction for GaSb is due to the high valence band DOS (NDOS
V = 1.8×1019 cm−3) which

is two orders of magnitude greater than the conduction band DOS in In0.53Ga0.47As [68].

It is noted the measured Cmax values of 0.845µF/cm2 and 0.839µF/cm2 for the 1%

and 5% treated samples are higher compared to the theoretical Cmax of 0.822µF/cm2

derived using 1D-PS simulation (see Figure 6.24(f)). This difference is accounted for by

the presence of trap states close to the valence band in GaSb [26, 99]. The deviation of the
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measured to simulated Cmax is 0.023µF/cm2 and 0.017µF/cm2 for the 1% and 5% treated

samples. This points to the latter sample having a lower density of traps at the valence

band edge. As for the other samples, the deviation in capacitance was not evaluated for the

following reasons. The untreated sample is likely not to enter accumulation as discussed

earlier, and therefore invalidates the use of this metric. In the case of the 10% and 22%

treated samples, the fact that the measured Cmax in accumulation is smaller than the

simulated capacitance holds no physical meaning. To enable an accurate determination

of the deviation, the simulation needs to take into account the capacitive contribution of

the IL presence in these samples.

Based on theoretical modelling, a feature that is observed for III-Vs but not Si is

an asymmetrical LF C–V response [26, 99, 282]. This asymmetry is attributed to the

differing DOS in the conduction and valence bands. In addition DOS in the conduction

band tends to be typically lower, by as much as two orders of magnitude, than the valence

band [68]. This originates from the carrier effective mass being considerably lower for

electrons in contrast to holes. It is this lower electron effective mass, and hence higher

electron mobility, that has placed III-V as a frontrunner to succeed Si as the n-channel

solution in digital logic. Owing to DOS being lower on the conduction band side, the

capacitance for electron inversion/accumulation layers should be lower in comparison to

the hole inversion/accumulation layers, at least in theory. In Si the DOS are comparable

between the valence and conduction band [68], and therefore, does not present with this

asymmetry. In line with the theoretical considerations, the C–V responses of 1% and 5%

treated samples are indeed asymmetrical. This asymmetry, quantified as the difference

in capacitance between gate biases of −2 V and +2 V, is 0.013µF/cm2 and 0.007µF/cm2

for the 1% and 5% treated samples respectively. Given the valence and conduction band

DOS differ by about two orders of magnitude, these asymmetry numbers appear to be

rather small. The capacitive contribution of interface states, energetically aligned with

the conduction band edge to Cinv, can be drawn on to account for this discrepancy.

Temperature Dependence

Although Cmax in accumulation appears to be reaching Cox for the 1% and 5% treated

samples (see Figure 6.24), it does not necessarily mean an accumulation layer is formed.

This could also be consistent with an interface trap dominated capacitance response. For

an interface dominated by a high trap density, accumulation of free carriers is small. As a

result Cs is small in comparison to Cit. However, at low frequencies Cmax in accumulation

approaches the value of Cox due to the high trap capacitance, regardless of the small free

carrier response [36, 288]. One experimental method to determine if Cmax in accumulation
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originates from free carrier response, or rather a consequence of a large Cit, is to perform

a temperature-dependent admittance study [36]. Such an investigation was performed on

the 1% (NH4)2S-treated sample and the results of the 1 MHz C–V response as a function of

temperature (-40◦C to 20◦C) is depicted in Figure 6.29. The capacitance dispersion with

temperature at Vg = −1.5 V was found to be small (∼3.9%). This implies the observed

accumulation behaviour is most likely a result of free carrier accumulation as opposed

to trap-induced response. The same can be said of the 5% treated sample. In addition,

the flatband voltage shift with temperature was determined to be 128 mV. The minimal

vertical and horizontal shifts of the C–V curves with temperature, in accumulation and

depletion respectively, are characteristic of a low trap density below midgap. It further

suggests the Fermi level at the Al2O3/GaSb interface can be swept in the lower part of

Eg to the valence band edge.
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Figure 6.29: 1 MHz C–V response of Au/Ni/Al2O3/p-GaSb MOS capacitor treated

with 1% (NH4)2S as a function of temperature (-40oC to 20oC).

The capacitance dispersion observed in the gate bias range of +0.5 V to +2 V in Fig-

ure 6.29 is characteristic of interface traps. The reduction in capacitance with temperature

in this voltage range is related to the emission/capture rate of trap states, τit, which has

an exponential dependence on 1/T (see Equation (2.41)). Therefore, as the temperature

of the sample is lowered, the interface trap response becomes suppressed in the upper half

of Eg towards the conduction band. As a result of the reduced contribution from Cit, the

inversion capacitance drops and the C–V response approximates towards a HF behaviour
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at the lower temperatures. This is observed in Figure 6.29. Furthermore, unlike the pinned

ALD-Al2O3/p-GaSb interface in the temperature range of 200–300 K in [259], the Fermi

level of the 1% treated sample shows clear movement from accumulation to inversion with

decreasing temperature. However, the theoretical minimum Cinv of 0.203µF/cm2 (1D-PS

simulation) is still not reached at Vg = +2 V, despite the 60 K temperature reduction

from RT. This suggests the trap response has not been completely frozen out at -40◦C

and thus still manifests as a capacitive contribution, albeit much reduced. These results

are further evidence that the 1 MHz response at RT is one of false inversion. However,

the dominance of traps in the upper half of Eg is more pronounced for the 5% compared

to the 1% treated sample. This is inferred from the lower capacitance of the 1 MHz curve

in the bias range of 0 V to +2 V (see Figure 6.24), which further underscores the efficacy

of the 1% treatment for passivation of trap states.

Interface Trap Density

To quantify the trap distribution at the interface of Al2O3/GaSb treated with 1% (NH4)2S

a temperature-modified version [26] of the high-low frequency C–V method [97], discussed

in Section 4.4.1.3, is employed. In the method the 1 kHz C–V response at RT was taken

as CLF. In contrast the high frequency capacitance measurement (CHF) was based on

the 1 MHz C–V response obtained at -40◦C in this work, to minimise the interface trap

response, thereby enabling a more accurate Dit determination. Dit was then extracted

using Equation (4.20) over a limited bias range (−1.5 V to 0 V), since the method is

only valid from weak inversion towards the majority carrier band edge [97]. The band

bending as function of gate bias, ψs–Vg, was obtained from the Berglund integral (see

Equation (4.21)), which then enabled the trap energy position at the Al2O3/GaSb in-

terface to be calculated using Equation (4.22). The resulting Dit distribution of the 1%

treated sample is shown in Figure 6.30. A U-shaped profile is observed with a minimum

Dit of 4×1012 cm−2eV−1 occurring at Ev +0.27 eV. Such a Dit profile close to the midgap

is suggestive of a lower SS and therefore improved off-state performance of inversion-type

p-channel MOSFETs [84].
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Figure 6.30: Interface trap density (Dit) distribution from weak inversion towards the

majority carrier band edge of the 1% (NH4)2S) treated MOS capacitor determined from

the temperature modified high-low frequency method.

6.5.3.2 Surface Topography Study

Ex-situ AFM scans were carried out on samples subjected to the variety of chemical treat-

ments to determine the impact of sample processing following only sulphide treatment.

Surface Roughness

Figure 6.31 illustrates the RMS roughness results determined from AFM images of

5µm×5µm scan area from individual samples. An untreated sample served as a control

during the study, for comparing the changes in roughness prior to and after treatment.

It is observed the resulting surface roughness of the 1% and 5% treated samples for all

immersion times is minimally changed from the control sample and lie in the range of

1.37–1.45 nm. However, at the higher concentrations of 10% and 22% roughness presents

with a monotonic increase with immersion times. For the sample treated in 22% (NH4)2S

for 10 min, a large roughness of 3.25 nm results. Although the trend appears to be some-

what similar to sulphide treated InSb of [264], the roughness of chemically treated GaSb

appeared to be more pronounced. Even the untreated GaSb sample had a roughness that

is ∼3× higher than the untreated InSb sample in [264]. While on the one hand GaSb

appears to be more suspectable to native oxide formation, on the other (NH4)2S seems

to present with increased chemical activity on GaSb. The roughness trend of GaSb is

also coincident with the interface roughness deduced from the TEM analysis earlier. The

increase in roughness with increasing sulphide concentration at a fixed sample immersion

time of 10 min is in support of the C–V responses shown in Figure 6.24.
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Figure 6.31: Root-mean-square (RMS) roughness of p-GaSb (7-144) samples sub-

jected to various (NH4)2S treatments based on AFM measurements. The inset depicts

a clearer picture of the roughness variation in the treatment range between control and

5% (NH4)2S.

Etch Characteristics

Apart from the surface roughness, the etch characteristics of GaSb is also an important

consideration for the realisation of GaSb transistors. The thickness of GaSb etched as a

function of the chemical treatments is listed in Table 6.9, based on AFM step height mea-

surements. The etched layer thickness was generally observed to increase with increasing

immersion times and (NH4)2S concentration. For samples (i) to (x) the thickness of the

etched layer showed a gradual increase with both concentration and immersion times. In

contrast, a sharp increase in the etch rate was noted for samples (xi) and (xii) treated with

22% (NH4)2S for 5 and 10 mins respectively. An etched layer thickness of approximately

71 nm was obtained for sample (xii). For the optimum sample treatment of 1% sulphide

for 10 mins, an etched layer thickness of approximately 5 nm was measured. Since this

was the treatment to be employed in the InGaSb-channel device wafers of this work, it

was important to account for this thickness during the MBE growth of the GaSb cap.
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Table 6.9: Etch depth of p-GaSb (7-144) samples subjected to various (NH4)2S treat-

ments based on AFM measurements.

Sample Concentration Immersion time Etch depth

number (% (NH4)2S in H2O) (min) (nm)

(i) 1 1 0.55

(ii) 1 5 1.12

(iii) 1 10 5.22

(iv) 5 1 1.02

(v) 5 5 2.53

(vi) 5 10 9.2

(vii) 10 1 5.11

(viii) 10 5 6.4

(ix) 10 10 12.37

(x) 22 1 13.14

(xi) 22 5 40

(xii) 22 10 71.23

6.5.4 Summary

Interface passivation technologies are crucial to achieving high quality interfaces in high-

k/III-V MOS systems. This is a key requirement of low-power, high performance GaSb

MOSFETs to enable high Id,sat and small SS.

Ex-situ aqueous (NH4)2S treatments were employed for Al2O3/GaSb MOS structure.

The conditions of 1%, 5%, 10% and 22% diluted sulphide solutions, for a fixed sample

immersion time of 10 min, were investigated. An untreated sample served as the control

in the study. Based on admittance measurements and TEM analysis the 1% (NH4)2S

treatment was determined to be optimum for implementation in devices. The effect of in-

terface traps and its distribution in the relevant parts of the bandgap were evaluated from

RT and temperature-dependent admittance data. Samples treated at the higher sulphide

concentrations suffered from the formation of an IL and increased interface roughness.

The combination of these two effects degraded the interface quality, which was reflected

in the admittance characteristics.

Surface topography examination, by means of AFM, revealed the roughness character

of GaSb subject to a multitude of treatments with both the concentration and immer-

sion time varied. The thickness of the etched GaSb layers resulting from these chemical
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treatments were further quantified. This enables the treatment-dependent etch to be

accounted for during growth of GaSb-terminated III-V epi-layers based on the chosen

treatment. For the GaSb-based transistors of this work, the 1% (NH4)2S treatment for

10 min was employed. This meant the GaSb cap needs to be at least 8 nm to allow for

a 2 nm cap to be still present following chemical treatment and was taken into account

during the design of device layers.

6.6 Chapter Summary

This chapter detailed the key process modules that were developed and optimised for in-

tegration into a device flow for transistor realisation. Three modules were developed and

investigated for S/D and gate stack engineering; ohmic contacts, gate-to-source/drain

gap, Lside, scaling and high-k/GaSb interface passivation. As a summary of each de-

veloped process module was included at the end of each section, these will not be re-

peated here. Rather, this chapter summary is intended to highlight the process condi-

tions of each module as implemented in the realisation of devices based around InGaAs-

and InGaSb-channels, discussed in the following chapter. Ohmic contacts to InGaAs-

channel devices was based on Au(5 nm)/Zn(40 nm)/Au(150 nm) metallisation annealed

at 380◦C for 120 s, with a de-oxidation condition of 1HCl : 4H2O, 30 s. For contacts to

InGaSb-channel devices the de-oxidation procedure of 1HCl : 2H2O for 60 s is employed

prior to Au(5 nm)/Zn(40 nm)/Au(100 nm) metallisation annealed at 340◦C for 120s. The

lithographically-aligned double ohmic patterning fabrication process was applied to se-

lected InGaAs-channel devices to realise Lside gaps of 70 nm, 200 nm and 465 nm. The

gate stack on InGaSb-channel devices was obtained by treating the surface of the GaSb

capping layer in 1% (NH4)2S solution for 10 min at 295 K prior to ALD of Al2O3.
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Device Results

7.1 Introduction

The demonstration of a functional transistor serves as the ultimate test in evaluating

semiconductor material systems for MOS applications. In accordance p-MOSFETs, based

around III-V compound semiconductors and featuring high-k/metal gate (HKMG) stacks,

are demonstrated in this work. Both InGaAs and InGaSb are investigated as channel

materials. The former is a natural choice for investigation, since InGaAs is primed to be

the first III-V entry into CMOS as the n-channel solution. The perpetual need for faster

switching performance in digital logic also motivates an examination of III-Vs with higher

mobilities. Antimonides, such as GaSb and InSb, as well as the combination of the two

binaries in different stoichiometries are attractive as they have the highest electron/hole

mobilities amongst all III-V materials [68].

The design of MOSFET layers, employing the flatband device architecture [224], are

based on the pre-MOSFET structures investigated in Chapter 5. All devices employ the

buried-channel design, in which wider bandgap cap/barrier layers are introduced between

the gate dielectric and the channel to mitigate the interface and dielectric-related mobility

degradation [81, 92, 180, 181]. The tradeoff with the buried-channel structure is the

reduction in the gate modulation efficiency of the channel charge. In order to preserve

gate control, the wider bandgap cap/barrier layers are kept intentionally thin in the

designs.

Within the buried-channel design two aspects of layer optimisation - strain and doping

strategy - are subject to study. The majority of III-Vs have hole mobilities that are

comparable to Si, with the exception of the antimonides which show 2–3× higher mobility

[68]. Therefore, without the addition of strain for enhanced channel mobility it is difficult
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to envisage III-Vs having a competitive advantage over Si from a pMOS point of view.

For this reason biaxial compressively strained channels are adopted in the designs, with

variations in strain explored. In addition the site of the δ-doping plane, whether above

(non-inverted) or below (inverted) the channel, was found to affect the resulting carrier

transport in pre-MOSFETs otherwise similarly designed. Non-inverted pre-MOSFETs

exhibited a higher µh and carrier density than the inverted design, by 37% and 20%

respectively (see Section 5.4). This translates to lower Rsd, and higher Id,sat and gm in

devices. The additional spacer thickness of the non-inverted design however would add to

CET, resulting in gate control degradation. In view of this both inverted and non-inverted

designs are examined.

As highlighted in Section 1.2, achieving a high quality gate stack with lowDit remains a

major obstacle to III-V integration in CMOS. A high trap distribution in the relevant parts

of the bandgap swept by the Fermi level during transistor operation negatively impacts

the on and off-state performance metrics [223, 289, 290]. To enable a high quality interface

with minimum trap density, three components of the gate stack need attention. The first

is the III-V surface on which the dielectric is deposited. As pointed out in Section 5.2,

Al-containing surface layers are undesirable due to their higher susceptibility to oxidation

[206, 207] and thus are avoided in the designs. In addition, the choice of dielectric has a

strong bearing on the resulting high-k/III-V interface. Trivalent dielectrics (e.g. Al2O3)

have been reported as being more effective passivants of III-V surfaces as opposed to

tetravalent dielectrics (e.g. hafnium oxide (HfO2)) [35, 38]. This is a direct result of

the lower subcutaneous oxidation [38] and smaller roughness [23] at the Al2O3/III-V

interface. Moreover, the CBO/VBO of Al2O3 on In0.53Ga0.47As and GaSb are sufficient

to minimise gate leakage [85, 257, 291, 292]. Al2O3 is therefore adopted as the gate

dielectric in all devices. The final piece of the gate stack puzzle is interface passivation.

For InGaAs-channel devices the technique of arsenic capping [29] is employed. On the

other hand, sulphide treatment is applied to InGaSb-channel MOSFETs based on the

(NH4)2S interface passivation study presented previously (see Section 6.5). Details of the

passivation conditions will be discussed in the relevant sections of this chapter.

In this work, III-V epi-layers were grown via MBE, while ALD was used for Al2O3

gate dielectric deposition∗. Transistor fabrication† was based on the device layouts and

∗For the InGaAs-channel device wafers, the III-V epi was grown at the University of Glasgow and
the gate dielectric was deposited at Stanford University. For the InGaSb-channel device wafers, the epi
was obtained from Texas State University, while dielectric deposition was performed at Tyndall National
Institute.
†Device fabrication, and subsequent electrical characterisation, were undertaken at the University of

Glasgow.
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accompanying process flows presented in Chapter 6, incorporating the developed process

modules where relevant. Different aspects of device characteristics were appraised. The

long-channel behaviour of all devices were evaluated to exclude SCE on the performance

metrics. This also serves to establish a baseline comparison between devices of different

III-V epi and layer designs. In addition the impact of geometrical scaling on transistor

metrics was assessed on selected devices. Figures of merit are evaluated based on the

analysis techniques covered in Chapter 4. In the following sections the performance of

InGaAs and InGaSb-channel devices is presented and discussed.

7.2 InGaAs-Channel Device Performance

7.2.1 Device Specification and Processing

Figure 7.1 illustrates the layer structure of the InGaAs-channel device wafers. Both

wafers feature a 10 nm thick, 75% In-content channel (1.4% strain). In line with the

buried-channel design a 2 nm In0.53Ga0.47As cap and a 2 nm In0.52Al0.48As barrier layer

are incorporated in the device layers. The Al-free cap layer is intended to serve as a passi-

vation layer on InAlAs, suppressing aluminium oxidation and providing a much improved

In0.52Al0.48As Bu�er (340nm)

S.I. InP  Substrate 

In0.75Ga0.25As Channel (10nm)

In0.53Ga0.47As Cap (2nm)

ALD Al2O3 (6.5nm)

In0.52Al0.48As Spacer  (5nm)
Be δ-doping @ 4 x 1012 cm-2 

In0.52Al0.48As Barrier (2nm)

(a) c802

In0.52Al0.48As Barrier (2nm)
In0.53Ga0.47As Cap (2nm)

ALD Al2O3 (6.5nm)

In0.75Ga0.25As Channel (10nm)

In0.52Al0.48As Bu#er (340nm)

S.I. InP  Substrate 

Be δ-doping @ 4 x 1012 cm-2 
In0.52Al0.48As Spacer  (4nm)

(b) c805

Figure 7.1: Layer structure of InGaAs-channel device wafers based on the implant-free,

flatband MOSFET architecture featuring a 10 nm thick In0.75Ga0.25As channel under

a 1.4% biaxial compressive strain: (a) c802 the non-inverted design and (b) c805 the

inverted design.
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interface with the high-k dielectric [206]. Device wafer c802 was based on the non-inverted

design whereas the inverted design concept was applied in the c805 device wafer.

The InGaAs-channel wafers were capped in-situ with a 80 nm amorphous arsenic (As2)

layer immediately after epi-layer growth, to protect the surface from contamination and

oxidation resulting from air-exposure during the transfer of wafers between the MBE tool

and the ALD chamber [29]. Prior to the gate dielectric deposition, an in-situ thermal

desorption (decapping) procedure was employed to remove the As2 capping layer in the

ALD chamber [293]. The decapping process was carried out under high vacuum and

with the flow of forming gas (5% H2/ 95% N2) at a pressure of 1 Torr [29]. In order to

remove any residual moisture present in the As2 layer the capped wafers were initially

baked for ≥ 1 hr at 150◦C, and then gradually heated up at a rate of 5–6 ◦C/min in

the ALD tool. The complete removal of the As2 layer occurred at approximately 370◦C.

Two experimental observations were used for the end-point detection of the decapping

procedure [293], the first of which is a change in the background pressure of the ALD

chamber. During the desorption process the pressure goes through a sharp rise followed

by a sudden fall back to the initial chamber pressure of 2×10−7 Torr, with the peak of

the pressure pulse coinciding with the decapping temperature. In addition, the chemical

binding energy of the As 3d peaks before and after the decapping process was measured

using in-situ XPS. The shift in the binding energy, by approximately −0.8 eV, confirmed

the completion of the As2 decapping. Following decapping, Al2O3 films with a nominal

thickness of 6 nm were deposited by 60 cycles of ALD at 270◦C using TMA and H2O

precursors, with a TMA-first pulsing during the growth process [294]. TEM measurements

were conducted and the physical oxide thickness was found to be 6.5 nm [173].

A common fabrication process comprising a combined gate/marker level and an ohmic

level in a GF device flow (see Figure 6.3) was employed on both the c802 and c805 wafers

for transistor realisation. Details of the processing steps can be found in Appendix A.2.

The resulting devices featured several gate lengths ranging from 500 nm up to 20µm, at

a fixed Lside of 1µm and gate width (Wg) of 100µm. Scaled Lside devices were fabricated

on the c805 wafer for proof of concept. Transistor fabrication consisted chronologically of

a combined gate/marker level, stripe ohmic level and a large ohmic level (see Figure 6.22).

Comprehensive details of this fabrication flow can be found in Appendix A.3. Devices

featuring several Lside gaps - 70 nm, 200 nm, 465 nm and 1µm - were fabricated for inves-

tigation. The effect of differing transistor footprints on the resulting device characteristics

are discussed in the following sections.
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7.2.2 c802 Device Results and Discussion

Illustrated in Figure 7.2 are the DC electrical characteristics of a long-channel transistor,

with Lg = 2µm and Lside = 1µm, fabricated on the c802 wafer. Observations based on

first inspection are initially presented, following which device characteristics are analysed

in more detail.

Figure 7.2(a) shows the output characteristics of the device. A well-behaved I–V

response with good saturation and switch-off characteristics is demonstrated. The device

operates in depletion-mode and has a threshold voltage (Vth) of +0.189 V determined from

the linear extrapolation of the Id–Vg characteristic at Vd = −50 mV. The transistor drive

currents however are rather modest. A maximum Id,sat of 1.14 mA/mm was obtained at

Vg = −3 V and Vd = −2 V. It is also evident that the device suffers from a relatively large

source/drain series resistance, noticeable from the slope of the curves in the linear region

of the Id–Vd plot. Consequently, a high Ron of 845 kΩ.µm was extracted from the plot at

a gate bias of −3 V and a drain bias of −50 mV.

The Id–Vg curve is plotted on a semi-logarithmic scale in Figure 7.2(b) to highlight

the subthreshold characteristics. The device presents with a minimum SS of 301 mV/dec

at Vd = −50 mV. Similar swings are maintained up to a drain bias of −0.4 V, beyond

which SS degrades with increasing drain bias. A factor of two increase in the swing (SS

∼ 601 mV/dec) is noted at a drain bias of −2 V.

In the context of this work, Ion/Ioff is defined as the ratio between the drain current

at the gate biases of Vth + 2/3 Vd (on-state) and Vth − 1/3 Vd (off-state) at a specified

drain bias [295]. Based on this, the drain current ratio between the on-state and the off-

state (Ion/Ioff) is determined to be approximately 74 at Vd = −2 V. This poor showing

is in part attributed to the subthreshold performance, which presents with high SS and

off-state leakage clearly visible in Figure 7.2(b), and in part to the performance-limited

on-state. A notable feature of the device characteristics is the appearance of multiple

transconductance peaks at all drain biases, as observed in Figure 7.2(c). In the following

sections the various aspects of device performance are discussed.

7.2.2.1 Threshold Voltage

A key requirement of digital logic is E-mode operation [296], which translates to a negative

threshold voltage in p-MOSFETs. Contrary to this, devices on c802 wafer present with a

positive Vth, which could be a result of the device electrostatics originating from the layer

design. This was investigated through one-dimensional self-consistent Poisson-Schrödinger

191



Chapter 7 Device Results 7.2 InGaAs-Channel Device Performance

- 2 . 0 - 1 . 5 - 1 . 0 - 0 . 5 0 . 00 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0

1 . 2 ( a )

 
 

V g  =  0 . 5 V  t o  - 3 V ,  
S t e p  =  - 0 . 5 V  

 L g  =  2 µ m
      L s i d e  =  1 µ m

V d  ( V )

 
I d (m

A/m
m)

- 3 - 2 - 1 0 1
1 0 - 5

1 0 - 4

1 0 - 3

1 0 - 2

1 0 - 1

1 0 0
D r a i n  B i a s  ( V d )

S S  ~  3 0 1 m V / d e c

 - 5 0 m V
 - 1 0 0 m V
 - 4 0 0 m V
 - 1 V
 - 2 V

( b )

 V g  ( V )
 

I d (m
A/m

m)

- 3 - 2 - 1 0 11 0 - 3

1 0 - 2

1 0 - 1

1 0 0  - 5 0 m V
 - 1 0 0 m V
 - 4 0 0 m V
 - 1 V
 - 2 V

( c )

 V g  ( V )

 
g m (m

S/m
m)

D r a i n  B i a s  ( V d )

Figure 7.2: Measured (a) output - Id–Vd, (b) subthreshold - log(Id)–Vg and (c) transfer -

log(gm)–Vg characteristics of a 2µm -Lg, 1µm -Lside p-MOSFET realised on a c802 device

wafer. The device figures of merit are as follows (measurement conditions are given in

parentheses): Vth = +0.189 V (linear extrapolation of the Id–Vg curve at Vd = −50 mV),

Id,sat = 1.14 mA/mm (Vg = −3 V and Vd = −2 V), Ron = 845 kΩ.µm (Vg = −3 V

and Vd = −50 mV), SS = 301 mV/dec (Vg = 0.2 to 0.5 V and Vd = −50 mV) and

Ion/Ioff = 74 (Ioff at Vg = Vth − 1/3Vd, Ion at Vg = Vth + 2/3 Vd and Vd = −2 V).

192



Chapter 7 Device Results 7.2 InGaAs-Channel Device Performance

(1D-PS) simulations‡ [280], enabling the carrier density in the channel to be calculated as

a function of gate bias. From the calculations (see Figure 7.3), the threshold voltage was

determined to be−0.38 V. This suggests the layer design in fact favours E-mode operation.

The experimental Vth however is approximately 0.57 V more positive than the simulation,

which implies non-ideal effects are in play. Such non-idealities manifest in the gate stack as

interface trap charge (Qit), fixed oxide charge (Qfixed) and fixed metal/dielectric interface

charge (Qm/d). The total charge (Qtot) of the MOS stack comprising these individual

contributions is given as

Qtot = Qit + Qfixed + Qm/d . (7.1)

A negative Qtot of sufficient magnitude, arising from the combined effect of these charge

contributions, would account for the disparity between the idealised and experimental

value of Vth. The following discussion serves to elucidate the contributions of the various

components given in Equation (7.1) to the observed Vth shift.

The impact of Qit on the threshold voltage is dependent on the traps aligned with the

Fermi level at the dielectric/semiconductor interface. Relevant to this is the distribution of

interface traps across the semiconductor bandgap and the type of interface defect (donor

or acceptor), which in turn dictate the magnitude and polarity of the resulting charge

contribution [289, 290]. Illustrated in Figure 7.4 is the energy band diagram of a c802
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Figure 7.3: Gate bias dependence of channel carrier density calculated from Poisson-

Schrödinger simulations for the c802 device wafer. Threshold voltage (Vth) is defined as

the point at which the log-scale plot changes from a linear to a non-linear trace.

‡Band offsets at the Al2O3/In0.53Ga0.47As interface were based on [291]. The EWF of aluminium (gate
metal) was taken to be 3.9 eV based on [233].
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MOSFET biased at threshold (Vg = Vth). The specific interface trap energy position, Etr,

that is addressed at a given bias condition is informed by the Fermi level position at the

Al2O3/In0.53Ga0.47As interface. The outcome of Vth is only determined by traps whose

energy positions coincide with the bias condition of Vg ≤ Vth, demarcated in the band

diagram. Given the trap energy position at threshold is −0.34 eV (Etr is defined as zero at

the conduction band edge and negative within the bandgap), the traps of interest to Vth lie

at energies ≥ −0.34 eV. For a measure of the trap density, the Dit data of [173] is employed

as it best reflects the Al2O3/In0.53Ga0.47As interface of devices in this work. Part of this

is attributed to the III-V epi and gate dielectric grown from identical sources between

the devices. Moreover, both interfaces were subject to a common interface passivation

technique of arsenic capping/de-capping for which conditions were similar. This therefore

rendered the interfaces to be identically passivated. For the purpose of this analysis and

for later discussions, the Dit distribution from [173] is reproduced in Figure 7.4.

Equally important to the foregoing argument is the nature and occupation of the

interface traps swept by the Fermi level during device operation. A positive shift in Vth

will only arise for a negative charge contribution resulting from filled acceptor states.

Experimental investigations of Al2O3/ In0.53Ga0.47As MOS systems have identified donor

defect states to be present throughout the bandgap, while acceptor states reside inside the

conduction band [297, 298]. Under such a donor/acceptor distribution, the resulting trap

Figure 7.4: Illustration of the energy band diagram of the c802 device at threshold bias

(Vg = Vth) and the Dit(E) profile for an Al2O3/In0.53Ga0.47As MOS system (adapted

from [173]). Also included is the donor/acceptor state distribution at the interface and

the associated occupation of traps at threshold bias. Ec, Ev, and EF are the conduction

band and valence band edges and the Fermi level respectively. Trap energy position (Etr)

is defined as zero at the conduction band edge and negative within the bandgap.
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charge character at the Al2O3/In0.53Ga0.47As interface for the bias condition of threshold

is indicated in the band diagram of Figure 7.4. The only charge contribution arises from

empty donor states above Etr, which results in positively charged interface traps. The

1D-PS simulation from before was repeated to include this charge contribution. For an

accurate simulation, the energy dependent trap distribution Dit(E) should be taken into

account. However, due to limitations of the software and incomplete Dit(E) data in

the upper half of the bandgap, an effective trap density of +1.85×1013 cm−2eV−1 was

modelled at all energies. The value was derived from the Dit data of Figure 7.4 for the

condition of threshold. This resulted in a negative shift of Vth to −1.29 V (see Figure 7.5).

In regards to Qfixed, the net charge contribution (magnitude and polarity) is dependent

on the thickness of the Al2O3 dielectric film [157, 299, 300]. Dielectric films thinner

than 5 nm are reported to be comprised of a negative fixed oxide charge, while thicker

films present with a positive charge [299]. This thickness-dependent charge character is

reconciled on the basis that Qfixed is composed of two charge components of opposite

polarities; a negative interfacial oxide charge (Qint) located close to the dielectric/III-V

interface and a positive bulk oxide charge (Qbulk) uniformly distributed throughout the

dielectric film. This non-uniform distribution of Qfixed arise from the local variation of

the film stoichiometry. From XPS investigations Al2O3 is found to be oxygen-rich near

the interface and aluminium-rich away from it, which in turn correlates to the change in
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Figure 7.5: Poisson-Schrödinger simulations illustrating the channel carrier density as

a function of gate bias for the c802 device wafer under ideal and non-ideal gate stack

conditions. Simulations for the following non-ideal charge contributions are shown: in-

terface trap charge (Qit) only, fixed oxide charge (Qfixed) only and total charge (Qtot)

comprising Qit, Qfixed and fixed metal/dielectric interface charge (Qm/d).
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charge polarity across the dielectric film [299]. The results of the simulation taking into

account only these fixed charge contributions, experimentally quantified in [157], is shown

in Figure 7.5. The resultant threshold voltage (Vth = −0.59 eV) is shifted negatively from

the ideal simulation, similar to that obtained from the interface trap charge analysis.

However, from a magnitude perspective, Qit plays the dominant role towards the negative

Vth shift.

Based on the analysis thus far, the only logical explanation that would account for the

experimental Vth, that is positively shifted from the ideal case, is the presence of negative

fixed charge at the metal/dielectric interface. The Qm/d charge contribution required to

compensate for the positive charges of Qit and Qfixed, and at the same time match the

experimental Vth, was calculated from 1D-PS simulations. From the matching between the

experimental and Qtot-modelled threshold voltage (see Figure 7.5), Qm/d was evaluated to

be −3.89×1014 cm−2. Such a charge contribution is likely to arise during gate fabrication

from the relevant processes of baking, oxygen plasma ashing and metal deposition. It is

possible that the various processes initiate a complex interaction between the dielectric

surface, resist residues and gate metal which in turn leaves the metal/dielectric interface

populated by a net negative charge.

7.2.2.2 Subthreshold Performance

The ability to minimise power consumption in standby mode is vital to digital logic

operation. Integral to this is a low off-state current. An Ioff of 5.6µA/mm was determined

for the c802 devices based on the earlier mentioned extraction technique for on/off current

ratio [295]. Although this value is smaller than the ITRS benchmark of 100µA/mm [287],

the on/off current ratio of 74 suggests leakage issues could be limiting the minimum Ioff

that can be achieved. Drawing on the relevant leakage mechanisms contributing to the

off-state current [301], the subthreshold performance of the c802 devices is rationalised in

the following paragraphs.

One of the main contributors of off-state leakage in MOSFETs featuring thin gate

dielectrics is gate tunnelling (leakage) current. For an assessment of the gate leakage

contribution to the off-state performance, the Ig–Vg characteristic of the c802 device is

shown in Figure 7.6. Relating this plot to the subthreshold characteristics (see Figure 7.2),

it is seen that in the low drain bias region (Vd ≤ −100 mV) the gate leakage current

appears to be limiting the minimum subthreshold current. This however only occurs for

Vg ≥ 1.3 V. At the gate bias corresponding to Ioff (∼ 0.85 V), the gate leakage current

remains a factor of 10 smaller than the subthreshold current. For higher drain biases,
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Figure 7.6: Measured Ig–Vg characteristic of a 2µm -Lg, 1µm -Lside p-MOSFET re-

alised on a c802 device wafer.

it is clearly observed that the gate leakage has no impact on the minimum subthreshold

current. In fact for Vd = −2 V the gate leakage current is more than two orders of

magnitude lower than the subthreshold current. From this it appears unlikely the off-

state current is affected by the gate leakage mechanism.

Attention is now turned to the channel current that flows between source and drain

in the subthreshold region of device operation, referred to as the subthreshold leakage

current. From [302] it is noted that the subthreshold transistor performance is a strong

function of the subthreshold swing and the drain-induced barrier lowering. Hence, in order

to obtain low off-state currents both these device metrics need to be kept to a minimum.

The minimum subthreshold swing of the 2µm-Lg device was previously highlighted

to be 301 mV/dec in the low drain bias regime. This value is about 3× higher than

planar Si MOSFETs which present with swings typically in the range of 70−120 mV/dec

[301]. According to Equation (4.26), three parameters dictate the resulting subthreshold

swing in devices. The first is related to the capacitance contributed by the interface

trap states (Cit). A large Cit effectively deteriorates the swing. Therefore, the high

swing is likely to arise from the presence of a large number of interface trap states in

the region of the bandgap swept by the Fermi level during subthreshold operation. A

method that is commonly employed to ascertain the effective interface trap density is the

subthreshold slope technique (see Section 4.4.2.4). Applying Equation (4.27), with the

SS value obtained from device measurements, results in a Dit of 1.47×1013 cm−2eV−1.
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In order to estimate the position of the trap energy corresponding to the SS, the pro-

cedure outlined in [173] is used. The first step is to determine the gate voltage at the point

of minimum SS. As shown in Figure 7.7(a), this minimum occurs at Vg = 0.3 V. This

bias is then mapped onto the Id–Vg measurement (see Figure 7.7(b)) enabling the drain

current at the point of minimum swing to be evaluated. Also shown in Figure 7.7(b) is a

transition point. The intersection of lines extrapolated from the saturation and subthresh-

old regions define this point. It is noted that the current at the minimum SS decreases

by a factor of 43.4 from that at the transition point. This fractional decrease in current is

then mapped onto the pchan–Vg profile shown in Figure 7.7(c). The carrier density in the

channel, calculated from 1D-PS simulations [280], serves as a fair approximation of the

device current since Id ∝ pchan. As before, a transition point is first defined. A change in

current by a factor of 43.4 from this transition point gives rise to the point of minimum

SS being located at Vg = 0.325 V. The trap energy corresponding to this bias, extracted

from the Etr–Vg relationship shown in Figure 7.7(c), was −0.29 eV. Knowledge of Etr

also enables the trap density at minimum SS to be determined from the Dit(E) profile

indicated in Figure 7.4 (obtained from [173]). From this, an interface trap density of

1.4×1013 cm−2eV−1 is extracted. It is noteworthy that this value shows good agreement

with the Dit extracted at minimum SS from the 2µm-Lg device. This further reiter-

ates the fact that interfaces identically passivated should present with very similar Dit

numbers.

The importance of Dit to the subthreshold swing can be appreciated by assuming the

trap density at minimum SS is lower than the extracted value by an order of magnitude.

This drops the swing by a factor of 3.5 (SS = 83.7 mV/dec). There is evidence to show

that Dit approaches values of 1×1012 cm−2eV−1, or lower in the upper half of the bandgap

towards the conduction band for sulphide passivated Al2O3/In0.53Ga0.47As interfaces [297,

298]. While Dit numbers will vary depending on the adopted passivation technique, it

is reasonable to infer that trap densities will be lower closer to the conduction band for

an Al2O3/In0.53Ga0.47As interface subject to arsenic capping/de-capping based on the

descending Dit profile shown in Figure 7.4. Hence, shifting the window of energy through

which the transistor operates towards the conduction band edge, should enable much

improved SS to be realised. This can be attained by using a gate metal of a higher work

function. In the process, the on-state performance would also see improvement since the

Fermi level will sweep through lower Dit values, thereby enhancing gate control of the

channel.

Another parameter that impacts SS is the gate dielectric capacitance (Cox). From
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Figure 7.7: Gate bias dependence of (a) the subthreshold swing, (b) the drain current

at Vd = −50 mV and (c) the channel carrier density and trap energy calculated from

Poisson-Schrödinger simulations for the c802 device wafer. Trap energy (Etr) is defined

as zero at the conduction band edge and negative within the bandgap.

Equation (4.26), it is observed that increasing this capacitance would improve the swing.

The reason for this is a higher dielectric capacitance translates to a lower EOT and

hence, a lower CET, which in turn improves the gate control of the channel. This can

be realised by reducing the thickness of the dielectric and/or employing a dielectric with

a higher permittivity. By way of the former, a SS of 211.7 mV/dec (approximately 30%

improvement) can be achieved by scaling the physical thickness of the Al2O3 film from

6.5 nm (EOT = 3.17 nm) to 2 nm (EOT = 0.98 nm) for instance. However the trade-off

with thickness scaling is an increase in gate leakage which ultimately sets the minimum
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thickness the dielectric can be scaled to. Alternatively, switching to higher-k dielectrics

would allow for EOT scaling without compromising on leakage performance. An EOT

of 0.98 nm, similar to the 2 nm Al2O3 film, can be obtained from HfO2 (k = 20) with a

physical film thickness of 5 nm, which, in theory, should result in a similar swing. The

composition of the gate dielectric, though, has a direct bearing on the quality of the

high-k/semiconductor interface. HfO2/InGaAs systems have been reported to have an

inferior interface quality, with Dit increasing by as much as two orders of magnitude

in relation to Al2O3/InGaAs [23, 35, 38, 303, 304]. This however can be mitigated by

employing a bilayer dielectric, whereby Al2O3 is employed as an interface control layer

between the semiconductor and a higher-k dielectric. Good quality interfaces have been

demonstrated in high-k/Al2O3/InGaAs systems featuring HfO2 [23, 303–305], TiO2 [30]

and ZrO2 [184]. The adoption of bilayer dielectrics would therefore enable further EOT

scaling for improvement of SS, without compromising on either the interface quality or

the leakage floor. An important point to note here is that Dit has an overriding bearing

on the outcome of the subthreshold swing in comparison to the dielectric capacitance.

Apart from Cox and Cit, the subthreshold swing is also influenced by the depletion

layer capacitance (Cd). A lower swing is obtained by minimising Cd (see Equation (4.26)).

To a first approximation, the depletion layer capacitance is proportional to the capacitance

of the quantum well channel (εs/tchan). Therefore, increasing the channel thickness would

decrease Cd, thereby improving the swing. However this comes at the cost of higher DIBL,

which is the other metric affecting the subthreshold drain current. DIBL of the 2µm Lg

device is calculated to be 46.7 mV/V, based on the threshold voltages determined at drain

biases of −50 mV and −2 V. This small value is suggestive of a well-scaled device layer

structure at this gate length for which SCE is negligible.

7.2.2.3 Parasitic S/D Series Resistance

Shown in Figure 7.8 is the on-resistance, extracted at a gate bias of −3 V and a drain

bias of −50 mV, as a function of transistor gate length. From the Ron versus Lg plot

the total source/drain series resistance, determined from the intercept of the fitted line

with the y-axis, is 732 Ω.mm. This high Rsd value could arise from the ohmic contact

resistance and/or the access resistance between the gate edge and the S/D contacts. In

order to elucidate the specific contributions of these resistance components to the overall

S/D resistance, both Rc and Rside were experimentally quantified. From TLM measure-

ments, the contact resistance was evaluated to be 6.58 Ω.mm. The access resistance, Rside,

calculated from Equation (6.4) using the aforementioned values of Rsd and Rc, is found
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Figure 7.8: Ron as a function of gate length for c802 devices, measured at Vg = −3 V

and Vd = −50 mV.

to be 359.42 Ω.mm. It is seen that Rsd is dominated by the access resistance with only a

2% contribution from the contact resistance.

Two aspects can be drawn on to account for the dominance of access resistance to Rsd.

The first is the lateral spacing from the edges of the gate to the S/D contacts. Transistors

built on c802 feature a Lside of 1µm. Therefore, by downscaling Lside the access resistance

should be drastically reduced. For instance, a ten-fold reduction in Rside can be expected

by scaling Lside gap to 100 nm. However the resulting access resistance (35.9 Ω.mm) would

still account for 84.5% of the total series resistance. The large access resistance contribu-

tion to Rsd, even at such a scaled Lside gap, is attributed to the high sheet resistance of

the grown material. From the Rside relationship given in Equation (6.4), Rsh was evalu-

ated to be 359.42 kΩ/sq. Reasons for the high sheet resistance of the c802 device wafer

will be discussed in the next section. Apart from the extrinsic device performance being

negatively impacted by the parasitic losses arising from Rside, the high sheet resistance

would also affect the intrinsic device transport by limiting the maximum achievable drive

current. Moreover, it is to be expected that the large parasitic series resistance would

significantly affect the on-current in shorter gate length devices.

7.2.2.4 Drain Current and Transconductance

It was highlighted in Section 7.2.2.3 that devices fabricated on the c802 wafer suffer from a

high source/drain series resistance, which in turn limits the on-current. However this alone

201



Chapter 7 Device Results 7.2 InGaAs-Channel Device Performance

does not account for the poor on-state device characteristics. In the following paragraphs

the other performance-limiting factors are examined.

The transfer characteristics of the device in the linear and saturation regions are

shown in Figure 7.9. On inspecting the linear region characteristics (see Figure 7.9(a)),

it is notable that the drain current does not show a complete linear response in the

investigated gate bias range. In the low gate bias regime, the drain current increases

approximately linearly as expected from the Id–Vg relationship for Vd < Vg − Vth (see

Equation (2.5)). However at higher gate biases the drain current begins to show a sub-

linear increase with Vg. Similar observations of drain current dependence on gate bias

have been previously reported [182, 306]. This trend is ascribed to two factors [95], the

first relates to the dependence of the effective mobility on the transverse electric field

across the gate region. With increasing gate bias the mobility degrades, thereby causing

the observed sub-linear drain current response. An analysis of the resulting mobility will

be dealt with in Section 7.2.2.5. Source/drain series resistance is the other cause for

the sub-linear Id–Vg characteristic. Depending upon the gate bias, part of the applied

drain bias (extrinsic) is lost to device parasitics. As a result of the voltage loss associated

with Rsd, the drain bias seen by the channel in the gated region (intrinsic) is reduced

from the applied bias. This in turn causes a sub-linear increase of Id with respect to

Vg. Interestingly at even higher gate biases the sub-linear response disappears and the

Id–Vg characteristic reverts back to being linear again. Similar to the Id–Vg relationship

Figure 7.9: Transfer characteristics of the c802 device with Lg = 2µm and Lside = 1µm

in (a) the linear region plotted as Id versus Vg and (b) in the saturation region plotted

as
√
Id versus Vg.
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in the linear region of device operation, a linear drain current response is also expected

from the
√
Id–Vg relationship (see Equation (2.6)) in saturation (Vd > Vg − Vth). A plot

of the square root of the drain current versus gate bias in saturation is illustrated in

Figure 7.9(b). From this it is observed that the transfer characteristic in the saturation

region is consistent with the behaviour reported for the c802 devices in the linear region

of operation.

The appearance of two linear responses, interposed by a sub-linear increase of the

drain current, in the transfer characteristics is also manifested as two gm peaks (see Fig-

ure 7.2(c)). This occurrence is associated with the formation of two conducting channels

in the device [307–309]. Illustrated in Figure 7.10 is the band diagram of the c802 wafer.

It is noted that apart from the buried In0.75Ga0.25As QW, a second quantum well is also

present at the Al2O3 gate dielectric/InGaAs cap interface. This surface QW is a direct

result of the band lineup between the cap and barrier layer, for which a valence band offset

exists between In0.53Ga0.47As and In0.52Al0.48As. The implication of the surface quantum

well to the resulting Id–Vg and gm–Vg characteristics can be appreciated by considering

the carrier population during device operation. Since this will be covered during the mo-

bility discussion (see Section 7.2.2.5), the main conclusions are presented here without

going into detail. When the device initially turns on, carrier population is confined to

the buried In0.75Ga0.25As QW channel and is maintained up to a certain gate bias. The

first transconductance peak is therefore related to current conduction in the buried chan-

nel. However, at higher gate bias, the band bending also begins to energetically favour
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Figure 7.10: Energy band diagram of the c802 device wafer depicting the presence of

two quantum wells; a buried In0.75Ga0.25As QW and a surface In0.53Ga0.47As QW.
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carrier transfer from the δ-doped supply layer into the surface QW. As the carrier pop-

ulation in the surface channel builds up, the 2DHG in the buried channel begins to be

electrostatically shielded from the gate electrode. As a result the carrier density in the

buried channel saturates. Further increase in gate bias will only benefit carrier confine-

ment in the surface quantum well. The mobility of these surface holes will be lower due

to dielectric and interface-related scattering phenomenon. However, transconductance is

determined by the product of the Cgc and the µeff. The transition from buried channel to

surface channel device operation gives rise to a larger gate-to-channel capacitance. It is

likely the reduction in effective mobility, with increasing gate bias, is superseded by the

increased Cgc [307, 308]. This in turn gives form to the second gm peak observed at the

higher gate bias for which surface channel device operation ensues. The parasitic surface

channel and its associated effects can be alleviated through appropriate band engineering.

This involves scaling down the thickness of the cap layer to a few monolayers. Enhanced

quantum confinement in the surface quantum well, arising from the down scaling, would

cause the lowest hole and electron subband energies to increase in energy and move away

from the band edges, thereby circumventing carrier spillover [310].

Apart from the double gm peaks, the appearance of kinks in the C–V characteris-

tics is another indicator of carrier spillover into the surface quantum well during device

operation. Illustrated in Figure 7.11 are the multi-frequency C–V curves obtained from

measurements of annular C–V capacitors fabricated alongside transistors on c802. In

agreement with previous experimental observations [307, 311–313], kinks are found to

be present in the C–V curves. These kinks are explained by the abrupt increase in the

gate-to-channel capacitance brought on by the onset of carrier occupation in the surface

quantum well. In theory Cgc should approach that of the gate dielectric capacitance,

which for Al2O3 is 1.1µF/cm2 based on the physical dielectric thickness of 6.5 nm based

on TEM imaging and a dielectric constant of 8 [26]. It is seen that Cmax at Vg = −2.5 V

approaches this value for the measurement frequency of 1 kHz. The effects of DOS and

charge quantisation [26] can be drawn on to account for the slight deviation of Cmax from

Cox, which is quantified to be 0.05µF/cm2.

It is further observed that the C–V characteristics of Figure 7.11 present with large

frequency dispersion in the range −2.5 V < Vg < 0.5 V. One possible cause of such

dispersion behaviour is often related to series resistance [16]. Shown in Figure 7.12(a)

is the equivalent circuit of a MOS capacitor consisting of the effective capacitance (C),

which is the oxide capacitance (Cox) in series with the semiconductor capacitance (Cs),

and a series resistance (R). For simplicity the MOS capacitor is assumed to be free
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Figure 7.11: C–V (1 kHz to 1 MHz, 295 K) characteristics representative of the c802

structure. MOS capacitors were fabricated using the annular C–V layout featuring

100µm diameter gate contacts. To provide an accurate measure of device admittance

characteristics MOS capacitors were realised alongside MOSFETs on the same sample,

and therefore subjected to identical processing conditions.

of interface traps and gate leakage. Also shown in Figure 7.12(a) is the measurement

circuit model, which comprises the measured equivalent parallel capacitance (Cm) and

conductance (Gm). The measured capacitance is given by [156, 314]:

Cm =
C

1 + (ωCR)2
, (7.2)

where ω = 2πf (f is the measurement frequency). From this equation it is seen that

the measured capacitance is reduced by the series resistance, resulting in a vertical-type

shift of the C–V curves with frequency, with its effect on capacitance being strongest in

accumulation and at high frequencies. This also illustrated in Figure 7.12(b), in which a

simulated ideal, multi-frequency C–V characteristic including the effect of a 3 kΩ series

resistance [314] is presented. Series resistance can arise from a number of sources including

substrate resistance, contact resistance and access resistance. In the annular C–V layout

the gap separation between the circular gate and concentric annular ring (ohmic contact)

enclosing it is 10µm. This separation, coupled with the large sheet resistance of the c802

wafer, gives rise to an access resistance of 3.59 kΩ.mm. Taking the contribution of Rc into

account, the resulting S/D series resistance is calculated to be 3.6 kΩ.mm. Although this

appears to suggest the capacitance measurements are affected by series resistance, there

are a number of reasons why series resistance cannot be held accountable for the observed
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Figure 7.12: (a) Equivalent circuit of a MOS capacitor with series resistance and the

measured circuit of a MOS capacitor, and (b) model C–V (1 kHz to 1 MHz) characteristics

of a p-MOS capacitor with only series resistance [314].

dispersion.

Frequency dispersion due to series resistance depends on ω−2 (see Equation (7.2)).

This however is not observed in the experimental results shown in Figure 7.11. In addition

to the vertical dispersion, a second type of dispersion, whereby the C–V curves shift

horizontally with gate bias, is also observed for −2.5 V < Vg < 0.5 V. This horizontal-

type dispersion (frequency-dependent flatband voltage shift) is not due to series resistance

since its effect on the C–V characteristics is limited to a frequency-dependent capacitance

change alone (see Figure 7.12(b)). Instead, the observed dispersion is related to interface

trap behaviour [163, 314]. Martens modelled the effects of interface traps on the C–V

response of a p-MOS capacitor in the absence of series resistance, the results of which are

illustrated in Figure 7.13 [314]. It is observed that the C–V response does not exhibit

a frequency-dependent flatband shift for Dit = 3.8 × 1011 cm−2eV−1. However when Dit

increases by an order of magnitude, the frequency-dependent flatband shift appears in

the C–V characteristics. This occurs when Dit > Cox/q [163, 314] which is the case for

Dit = 3× 1012 cm−2eV−1 based on the oxide parameters used in the simulation. Martens

attributes such frequency-dependent flatband voltage shift to weak Fermi level pinning

(WFLP) for which the Fermi level movement although not completely obstructed, is

heavily burdened by the presence of interface traps [163, 314]. It is further observed that at

even higher trap densities of Dit = 3×1014 cm−2eV−1 a vertical-type frequency dispersion

emerges resulting in a frequency dependent capacitance change. Extreme stretch-out can

be drawn on to explain this phenomenon [163, 314]. With increasing Dit the stretch-out

increases, resulting in very little change of the interface trap time constant, and therefore
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Fermi level, with voltage at the highest trap density. This is indicative of strong Fermi

level pinning, which explains the additional decrease in capacitance with frequency at the

highest trap densities.

It is observed that the measured result shown in Figure 7.11 resembles the simulation

result for Dit = 3 × 1014 cm−2eV−1 shown in Figure 7.13. In the case of c802 structure,

WFLP starts to occur when Dit > 6.9 × 1012 cm−2eV−1. Referring back to the Dit

distribution of the Al2O3/In0.53Ga0.47As illustrated in Figure 7.4, it is seen that the trap

density increases by almost an order of magnitude to 1×1014 cm−2eV−1 over a limited

energy range of 0.15 eV after device turn on. Such high trap densities correlate well with

the horizontal and vertical frequency dispersion noted in the C–V curves. Moreover, the

small C–V hump observed at Vg = 0 V is a typical signature of interface trap behaviour

[315]. Due to the high density of interface traps in the region of the bandgap swept by

the Fermi level above threshold, the efficiency of the gate control is reduced. This partly
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Figure 7.13: Simulations illustrating the effect of increasing interface trap density on

the C–V (1 kHz to 1 MHz, 295 K) characteristics of a p-MOS capacitor [314].
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accounts for the poor on-state performance.

The gate modulation efficiency is further hampered by the large gate-to-channel dis-

tance, which acts to reduce Cgc. As a consequence the transconductance and the resulting

drain current is lowered. Scaling down the cap layer for elimination of parasitic surface

conduction would improve the gate-to-channel capacitance. In addition, Cgc would also

benefit from thinning down the gate dielectric thickness. One limitation with the adop-

tion of Al2O3 is its dielectric constant (εox = 8). Switching to higher-k dielectrics such

as HfO2 would also help increase the gate-to-channel capacitance. A final improvement

in on-state performance can be achieved by adopting the inverted-channel design con-

cept, which eliminates the additional spacer layer thickness above the channel. The c805

devices, discussed in Section 7.2.3, are based on such a design.

7.2.2.5 Mobility Analysis

Effective mobility is a key parameter in assessing device performance. Illustrated in

Figure 7.14 is the effective hole mobility of the c802 device extracted as a function of

carrier density using a combination of C–V and I–V measurements (see Section 4.4.2.3).

The parameter extraction was based on the 100 kHz measurement (see Figure 7.11) of a

100µm-diameter capacitor and the linear Id–Vg characteristics (Vd = 50 mV) of a 20µm-

Lg MOSFET.
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Figure 7.14: Effective hole mobility versus sheet charge density for the c802 device,

extracted using a combination of the Id–Vg measurement of a 20µm-Lg transistor at

Vd = −50 mV and C–V measurement of a 100µm-diameter MOS capacitor at 100 kHz.

Included for comparison is the universal hole mobility of Si [316] and Ge [92].
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The extracted µeff–ps data of the c802 device presents with a peak effective mobility

of 271 cm2/Vs. Universal hole mobility in Ge and Si is also plotted for comparison (see

Figure 7.14). It is observed that the peak mobility of the c802 MOSFET is 1.85× and

1.4× higher in comparison to Si and Ge respectively. However, this peak occurs at a

relatively low carrier density of 2.96×1010 cm−2, and the mobility gain over Si and Ge

is not maintained at higher densities. Beyond the aforementioned carrier density value,

the mobility of the c802 device decreases rapidly reaching a value of 40 cm2/Vs at ps =

1×1012 cm−2. It is notable that at this carrier density µeff of c802 is 72% lower compared

to Si and 60% lower than in Ge. With increasing carrier density, c802 presents with a more

gradual reduction in mobility. Note that the mobility was extracted, with corrections for

parasitic S/D series resistance applied, but without interface trap corrections. Inclusion

of the latter correction during the extraction should improve the resulting µeff values. The

reason for this is that the capacitive contribution of the interface traps to the measured

capacitance leads to an overestimation of charge, which in turn results in the effective

mobility being underestimated [186, 317–319]. Alternatively, mobility calculation based on

the Hall effect technique [318] or capacitance measurement at low temperatures [26, 319]

would alleviate the Dit response, enabling a more accurate µeff to be evaluated.

To shed light on the µeff–ps relationship of the c802 device, 1D-PS simulations were

undertaken to map the hole population at different regions of device operation and are

shown in Figure 7.15. Below threshold the entire channel is populated by holes (see

Figure 7.15(a)). As a result, the mobility is limited by the effects of interface scattering

from both the back and the front interfaces of the buried channel, as well as remote ionised

impurity scattering from the δ-doping. For Vg > Vth, the charge centroid is located

between the centre and the front interface of the channel. Nonetheless, a significant

portion of the holes still populate the back of the channel (see Figure 7.15(b)). As holes

remain populated in the entire channel, the previous mentioned scattering mechanisms are

still in play. However the increase in carrier density enhances the screening of the dopants.

This in turns causes the mobility to rise and peak above threshold. With increasing gate

bias the charge centroid moves closer to the front of the channel, with an increase in the

hole concentration (see Figure 7.15(c)). In this region of operation the mobility becomes

dominated by interface scattering from the front interface of the channel, while the effects

of impurity scattering are still effectively screened. As a result the mobility starts to

show a decline. In addition, a small number of holes start to populate the quantum well

above the delta-doping resulting in a parasitic surface channel to form (see Figure 7.15(c)).

Further increase in gate bias causes the hole concentration to rise with the charge centroid

located approximately at the centre of the parasitic channel (see Figure 7.15(d)). Since
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no strain is induced in this quantum well, it is to be expected that the holes in this

parasitic channel would have a significantly lower mobility in comparison to the buried

channel. Additionally, due to multi-channel transport, µeff becomes a weighted average

of the carrier hole mobility in the buried and surface channels [312].

From a scattering perspective, the thinner channel and the closer proximity of the

δ-doping layer translate to interface scattering (due to front/back channel interface) and

ionised impurity scattering having a greater impact on surface channel mobility. The

proximity of the channel to the high-k dielectric also means surface holes are more strongly

affected by remote Coulomb scattering (RCS) from fixed charges within the dielectric

and/or trapped charges at the dielectric/semiconductor interface [81, 312]. There is also

the additional scattering mechanism from interface roughness [81]. These effects combined

Figure 7.15: One-dimensional Poisson-Schrödinger simulations of hole populations of

the c802 device for differing gate bias conditions.
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give rise to the observed degradation of hole mobility at higher carrier densities.

The ability to achieve and maintain a high effective mobility at higher densities is

correlated to the elimination of the parasitic surface conduction path. As previously

mentioned, this can be attained by thinning down the cap layer to a few monolayers in

thickness [310], which in turn would ensure only buried channel operation is sustained

at all gate biases. Moreover, increasing the strain by moving to higher indium-content

channels would enable much higher effective mobilities to be realised in the range of device

operation.

7.2.3 c805 Device Results and Discussion

In this section the performance of a 2µm-Lg device at a fixed gate-to-source/drain sep-

aration is first discussed. Following this, an assessment of the impact of Lside gap scaling

on device performance is presented.

7.2.3.1 2µm -Lg Device Performance

Figure 7.16 illustrates the DC output and transfer characteristics of a device with a Lg of

2µm and a Lside of 1µm, realised on a c805 wafer. These characteristics are representative

of measured devices of identical geometries.

Figure 7.16: Measured (a) output and (b) transfer characteristics of 2µm -Lg, 1µm -

Lside p-MOSFET realised on a c805 device wafer.

211



Chapter 7 Device Results 7.2 InGaAs-Channel Device Performance

From the output characteristics it is observed that the c805 device demonstrates

control of the drain current by the gate voltage. However the drain current continues

to increase at higher drain biases, without showing saturation. A maximum Id,sat of

12.8 mA/mm is obtained at Vg = −3 V and Vd = −2 V. Based on the transfer characteris-

tics a peak gm of 5.85 mS/mm is extracted at Vd = −2 V. It is noteworthy that the device

fabricated on the c805 wafer presents with a significant leap in on-state performance com-

pared to previous results on the c802 device (see Figure 7.2), subject to similar processing

and featuring identical geometrical layouts. For the same biases conditions c805 shows a

11× enhancement in drive current and 5.5× improvement in transconductance over that

of the c802 device. From the Id–Vd plot, a Ron of 151kΩ.µm was extracted at Vg = −3 V

and Vd = −50 mV. In comparison to c802, the on-resistance of c805 is 5.6× lower, however

there is a clear trade-off between the on-state and off-state performance. It is noticeable

that the c805 device is plagued by significant subthreshold leakage. As a result, unlike

the good switch-off characteristics of the c802 devices, devices on c805 do not switch-off.

Furthermore, the off-state performance degrades with increasing drain bias due to higher

subthreshold leakage currents. At Vg = 1.5 V, the leakage is found to increase by a factor

of 50 from 38.1µA/mm at Vd = −50 mV to 1.95 mA/mm at Vd = −2 V. The signifi-

cance of the subthreshold leakage is underscored by the fact that the leakage current is

approximately 15% of the maximum drain current at Vd = −2 V.

Off-state Performance

The aim of this discussion is to examine the possible causes that would explain the poor

off-state device characteristics. The interrogation begins with the consideration of the gate

leakage effects on the subthreshold drain current. For this purpose, a semi-logarithmic

plot of the Id–Vg and Ig–Vg curves are shown in Figure 7.17. It is observed that the gate

leakage current is at least three orders of magnitude smaller than the drain current in

the gate bias range of 0 V to 1.5 V. From this it is concluded that gate leakage is not the

reason for the high subthreshold currents.

A common source of poor off-state performance, resulting in incomplete device switch-

off, is a parasitic leakage path below the channel. This can arise from the delta-doping

layer behaving as a parasitic hole conduction layer. However, 1D-PS simulations did not

reveal any apparent hole population in the delta-doped layer (see Figure 7.19). Another

source of parasitic conduction often encountered in devices is attributed to leakage through

the buffer layer [91, 320, 321]. Buffer conduction mainly originates from non-intentionally

introduced p-type impurities and/or defects that are acceptor-like in nature during MBE

growth, which act as hole carriers [321]. This parasitic conduction can be suppressed by
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Figure 7.17: Semi-logarithmic plot of the measured Id–Vg and Ig–Vg characteristics of

the 2µm -Lg, 1µm -Lside p-MOSFET realised on a c805 device wafer.

employing n-type doping in the buffer, either as bulk or delta doping [69, 321], thereby

effectively isolating the channel from the buffer layer. In evidence to this, Irisawa et

al. [321] demonstrated a factor of 40 reduction in the off-state current of Ge p-channel

MOSFET by introducing antimony (n-type) delta doping 100 nm below the channel. Ad-

ditionally, the effects of BTBT in narrow gap semiconductors cannot be ignored. Given

the bandgap of the In0.75Ga0.25As channel is only 0.54 eV, the leakage due to BTBT is

partly held accountable for the observed high subthreshold currents.

One phenomenon that would explain the poor switch-off characteristics is Fermi level

pinning. This arises from the presence of a large density of interface traps at energy po-

sitions coincident with the Fermi level sweep during device operation. Due to significant

carrier trapping, the movement of the Fermi level becomes blocked at specific energy posi-

tions. As a consequence the carrier density in the channel can no longer be modulated by

the gate potential. Depending on the pinning position, either the off-state or on-state de-

vice performance is affected. If pinning occurs as the device attempts to turn off then the

channel would remain populated with carriers, resulting in incomplete switch-off. Based

on the Dit profile illustrated in Figure 7.4, FLP is highly likely to occur in the lower

half of the bandgap closer to the valence band edge, where trap densities reach values of

1×1014 cm−2eV−1 and show an ascending trend towards Ev. There is also experimental

evidence demonstrating FLP within the conduction band. Using a combination of Hall
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measurements and the split C–V technique, Taoka et al. [322, 323] quantitatively deter-

mined the Dit distribution within the conduction band of high-k/InGaAs MOS system.

The Dit profile was found to be dependent on the choice of gate dielectric, the interface

passivation technology and indium composition of InGaAs. However the Dit distribution

appeared to be relatively insensitive to the thickness of the gate dielectric. The pinning

position was evaluated to occur at trap energies in the range of 0.21 eV to 0.35 eV above

the conduction band edge of the Al2O3/In0.53Ga0.47As system [322, 323]. Based on 1D

1D-PS calculation, trap energies associated with c805 device operation is plotted in Fig-

ure 7.18. It is seen that in the subthreshold region the Fermi level sweeps trap energies

greater than 0.2 eV. This falls within the aforementioned trap energy range associated

with FLP. Therefore, it is highly likely FLP is preventing channel modulation in c805 as

the device is biased towards turn-off.

- 1 . 0 - 0 . 5 0 . 0 0 . 5 1 . 0
1 0 9

1 0 1 0

1 0 1 1

1 0 1 2

o f f - s t a t e

0 . 1 3
0 . 0 4 Etr  (eV)

0 . 3 3

0 . 2 0p ch
an

 (c
m-2 )

V g  ( V )

- 0 . 2 5

o n - s t a t e

Figure 7.18: Plot of channel carrier density and trap energy as a function of gate bias

for the c805 device wafer based on Poisson-Schrödinger simulations. Trap energy (Etr)

is defined as zero at the conduction band edge and negative within the bandgap.

An additional mechanism that could be hampering device turn-off is related to the

screening of gate potential due to electron accumulation in the In0.53Ga0.47As cap layer

[113]. In subthreshold operation the Fermi level moves into the conduction band (see

Figure 7.18). This in turn results in the parasitic surface quantum well being populated

by electrons. With increasing electron concentration the gate potential becomes screened,

thereby preventing further carrier depletion in the channel.
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On-state Performance

A number of factors can be drawn on to account for the significant improvement in drive

current and transconductance of devices on c805 compared to c802. Part of the reason

for the improved on-state performance is due to the better gate control of c805. This is

attributed to the smaller CET arising from the inverted device design of the c805 wafer,

for which the gate-to-channel distance is reduced by 5 nm over that of c802 wafer. The

resulting improvement in CET is quantified to be 1.57 nm.

The transport properties of the grown wafers are also significantly different. The sheet

resistance of the c802 wafer was previously determined to be 359.42kΩ/sq. In comparison,

the sheet resistance of the c805 wafer is 5× smaller, as shown in Section 7.2.3.2. This

improvement in transport is likely to arise from the hole mobilities being higher in c805.

Since the devices do not switch-off, an extraction of the effective mobility as a function of

the carrier density could not be performed on c805 to enable a comparison to be drawn

against c802. Instead numerical simulations of the hole population during device operation

are undertaken to explain the suggested mobility improvement in c805. Illustrated in

Figure 7.19 is the hole population at different regions of device operation based on 1D-PS

simulations. As the device turns on, carriers populate towards the back interface of the

channel (see Figure 7.19(a)). Therefore, mobility is likely to be limited by the effects of

interface scattering from the back of the channel and ionised impurity scattering due to

the dopants. With increasing gate bias the hole population in the channel increases, with

the charge centroid still located at the back interface (see Figure 7.19(b)). As a result of

the high hole accumulation the dopants are screened, therefore scattering due to ionised

impurities is diminished, resulting in a peak in the hole mobility. Further increase in the

gate bias results in the whole channel becoming populated with holes (see Figure 7.19(c)).

Now the holes are subject to scattering from both the front and back interfaces, which is

likely to cause a reduction in mobility. It is observed that a large fraction of holes still

reside at the back interface where carrier mobility is highest, therefore the drop-off in

mobility is inferred to be gradual. At a significantly high gate bias, apart from carrier

population in the buried channel, a small fraction of holes begin to populate the parasitic

quantum well (see Figure 7.19(d)). Interface and dielectric related scattering mechanisms

would significantly degrade the mobility of these surface holes. However, the presence

of a parasitic surface channel is not observed from the transfer characteristics shown in

Figure 7.16(b).

The smaller sheet resistance of the c805 wafer also means that the contribution of
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Figure 7.19: One-dimensional Poisson-Schrödinger simulations of hole populations of

the c805 device.

access resistance to Rsd would be substantially lowered for the device. The contact re-

sistance was determined to be 1.82Ω.mm based on TLM measurements. Inserting the

values of Rc and Rsh into Equation (6.4) results in a Rsd of 69.1Ω.mm. This is a factor

of 5 smaller than the series resistance of the c802 device. As a result, a larger fraction

of the gate and drain biases are dropped across the intrinsic regions of the device, rather

than being lost to parasitic series resistance. This is partly responsible for the higher

drive current and transconductance of the c805 device, however access resistance still

makes up approximately 90% of the total Rsd. Scaling the contact-to-gate spacing into

the sub–µm regime would greatly reduce the contribution of Rside to Rsd. In the process

significant improvements in the on-state performance is likely to be realised. This forms

the motivation for the Lside gap scaling study presented in Section 7.2.3.2.

It was previously highlighted that Dit is likely to be at its lowest in the upper half of
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the bandgap towards the conduction band. From Figure 7.18 it is observed that Fermi

level moves through this energy range in the saturation regime of device operation. A

smaller Dit distribution translates to better gate control of the channel, resulting in higher

performance in the on-state.

7.2.3.2 Gate-to-Source/Drain Gap Dependence

The aforementioned analysis of the c805 device revealed that the on-state performance is

being limited by the source/drain series resistance. Apart from the high sheet resistance,

the large contact-to-gate spacing of 1µm is the other key factor responsible for the high

series resistance. Therefore, the downsizing of Lside gaps would minimise the impact of Rsd

on device performance. In view of this, three gap sizes of 70 nm, 200 nm and 465 nm were

chosen for investigation. The implementation of these scaled gaps in device fabrication

required process development. Details of the developed process module can be found in

Section 6.4. Devices featuring the scaled gaps were fabricated employing the process flow

shown in Figure 6.22. In addition, devices featuring the standard 1µm gap were also

fabricated to allow for a comparison to be drawn against scaled gaps. Mask design for

fabrication encompassed devices of all four gaps. This ensured that all devices were subject

to identical processing, thereby eliminating process variations to device results. This was

particularly important given the run-to-run variability of Au/Zn/Au ohmic metallisation

which could have a large bearing on the resultant analysis. Although devices of different

gate lengths (300 nm, 1µm, and 20µm) were fabricated for each gap size, the following

discussion will be restricted to 1µm–Lg devices.

The drain current and transconductance of devices at all four gaps are compared

in Figure 7.20 at drain biases of −50 mV and −3.5 V. There is clear improvement in

drain current and transconductance as Lside is scaled from 1µm down to 70 nm. At

Vd = −50 mV and Vg = −3 V, the 70 nm-Lside device shows a factor of 5.2 enhancement in

drain current compared to the 1µm–Lside device. The transconductance is also improved

by a factor of 4.4. At the drain bias of −3.5 V and gate bias of −3 V, the drain current

is enhanced by 3.6× and the transconductance presents with 4.1× enhancement as the

gap is scaled from 1µm to 70 nm. A maximum Id,sat of 72.4 mA/mm and a peak gm

of 25.8 mS/mm are obtained from the transfer characteristics of the 70 nm gap at Vd =

−3.5 V.
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Figure 7.20: Transfer characteristics of c805 devices with Lg = 1µm and gate-to-

source/drain gaps, Lside, of 1µm, 465 nm, 200 nm and 70 nm at (a) Vd=−50 mV and (b)

Vd=− 3.5 V.

Illustrated in Figure 7.21 are the output characteristics of the devices with each of

the four Lside gaps. From the output conductance it is noted that the effect of impact

ionisation is enhanced for the devices with smaller gaps. This is a consequence of the

higher drain field arising from the minimisation of potential loss to the series resistance.

Impact ionisation could be partly contributing to the increase in drain current for the

smaller gap devices. The leakage floor is found to be fairly similar between devices fea-

turing 200 nm, 465 nm and 1µm Lside gaps. However the leakage floor of the 70 nm-Lside

device is 1.5× higher. The on-resistance extracted from the Id–Vd plots at Vg = −3 V
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Figure 7.21: Output characteristics of the c805 devices with Lg = 1µm and gate-to-

source/drain gaps, Lside, of (a) 1µm, (b) 465 nm, (c) 200 nm and (d) 70 nm.

and Vd = −50 mV decreased from 160kΩ.µm for the 1µm–Lside device to 31kΩ.µm for

the 70 nm-Lside device.

The sheet resistance and contact resistance of the c805 device was extracted using a

combination of device data obtained at different gate lengths and at different contact-to-

gate spacings. The extraction procedure is fairly straightforward. In the first instance,

on-resistance as a function of gate length is plotted for each of the Lside gaps. This is

illustrated in Figure 7.22(a). The total series resistance corresponding to each of the Lside

gaps is evaluated from the intercept of the fitted line with the y-axis. Given that the

contact resistance between the devices should be identical (or at least fairly similar), this

would act as a constant in Equation (6.4). As a result, Rsd can be plotted as a function

of the total Lside comprising the gap spacings at both the source and drain side of the

transistor, as shown in Figure 7.22(b). The total contact resistance is determined from

the intercept of the linear fit with the y-axis, which results in a Rc of 1.13 Ω.mm. From

the gradient of the fitted line the sheet resistance is determined to be 67.3kΩ/sq.
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Figure 7.22: Plot of (a) Ron as a function of gate length for Lside gaps of 70 nm, 200 nm

and 465 nm and (b) extracted Rsd as function of gap spacings.

7.2.4 Summary

InGaAs-channel MOSFETs based around a 10 nm thick, 75% indium-content channel

were fabricated in this work. The device layers were based on the buried-channel design

concept. Two wafers were grown: c802 was based on the non-inverted design while the

inverted design was adopted in c805. 2µm–Lg transistors at a fixed Lside of 1µm were

realised using an identical process flow. The technique of arsenic capping/de-capping was

employed for interface passivation, while Al2O3 was used as the gate dielectric.

The c802 device showed good current modulation, saturation behaviour and switch-

off characteristics, however several limitations were evident in the device characteristics.

The device presented with a positive threshold voltage of 0.189 V, a modest saturation

drain current of 1.14 mA/mm, a large subthreshold swing of 300 mV/dec and a small

on-off current ratio of 74. Large parasitic source/drain resistance (732 Ω.mm), a large

number of interface traps in the lower half of the bandgap and the presence of a parasitic

surface channel further degrade the performance of the device. Underlying causes for the

non-ideal aspects of device performance in both the on and off-state were presented and

argued.

The c805 device also demonstrated good control of drain current by the gate. The

on-state performance was found to be substantially improved compared to the c802 device

under the same gate/drain bias conditions (Id,sat = 12.82 mA/mm, gm = 5.85 mS/mm).

On-resistance was also found to be a factor of 5.6 lower. Smaller CET of the inverted

design, better material transport of the starting wafer, smaller Rsd as well lower Dit

levels were all found to contribute to the improved on-state performance. However the
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off-state characteristics were degraded for c805. The device suffered from substantial

subthreshold leakage current, which prevented switch-off to be achieved. Chief among the

arguments put forth to explain the high off-state current were buffer leakage and Fermi

level pinning in the region of subthreshold operation. In addition, ways of advancing the

overall performance of c805 device were discussed.

Gate-to-source/drain contact gap scaling was also examined on c805. Scaling the gap

from 1µm down to 70 nm, with the gate length fixed at 1µm, produced a factor of 3.6

enhancement in drain current and a factor of 4.1 improvement in device transconductance.

A maximum Id,sat of 72.4 mA/mm and a peak gm of 25.8 mS/mm were obtained at the

smallest gap.

7.3 InGaSb-Channel Device Performance

7.3.1 Device Specification and Processing

Figure 7.23 depicts the layer structure of the InGaSb-channel device wafers. Both wafers

are based on the inverted design concept. Similar to the InGaAs-channel wafers, a GaSb

cap was used as an in-situ passivant to suppress the oxidation of the AlSb barrier layer

and improve the quality of the high-k/III-V interface [93, 207, 259]. A notable difference

between the InGaAs and InGaSb-channel wafers though is the thickness of the cap. In-

clusion of a thicker cap layer in InGaSb-channel wafers caters for the GaSb etch resulting

from the ex-situ surface treatment prior to gate dielectric deposition (see Section 6.5.3.2).

AFM results indicated approximately 5.2 nm of p-GaSb is etched following 1% (NH4)2S

surface treatment. Although a 8 nm thick cap should ensure a GaSb layer of at least 2 nm

in thickness remains after the treatment, as a precautionary measure the thickness of the

grown cap layer was increased to 10 nm. The two wafers are differentiated by the thick-

ness and material composition of the channel. A 10 nm thick, 30% In-content channel

(1.23% strain) is employed in wafer 7-478, whereas wafer 7-479 features a thinner channel

of 7.5 nm in thickness and a higher indium composition of 40% (1.8% strain).

An ex-situ (NH4)2S surface treatment was employed on the air-exposed III-V epi

wafers to passivate the interface prior to gate dielectric deposition. The sulphidation

process was preceded by a degrease step comprising of a sequential rinse of the wafers for

1min each in acetone, methanol and isopropanol. This was followed by a 10min immersion

in (NH4)2S diluted to 1% concentration in deionised H2O, with the aqueous solution held

at room temperature (∼295 K). These conditions were determined to be optimum for

GaSb surfaces based on the interface passivation study presented in Section 6.5. The
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Figure 7.23: Layer structure of InGaSb-channel device wafers based on the implant-free,

flatband MOSFET architecture incorporating the inverted design concept and featuring a

biaxial compressively strained channel: (a) 7-478 with a 10 nm thick In0.3Ga0.7Sb channel

(1.23% strain) and (b) 7-479 with a 7.5 nm thick In0.4Ga0.6Sb channel (1.8% strain).

treated samples were then loaded into the ALD tool within as short a lag time as possible

from removal from the solution (∼4 min), in order to keep ambient contamination and

regrowth of native oxides to a minimum [26]. A 8 nm-thick (nominal) Al2O3 gate dielectric

film was formed by ALD using alternating pulses of TMA and H2O precursors at 300◦C,

in a TMA-first process. Based on TEM imaging, the physical thickness of the Al2O3 film

was determined to be 8 nm (see Figure 6.26(a)).

Processing for device realisation was identical between the two wafers. Transistors were

fabricated using a GF process flow (see Figure 6.3), consisting of a combined gate/marker

level and a separate ohmic level. A detailed listing of this fabrication process is included

in Appendix A.4. All devices feature a 1µm-Lside and 100µm-Wg. While transistors of

several gate lengths (500 nm - 20µm) were fabricated, the following discussion will be

primarily focussed on the 2µm-Lg devices. The measured results from both wafers are

presented and reviewed in a comparative manner.
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7.3.2 Results and Discussion: 7-478 vs. 7-479

Shown in Figure 7.24 are the typical DC output and transfer characteristics of MOSFETs

based around a 10 nm thick, In0.3Ga0.7Sb-channel (7-478) and a 7.5 nm thick, In0.4Ga0.6Sb-

channel (7-479). The measured devices feature a gate length of 2µm and a gate-to-

source/drain separation of 1µm.

-1

Figure 7.24: Measured (a) output and (b) transfer characteristics of the 2µm -Lg, 1

µm -Lside p-MOSFETs fabricated on 7-478 and 7-479 device wafers.

From initial inspection it is seen that the devices exhibit well-controlled current mod-

ulation and good saturation behaviour (see Figure 7.24(a)). A maximum saturation drain

curent of 49.43 mA/mm and 38.04 mA/mm are obtained for the 7-478 and 7-479 devices

respectively, under a gate bias of −3 V and a drain bias of −3.5 V. The transconduc-

tance values of both devices, evaluated at a drain bias of −3.5 V, are very similar (see

Figure 7.24(b)). A gm of 12.32 mS/mm is obtained for the device on 7-478 while the

7-479 device presents with a gm of 11.87 mS/mm. On the other hand, similar to the

off-state performance of the transistor fabricated on c805 (InGaAs-channel wafer based

on the inverted design), both InGaSb-channel devices do not switch-off. However the

off-state leakage as observed from Figure 7.24(b) is higher for 7-478 compared to 7-479.

The off-state current of the 7-478 device is 8.49 mA/mm at Vd = 2 V and Vg = −3.5 V.

Under similar gate and drain bias conditions, the device on 7-479 exhibits an Ioff that is

5.4× smaller. The differences in performance between the two devices are discussed in the

remainder of this section, which is organised into three parts. In the first two parts, the

off-state and on-state performance are presented. Following this the performance metrics
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of InGaSb-channel devices realised in this work are compared against transistors reported

in literature.

7.3.2.1 Off-State Performance

An analysis of the poor switch-off characteristics of c805, the InGaAs-channel device, was

previously presented (see Section 7.2.3.1). It is worth noting that a similar analysis also

applies to the InGaSb-channel devices to account for the degraded off-state performance,

therefore these arguments will not repeated here. Rather, the following discussion is in-

tended to elucidate the underlying reasons giving rise to the differing off-state performance

between 7-478 and 7-479 devices.

Shown in Figure 7.25 are the semi-logarithmic plots of the Id–Vg and Ig–Vg curves of

the 7-478 and 7-479 devices. It is seen that the gate leakage current is several orders of

magnitude lower than the drain current at all drain biases in the investigated gate bias

range. Therefore, gate leakage plays no part towards the observed high subthreshold drain

currents of the InGaSb-channel devices.

With the exception of the thickness and material composition of the channel, the 7-478

and 7-479 devices are identical in all other respects. This includes interface passivation and

processing for transistor fabrication. Based on this, the difference in the off-state leakage

currents between the devices is likely to arise from the Fermi level moving through differing

energy levels at the interface of Al2O3/GaSb. Illustrated in Figure 7.26 are the relevant

Figure 7.25: Semi-logarithmic plot of the measured Id–Vg and Ig–Vg characteristics of

2µm -Lg, 1µm -Lside p-MOSFETs realised on (a) 7-478 and (b) 7-479 device wafers.
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trap energies associated with the 7-478 and 7-479 transistor operation calculated based

on 1D-PS simulations. In the case of 7-478, the Fermi level is already at 0.18 eV above the

conduction band edge of GaSb (cap layer) as the device enters subthreshold operation.

On the other hand, the Fermi level is located closer to the conduction band edge in the

subthreshold region of 7-479 device operation. Based on the sulphide passivation study of

Al2O3/GaSb interfaces (see Section 6.5), it was concluded that Fermi level movement is

heavily obstructed by a large density of interface traps in the upper half of the bandgap

towards the conduction band. Although trap densities in this region of the bandgap were

not determined, based on the Dit profile shown in Figure 6.30 it is inferred that the trend

of ascending distribution in the lower half of the bandgap carries into the upper half and

into the conduction band. It is highly likely that Dit numbers in the high 1013 or even in

the 1014 cm−2eV−1 exist close to and into the conduction band. This implies FLP occurs

at trap energies located close to, or just a little into, the conduction band. For sake of

argument, the pinning position is assumed to be at Etr = 0.05 eV. The channel carrier

density corresponding to this trap energy level is demarcated in Figure 7.26. It is noted

that at the onset of FLP, the channel carrier density is lower for 7-479 in comparison to

7-478. This means the gate electrode is able to deplete more of the carriers in the 7-479

device before the potential is screened from the channel. This would account for the

subthreshold drain current being smaller for 7-479 compared to 7-478. Alternatively, if

the pinning is assumed to occur farther into the conduction band, for instance at 0.18 eV,

then it is possible the channel is completely depleted in the 7-479 device. In this case

Figure 7.26: Plot of channel carrier density and trap energy as a function of gate

bias for (a) 7-478 and (b) 7-479 device wafers based on Poisson-Schrödinger simulations.

Trap energy (Etr) is defined as zero at the conduction band edge and negative within the

bandgap.
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buffer leakage could be preventing complete switch-off in 7-479. However, due to FLP the

channel of the 7-478 device would still be populated with carriers. It is postulated that the

combination of FLP and leakage through the buffer is responsible for the observed off-state

leakage currents in InGaSb-channel devices. Moreover, undoped InGaSb channels have

been shown to possess residual p-type concentration [76, 92] and could possibly account

for the poor switch-off characteristics.

7.3.2.2 On-State Performance

InGaSb-channel devices demonstrate a clear improvement over the c805 device (InGaAs-

channel wafer based on the inverted design) with respect to saturation drain current

and maximum transconductance. For Vd = −2 V and Vg = −3 V, the drain current

of 7-478 and 7-479 are 3× and 2× higher respectively compared to c805. In terms of

transconductance, a factor of 2 and 1.6 enhancement is obtained for 7-478 and 7-479 in

relation to c805. This is to be expected given that hole mobilities in antimony-based

quantum well channels are higher to start with in comparison to InGaAs-channels, even

without strain induction. The incorporation of strain in the channel would only act to

further improve the mobility of holes. In addition to this, the InGaSb-channel devices

of this work benefit from a higher valence band offset of 0.43 eV at the quantum well

interfaces. On the other hand, the band offset of c805 is only 0.3 eV. The larger offsets

of the InGaSb-channel devices provide for improved carrier confinement in the QW. The

higher mobilities and enhanced carrier confinement enable better on-state performance to

be attained in InGaSb-channel devices.

Lower on-resistance values were also achieved in InGaSb-channel devices. From the

Id–Vd plot at Vd = −50 mV and Vg = −3 V, the on-resistance of the 7-478 device was

extracted to be 31.7 kΩ.µm. In a similar vein, the on-resistance of 7-479 was determined

to be 73.5 kΩ.µm. For the purpose of quantifying the series resistance associated with the

InGaSb devices, device on-resistance as a function of gate length is plotted in Figure 7.27

for 7-478 and 7-479. From this Rsd is evaluated to be 28.7 Ω.mm for 7-478 and 55.9 Ω.mm

for 7-479. The sheet resistance values of the device wafers were determined from Hall

measurements for which the results are presented in Table 7.1. Using the known values

of Rsd and Rsh, the contact resistance of the devices were calculated from Equation (6.4).

The contact resistance of the 7-478 device was 2 Ω.mm, while that of the 7-479 device was

5.32 Ω.mm.
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Figure 7.27: Ron as a function of gate length for the 7-478 and 7-479 devices, measured

at Vg = −3 V and Vd = −50 mV.

A closer inspection of the device characteristics, coupled with the Hall data, reveal

a somewhat unexpected discrepancy in the on-state performance between the InGaSb-

channel transistors. Contrary to the device with the thinner and higher indium content

InGaSb-channel (7-479) presenting with higher drive current and transconductance, better

on-state performance is in fact derived from the 7-478 device comprising a thicker and

less strained channel. This should not occur given that higher mobility and better carrier

confinement is to be expected of 7-479. Based on the Hall measurement though it seems

the mobility of 7-479 is smaller than that of the 7-478 wafer by a factor of two, while the

carrier densities only differ by a margin of 15%. This suggests that carrier scattering from

the back and front interfaces of the channel is dominant for devices employing AlSb layers

as a barrier, spacer and/or buffer. With decreasing channel thickness the holes populating

the channel are likely subject to a higher degree of interface scattering, which in turn would

limit the peak channel mobility that is reached. There are two ways this mobility-limiting

mechanism can be overcome in the 7-479 layer design. The obvious way would be to

relax the channel thickness. Alternatively the strain in the channel can be enhanced

Table 7.1: Van der Pauw data of the 7-478 and 7-479 device wafers.

Wafer Rsh (kΩ/sq) µh (cm2/Vs) ps (cm−2)

7-478 12.3 289 1.76×1012

7-479 22.7 136 2.03×1012
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by adopting an even higher indium composition for InGaSb, while still maintaining the

channel thickness. A combination of relaxed channel thickness coupled with higher strain

would greatly benefit the transport properties of 7-479. Such modifications would enable

7-479 to achieve mobilities higher than that of 7-478, thereby enhancing the resulting

on-state device performance.

During the off-state discussion it was highlighted that the trap densities in the upper

half of the bandgap are likely to be higher in contrast to the lower part of the bandgap.

From Figure 7.26 it is noted that both InGaSb-channel devices appear to be operating

in the upper part of the bandgap, it is therefore possible that the efficiency of the gate

control to modulate the channel charge is being affected. Shifting the device operation into

the lower half of the bandgap, where Dit reaches values into the mid 1012 cm−2eV−1 (see

Figure 6.30), would improve gate control. This would enhance the on-state performance

significantly. The off-state performance would also see improvement since it is moved

farther away from the FLP position, which in turn would enable the devices to be turned

off. This can be achieved with the adoption of lower work function gate metal. Device

performance would further benefit from EOT and Lside gap scaling.

7.3.2.3 Performance Benchmark

As a result of the focus within the III-V community being centred around n-channel

devices, there has only been a limited number of reports on III p-channel MOSFETs.

Regardless, it is worth benchmarking the performance of InGaSb-channel devices of this

work against reported literature.

A summary of the state-of-the-art device results on InxGa1−xSb(100)-based p-channel

MOSFETs, comparing Id,sat, gm, SS, Ion/Ioff and peak field-effect hole mobility (µh,FE),

is given in Table 7.2. Due to differences in device dimensions and architecture, and

choice and thickness of gate dielectric, among other differences, a like-for-like comparison

between the devices is challenging. The influence of device dimensions however is excluded

by normalising Id,sat and gm with respect to the gate lengths and widths specific to each

device. The corresponding driving voltages, as reported in each reference, are further

listed below Table 7.2. The following comparison is limited to the on-state performance

metrics of Id,sat and gm as the other metrics could not be evaluated for InGaSb-channel

devices of this work, due to incomplete device switch-off.
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Table 7.2: Summary of representative results on InxGa1−xSb(100)-based p-channel MOSFETs.

Device Channel Source/Drain Dielectrics EOT Id,sat × Lg gm × Lg SS Ion/Ioff µh,FE Ref.

architecture technology (nm) (mA/mm).µm (mS/mm).µm (mV/dec) (cm2/Vs)

Inversion type GaSb SA implant Al2O3 3.9 52.5 19.5 ∼600 265 200 [84] a

Inversion type GaSb SA implant Al2O3 4.88 22.5 · · · ∼260 >103 290 [85] b

Inversion type GaSb SA implant Al2O3 4.88 24 · · · 250 >103 160 [86] c

Inversion type GaSb SA implant Al2O3/RT-Y2O3 2.47 60 50 ∼400 4 80 [87] d

Inversion type GaSb SA implant Al2O3/HT-Y2O3 2.47 130 90 147 103 200 [87] d

Inversion type GaSb SA nickelicide Al2O3 2.44 20 · · · ∼400 ∼10 25 [88] e

Inversion type GaSb SA nickelicide Al2O3 3.9 ∼3 · · · 250 ∼50 ∼270 [89] f

Inversion type GaSb SA nickelicide Al2O3 4.88 4.25 · · · ∼320 ∼50 ∼11 [90] g

Surface-channel QW In0.2Ga0.8Sb SA nickelicide Al2O3 3.9 210 145 140 >104 ∼510 [89] h

Surface-channel QW In0.36Ga0.64Sb SA implant HfO2 1.95 69 39 · · · · · · · · · [91] i

Surface-channel QW In0.35Ga0.65Sb SA implant Al2O3 4.88 360 470 120 >104 740 [92, 93] j

Buried-channel QW In0.35Ga0.65Sb SA implant Al2O3 4.88 · · · 700 125 >104 910 [92, 93] j

Buried-channel QW In0.3Ga0.7Sb LA Au/Zn/Au Al2O3 3.9 98.9 24.6 · · · · · · · · · This work

Buried-channel QW In0.4Ga0.6Sb LA Au/Zn/Au Al2O3 3.9 76.1 23.8 · · · · · · · · · This work

a Vg = −4 V and Vd = −3 V
b Vg = −3.75 V and Vd = −2 V
c Vg = −3 V and Vd = −3 V
d Vg = −1.5 V and Vd = −1.5 V
e Vg = −3 V and Vd = −1 V
f Vg = −1.5 V and Vd = −0.5 V
g Vg = −2 V and Vd = −1 V
h Vg = −2.5 V and Vd = −2 V
i Vg = −3 V and Vd = −2 V
j Vg = −2 V and Vd = −2 V
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It is noted that the drain currents of antimonide devices realised in this work are among

the highest reported values. In contrast to this the transconductance values are among the

lowest reported values. The primary reason for this is the large gate-to-source/drain gaps

in devices of this work, which causes a dramatic reduction in the extrinsic transconduc-

tance numbers. On the other hand, the devices reported in literature employ self-aligned

implant or nickelicide for source/drain junction formation. A factor of four improvement

in transconductance was demonstrated for InGaAs-channel devices, realised in this work,

by scaling gap spacings from 1µm to 70 nm (see Section 7.2.3.2). A similar gap scaling ex-

ercise for InGaSb-channel devices would result in higher, and therefore more competitive,

gm values, as well as higher drain currents, to be attained.

7.3.3 Summary

InGaSb-channel MOSFETs based on the buried channel, inverted design concept were

realised for investigation of device characteristics. Two wafers were grown in order to

compare the effect of channel variations in terms of thickness and material composition.

The 7-478 wafer featured a 10 nm thick, 30% indium-content channel, whereas a 7.5 nm

thick, 40% indium-content channel was adopted in the 7-479 wafer. Both wafers were

subject to an ex-situ ammonium sulphide treatment, the choice of interface passivation

adopted for GaSb surfaces based on the interface engineering study undertaken in Chap-

ter 6. Similar to InGaAs-channel devices, Al2O3 was employed as a gate dielectric in the

InGaSb devices, but with a thickness of 8 nm. Devices were fabricated using a common

process flow. Device analysis was restricted to the 2µm–Lg, 1µm–Lside MOSFETs.

Both InGaSb-channel devices demonstrated good gate modulation of the drain cur-

rent. High drive currents and reasonable transconductance numbers were realised for

7-478 (Id,sat = 49.4 mA/mm, gm = 12.3 mS/mm) and 7-479 (Id,sat = 38 mA/mm,

gm = 11.9 mS/mm) devices. The on-state characteristics of these devices were found

to outperform that of c805 (InGaAs-channel device based on the inverted design). The

improvement in performance for InGaSb-channel devices was attributed to the higher

channel mobilities and better carrier confinement. Based on Hall measurements, it was

found that InGaSb-channel wafers have a significantly lower sheet resistance in comparison

to InGaAs-channel wafers. Modifications required to improve the on-state characteristics

were also discussed. Suggestions included scaling the Lside gap and the EOT, as well as

shifting device operation into the lower half of the bandgap where Dit levels are lower.

Similar to the off-state performance of c805, 7-478/7-479 devices could not be switched

off. Although the subthreshold leakage current of 7-479 was 5.4× lower in comparison to
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7-478. The possible causes that would account for the difference in off-state performance

between the devices was pursued. An argument based on the FLP position in relation to

the trap energies swept by the devices in subthreshold operation was put forward. The

higher off-state leakage of 7-479 was rationalised on the basis that in subthreshold the

device operates farther into the conduction band where pinning is expected to occur as

opposed to 7-479 being on the fringes of the conduction band. As a result, the pinning

of 7-478 occurs at a point where a substantial number of carrier reside in the channel,

whereas more of the carriers would already have been depleted in 7-479 before it gets

pinned. The section was concluded by benchmarking the performance of InGaSb-channel

devices of this work against antimony-based devices reported in literature.
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8

Conclusions and Future Work

8.1 Conclusions

With conventional Si CMOS scaling approaching its limits, innovations based on non-Si

materials and new device architectures are required to facilitate improvements in transistor

performance and extend the logic device roadmap. Future performance enhancements

require a reduction in supply voltage to minimise power dissipation in logic circuits.

However, this negatively impacts the drive current and switching speed of Si transistors.

This can be mitigated by replacing the Si channel with alternate channel materials, in

which charge carriers traverse at much higher velocities. In this regard III-V materials,

owing to their superior electron transport properties, appear to be a promising n-channel

candidate for post-Si CMOS.

Several key challenges, however, need to be addressed before III-Vs can be deployed

in CMOS. These include a high quality dielectric/III-V gate stack, a low-resistance

source/drain (S/D) technology, heterointegration onto a Si platform and a viable III-

V p-MOSFET. This Thesis specifically addressed the development and demonstration of

planar III-V p-MOSFETs, to complement the n-MOSFET, thereby enabling an all III-V

CMOS technology to be realised. This work explored the application of InGaAs and In-

GaSb material systems as the channel, in conjunction with Al2O3/metal gate stacks, for

p-MOSFET development based on the buried-channel flatband device architecture. The

body of work undertaken comprised material development, process module development

and integration into a robust fabrication flow for the demonstration of p-channel devices.

The main findings and accomplishments of this Thesis are summarised below:

• The parameter space in the design of the device layer structure, based around

the III-V channel/barrier material options of Inx≥0.53Ga1−xAs/In0.52Al0.48As and
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Inx≥0.1Ga1−xSb/AlSb, was systematically explored to enhance channel transport,

with emphasis on the hole mobility. The impact of the spacer and channel thick-

ness, biaxial compressive strain, δ-doping density and doping strategy on channel

transport were examined using pre-MOSFET structures, based on the flatband de-

vice architecture. Channel carrier density and mobility were determined from Hall

measurements. Lattice-matched In0.53Ga0.47As pre-MOSFETs demonstrated mod-

est room temperature (RT) hole mobilities (60-70 cm2/Vs). The modest values

are a result of parallel conduction as determined from temperature-dependent Hall

measurements. In comparison, In0.85Ga0.15As pre-MOSFETs incorporating 2.1%

strain exhibited 4.5-7× higher hole mobility, depending on the doping strategy.

Dopant segregation giving rise to mobility degradation in inverted structures was

suppressed by reducing the growth temperature from 450 ◦C to 400 ◦C, as confirmed

by SIMS analysis. A key achievement is the mobility of 433 cm2/Vs obtained for

the non-inverted In0.85Ga0.15As pre-MOSFETs (2.1% strain), which is the highest

RT hole mobility of any InGaAs QW channel reported to date. The doping strategy

and channel strain, with all other design parameters being equal, were studied for

Inx≥0.1Ga1−xSb pre-MOSFETs. In0.3Ga0.7Sb pre-MOSFETs featuring 1.21% strain

demonstrated hole mobilities of 1096 cm2/Vs (non-inverted) and 818 cm2/Vs (in-

verted) compared to the mobility of 738 cm2/Vs for the lattice-matched In0.1Ga0.9Sb

structure. However, lower channel carrier densities were obtained for strained pre-

MOSFETs owing to the increase in the energy of valence band states, resulting in

reduced charge transfer. The sheet resistance (Rsh) of these antimonide-based pre-

MOSFETs are competitive with reported literature and only fall short of the results

reported on the GaSb/AlAsSb material option which benefits form enhanced charge

transfer due to the large valence band offset and double-sided doping.

• During the course of this work, a number of process modules that comprise the over-

all device flow were developed and experimentally validated as isolated entities prior

to device integration. The first of these modules is ohmic contacts. It is noted that

in this work ohmic contacts were developed purely to enable transistor realisation

and not as a technological solution, advancement or integration. The implant-free

nature of the flatband devices made the development and optimisation of contacts

challenging. Thermally annealed Au/Zn/Au metallisation was investigated as a con-

tact solution, with a 5 nm thick lower Au metal serving as a nucleation layer within

the contact scheme. The contacts were developed on pre-MOSFETs based around

InGaAs and InGaSb channels, capped with InGaAs and GaSb layers respectively.
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The performance of contacts was evaluated from TLM structures. A series of ex-

periments were conducted to investigate the effects of the Zn and upper Au layer

metallisation thickness, a diffusion barrier in the contact scheme and de-oxidation

conditions prior to metallisation on the resulting contact performance. A 1HCl

: 4H2O for 30 s de-oxidation procedure prior to Au(5 nm)/Zn(40 nm)/Au(150 nm)

metallisation annealed at 380◦C for 120 s resulted in the lowest contact resistance

(Rc) of 10.77±0.46 Ω.mm for contacts on InGaAs pre-MOSFETs. The best perform-

ing contacts on InGaSb pre-MOSFETs had a Rc of 1.862±0.35 Ω.mm, obtained for

Au(5 nm)/Zn(40 nm)/Au(100 nm) metallisation annealed at 340◦C for 120s, with a

de-oxidation condition of 1HCl : 2H2O, 60 s. A more concentrated HCl solution, in

conjunction with a longer de-oxidation time, was required for contacts on InGaSb

pre-MOSFETs as the de-oxidation procedure of 1HCl : 4H2O for 30 s yielded poor

and unreliable contact performance (Rc = 4.808±5.35 Ω.mm). One issue with this

contact scheme is the possible run-to-run variation in contact performance between

identically processed samples, likely arising from the variable deposition rate of Zn.

• In addition to optimising contacts for lower Rc, the access resistance, Rside, needed

to be minimised to mitigate the effects of parasitic S/D series resistance on device

performance. One contribution to Rside is the gap spacing, Lside, between the gate

and S/D contacts, with smaller gaps providing lower Rside. Due to lithographic con-

straints, Lside was limited to 1µm in the fabrication process previously developed

in the group for n-MOSFET realisation, and also adopted for p-channel devices

of this work. A fabrication process for deep submicron Lside scaling was therefore

examined in this work. Self-aligned (SA) and lithographically-aligned (LA) tech-

niques were reviewed to arrive at a methodology that was process compatible with

III-V p-MOSFETs of this work. A LA double ohmic patterning approach, in which

source and drain contacts are defined concurrently over two levels of lithography,

was chosen for development. In this approach, stripe contacts (2µm×100µm) are

first aligned to the gate and patterned. Submicron gaps are realised from limiting

the lithography to well within the electron back scatter range, thereby alleviating

proximity effect and its impact on resist exposure. Subsequently large contacts

(150µm×100µm), required for measurements using wafer probes, are patterned to

overlap the stripe contacts for electrical continuity. To realise S/D contacts that

are ohmic across both the stripe and large contacts annealing is done post large

contact patterning. The developed process yielded a variety of gap spacings from

sub-100 nm up to 1µm, with a key highlight being the ability to realise gaps as small
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as 20 nm. Smaller gaps could not be realised due to issues with metal flagging, over-

lapping edges between the gate and stripe contacts, and metal lift-off. For device

implementation, gaps smaller than 70 nm were deemed unsuitable based on the in-

creased line edge roughness observed at these gap dimensions. Metal discontinuity,

from erosion of substrate material, along the overlapping edge between the stripe

and large contacts was revealed from the mechanical validation of the fabrication

process on MOSFET material. Electrochemical etching resulting from the partial

exposure of the stripe contact metal to the wet etching solution during the gate ox-

ide etch, prior to large contact metallisation, was identified as the cause of substrate

erosion. This was mitigated by removing the oxide etch step from the process flow.

With large contacts serving as bondpads in the revised process the ohmic anneal

was performed post stripe contact metallisation, without detriment to the resulting

contact performance.

• The final module developed was the gate stack. As high-k/InGaAs gate stack mod-

ules, available within the Nonclassical CMOS Research Centre, were mature, no

further development was needed. Focus, therefore, was placed on high-k integra-

tion on GaSb. Realising an unpinned high-k/GaSb interface, with a low defect

density, is particularly challenging due to the presence of thick native oxides on

GaSb. Among the reported studies, ammonium sulphide ((NH4)2S), a wet treat-

ment that has shown a great deal of success for high-k/InGaAs interfaces, had only

received little attention in high-k/GaSb systems. Thus, in this work, the effective-

ness of (NH4)2S treatments, in the range 1%-22%, was systematically investigated

for improving the electrical properties of the high-k/GaSb interface. p-GaSb sur-

faces were treated in 1%, 5%, 10% and 22% (NH4)2S solutions for 10 min at 295 K

prior to ALD of Al2O3. The effects of the treatment were electrically assessed from

frequency-dependent C–V measurements. While the 1% treated sample showed the

largest capacitance swing, in conjunction with the smallest flatband voltage shift

and stretch-out, a pinned Fermi level was obtained for the 22% treatment. A large

interface trap density (Dit) response was evident in the upper half of the bandgap

in all samples. The 1% treated sample had a U-shaped Dit distribution with a min-

imum of 4×1012 cm−2eV−1 at Ev+0.27 eV. The formation of interfacial layers for

the 10% and 22% treatments, as revealed from TEM analysis, degraded the electri-

cal properties reflected in the C–V characteristics. An extended study, comprising

immersion times of 1, 5 and 10 min at each of the (NH4)2S concentrations, was

conducted to quantify the surface roughness as well as the etching nature of the
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treatments on GaSb, based on AFM analysis. While no appreciable difference in

roughness (1.37–1.45 nm) was noted for the 1% and 5% treatments, the roughness

monotonically increased for the 10% and 22% treatments with increasing immer-

sion times. Gate control in MOSFETs would be compromised from the increased

surface roughness and interfacial layers at the higher (NH4)2S concentrations. The

pronounced chemical activity resulting from the higher sulphide concentrations and

longer immersion times was also reflected in the thickness of GaSb etched. Knowl-

edge of the treatment-dependent etch character was important in order to account

for this during epi-layer growth. The 1% treatment, shown to be being most ef-

fective in this study, was adopted for the antimonide MOSFETs developed in this

work.

• A number of III-V p-MOSFETs based on InGaAs and InGaSb-channels with the

most promising hole transport, as determined from the pre-MOSFET investiga-

tion, and using the developed process modules were demonstrated in this work.

The InGaAs-channel devices, non-inverted and inverted, employed a 10 nm thick

In0.75Ga0.25As-channel and a 6.5 nm thick Al2O3 gate dielectric. Interface passiva-

tion was based on the technique of capping the epi-layers with As2 during growth

followed by As2 decapping in the ALD tool prior to Al2O3 deposition. Non-inverted

devices, with Lg=2µm and Lside=1µm, exhibited good current modulation, sat-

uration behaviour and switch-off characteristics. Several aspects of performance

however were non-ideal; depletion-mode operation (Vth=0.189 V), modest Id,sat

(1.14 mA/mm), double peaked gm (1.06 mS/mm), high SS (301 mV/dec), high Ron

(845 kΩ.µm) and small Ion/Ioff (74). A large access resistance of 718.84 Ω.mm, a

high Rsh of 359.42 kΩ/sq, a high Dit in the lower half of the bandgap of device

operation, a large CET of 5.93 nm and parasitic surface channel conduction were

identified as causes for the non-ideal device characteristics. On the other hand,

inverted devices, of identical device geometries to non-inverted devices, had sub-

stantially improved on-state performance. The metrics of Id,sat, gm and Ron were

enhanced by 11×, 5.5× and 5.6× over that of non-inverted devices. This improve-

ment is attributed to inverted devices having a CET that is 1.57 nm smaller, a 5×
lower Rsh, a 5× smaller access resistance and a lower Dit in the on-state region of

device operation. However inverted devices did not switch-off due to substantial

subthreshold leakage, likely resulting from buffer leakage and Fermi level pinning.

The benefit of scaling Lside from 1µm down to 70 nm, for mitigating the impact of
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access resistance on device performance, was demonstrated on 1µm–Lg inverted de-

vices. An Id,sat of 72.4 mA/mm and a gm of 25.8 mS/mm, greater by a factor of 3.6

and 4.1 compared to 1µm–Lside devices, were obtained for 70nm–Lside devices. The

InGaSb-channel devices, based on the inverted doping strategy, employed a 10 nm

thick In0.3Ga0.7Sb-channel and a 7.5 nm thick In0.4Ga0.6Sb-channel. The ex-situ 1%

(NH4)2S treatment for 10 min at RT, developed in this work, was used for interface

passivation prior to ALD of 8 nm-thick Al2O3. Both sets of devices, despite demon-

strating well-controlled current modulation and good saturation behaviour, could

not be switched off. In terms of the on-state characteristics, In0.3Ga0.7Sb-channel

(Id,sat = 49.4 mA/mm, gm = 12.3 mS/mm, Ron = 31.7 kΩ.µm) and In0.4Ga0.6Sb-

channel (Id,sat = 38 mA/mm, gm = 11.9 mS/mm, Ron = 73.5 kΩ.µm) devices out-

performed the InGaAs-channel devices, for identical 2µm–Lg, 1µm–Lside transis-

tor geometries. This was a result of the significantly lower Rsh of 12.3 kΩ/sq and

22.7 kΩ/sq in In0.3Ga0.7Sb-channel and In0.4Ga0.6Sb-channel devices, respectively.

Despite the higher channel strain, the hole mobility of In0.4Ga0.6Sb-channel devices

was a factor of 2.1 lower compared to In0.3Ga0.7Sb-channel devices. This indicated

carrier scattering from channel/barrier interfaces, employing AlSb as the barrier, to

be dominant in thinner channels. It is notable that the drain currents (normalised

to Lg and Wg) of the InGaSb-channel devices of this work are among the highest

values reported in literature. Based solely on the on-state performance, it can be

argued that III-V p-MOSFETs based on InGaSb as opposed to InGaAs channels

are more suited as the p-channel option for post-Si CMOS.

8.2 Future work

The focus of this work has been the development of materials and process modules for

device integration, enabling the demonstration of III-V p-channel MOSFETs. Results

based on the first iteration of devices indicate the performance potential of InGaSb as

the p-channel solution in all III-V approach for post-Si CMOS. However, further material

and process optimisation is required to tackle the shortcomings in the performance of

InGaSb-channel devices. Some key areas for progression are listed below:

• Channel transport: As the body of work for layer optimisation was limited, an

extended investigation of design parameter space should be carried out to fine tune
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the layer structure for enhanced channel transport. To account for all mobility-

limiting mechanisms, thus enabling for a more rigourous optimisation, the investi-

gation should be based on MOSFET structures.

• Gate stack: The 1% (NH4)2S treatment, shown to be most effective in this work,

may not necessarily be the optimal treatment for Al2O3/GaSb interface passivation.

Sulphide concentrations between 0% and 5%, for a variety of treatment times, should

be further explored. In conjunction, FGA, well known for defect passivation in gate

stacks, should be examined. Plasma-based treatments and low-temperature ALD,

reported as being effective for high-k/GaSb interfaces, should form other avenues of

study.

• EOT: For improvement in both the on- and off-state performance, the present EOT

of 3.9 nm should be scaled to 1 nm or lower. Scaling the Al2O3 to ≤2 nm, to achieve

this EOT target, is not practical due to the significant increase in gate leakage at

these oxide thicknesses. A higher-k dielectric on its own or as a component of a

bilayer gate stack, comprising Al2O3, should be investigated for EOT scaling.

• Access resistance: Based on the fabrication process for Lside scaling, developed in

this work, devices with 70nm–Lside should be realised to enhance Id,sat and gm. For

CMOS compatibility, SA fabrication processes should also be revisited. Due to the

incompatibility of Si3N4 spacers, the fully SA process developed in the group to re-

alise 70 nm gaps in III-V n-MOSFET was not used for p-channel device fabrication.

A substitute spacer material should therefore be investigated.

238



A

Fabrication Process Flows

A.1 Hallbar Structure (Photolithography)

A.1.1 Ohmic

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - Microposit S1818, 4 krpm, 30 s.

Bake - 90 ◦C oven, 15 min.

MA6 Exposure - 3.8 s, hard contact.

Develop - 75 s Microposit Developer:H2O (1:1), 30 s H2O rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

De-oxidise - 30 s HCl:H2O (1:4), 30 s H2O rinse, N2 blow dry.

Metallise - Au 10 nm, Zn 5 nm, Au 150 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.

RTA - N2 ambient, 400 ◦C, 3 s.

A.1.2 Isolation

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - Microposit S1818, 4 krpm, 30 s.

Bake - 90 ◦C oven, 30 min.

MA6 Exposure - 3.8 s, hard contact.

Develop - 75 s Microposit Developer:H2O (1:1), 30 s H2O rinse, N2 blow dry.
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Appendix A. Fabrication Process Flows A.1 Hallbar Structure (Photolithography)

Dehydration Bake - 200 ◦C hotplate, 5 min.

Spin Resist - SU-8, 500 rpm, 30 s −→ 3 krpm, 30 s.

Bake - 65 ◦C hotplate, 1 min. 95 ◦C hotplate, 1 min.

MA6 Exposure - 4.5 s, hard contact.

Develop - 1 min Microposit EC Solvent, 30 s IPA rinse, N2 blow dry.

Bake - 150 ◦C hotplate, 1 min.

De-oxidise - 30 s HCl:H2O (1:4), 30 s H2O rinse.

Etch - 80 s H3PO4:H2O2:H2O (1:1:10), 30 s H2O rinse, N2 blow dry.

Remove Resist - >24 hrs Microposit Remover 1165, IPA rinse, N2 blow dry.
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A.2 Baseline InGaAs-Channel Devices (EBL)

A.2.1 Marker/Gate

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - 8% 2010 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

Spin Resist - 4% 2041 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

VB6 Exposure - Global markers: Dose 330µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

- Penrose markers: Dose 360µC/cm2, 1 nA beam, 4 nm spot, VRU 4.

- Lg=100 nm: Dose 1150µC/cm2, 4 nA beam, 9 nm spot, VRU 20.

- Lg=0.3−2µm: Dose 725µC/cm2, 4 nA beam, 9 nm spot, VRU 20.

- Lg=20µm: Dose 330µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

Develop - 60 s IPA:MIBK (2.5:1) at 23 ◦C, 30 s IPA rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

Metallise - Al 20 nm, Au 100 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.

A.2.2 Ohmic

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - 12% 2010 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

Spin Resist - 4% 2041 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

VB6 Exposure - Dose 305µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

Develop - 60 s IPA:MIBK (2:1) at 23 ◦C, 30 s IPA rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

Al2O3 Etch - 2 min 45 s AZ 400k Developer, 30 s H2O rinse, N2 blow dry.

Metallise - Au 5 nm, Zn 40 nm, Au 150 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.

Furnace Anneal - FG (5% H2: 95% N2) ambient, 380 ◦C, 2 min.
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A.3 Scaled Lside InGaAs-Channel Devices (EBL)

A.3.1 Marker/Gate

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - 8% 2010 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

Spin Resist - 4% 2041 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

VB6 Exposure - Global markers: Dose 330µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

- Penrose markers: Dose 360µC/cm2, 1 nA beam, 4 nm spot, VRU 4.

- Lg=100 nm: Dose 1150µC/cm2, 4 nA beam, 9 nm spot, VRU 20.

- Lg=0.3−2µm: Dose 725µC/cm2, 4 nA beam, 9 nm spot, VRU 20.

- Lg=20µm: Dose 330µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

Develop - 60 s IPA:MIBK (2.5:1) at 23 ◦C, 30 s IPA rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

Metallise - Al 20 nm, Au 100 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.

A.3.2 Stripe Ohmic (2µm×100µm)

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - 4% 2010 PMMA, 3 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

Spin Resist - 2.5% 2041 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

VB6 Exposure - Lside=70 nm: Dose 200−290µC/cm2, 8 nA beam, 12 nm spot, VRU 12.

- Lside=200 nm: Dose 280− 330µC/cm2, 8 nA beam, 12 nm spot, VRU 12.

- Lside=465 nm: Dose 230−330µC/cm2, 64 nA beam, 33 nm spot, VRU 12.

- Lside=1µm: Dose 305µC/cm2, 8 nA beam, 12 nm spot, VRU 12.
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Develop - 60 s IPA:MIBK (2:1) at 23 ◦C, 30 s IPA rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

Al2O3 Etch - 2 min 45 s AZ 400k Developer, 30 s H2O rinse, N2 blow dry.

Metallise - Au 5 nm, Zn 40 nm, Au 100 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.

Furnace Anneal - FG (5% H2: 95% N2) ambient, 380 ◦C, 2 min.

A.3.3 Large Ohmic (150µm×100µm)

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - 12% 2010 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

Spin Resist - 4% 2041 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

VB6 Exposure - Dose 305µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

Develop - 60 s IPA:MIBK (2:1) at 23 ◦C, 30 s IPA rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

Metallise - Ti 30 nm, Pt 50 nm, Au 100 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.
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A.4 Baseline InGaSb-Channel Devices (EBL)

A.4.1 Marker/Gate

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - 8% 2010 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

Spin Resist - 4% 2041 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

VB6 Exposure - Global markers: Dose 330µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

- Penrose markers: Dose 360µC/cm2, 1 nA beam, 4 nm spot, VRU 4.

- Lg=100 nm: Dose 1150µC/cm2, 4 nA beam, 9 nm spot, VRU 20.

- Lg=0.3−2µm: Dose 725µC/cm2, 4 nA beam, 9 nm spot, VRU 20.

- Lg=20µm: Dose 330µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

Develop - 60 s IPA:MIBK (2.5:1) at 23 ◦C, 30 s IPA rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

Metallise - Al 20 nm, Au 100 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.

A.4.2 Ohmic

Clean Substrate - 5 min 40 ◦C acetone, 5 min IPA, N2 blow dry.

Spin Resist - 12% 2010 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

Spin Resist - 4% 2041 PMMA, 5 krpm, 60 s.

Bake - 180 ◦C oven, 1 hr.

VB6 Exposure - Dose 305µC/cm2, 64 nA beam, 33 nm spot, VRU 40.

Develop - 60 s IPA:MIBK (2:1) at 23 ◦C, 30 s IPA rinse, N2 blow dry.

Ash - O2 plasma, 40 W, 60 s.

Al2O3 Etch - 5 min AZ 400k Developer, 30 s H2O rinse, N2 blow dry.

Metallise - Au 5 nm, Zn 40 nm, Au 100 nm.

Lift-off - 2 hrs 40 ◦C acetone, 5 min IPA, N2 blow dry.

Furnace Anneal - FG (5% H2: 95% N2) ambient, 340 ◦C, 2 min.
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