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Preface

This thesis is an account of the work carried out in the Institute of Grav-

itational Research at the University of Glasgow between October 2013 and

September 2014. The research here contributes to the investigation into the

validity of the fluctuation-dissipation theorem in non-equilibrium systems such

as future cryogenic gravitational wave detectors. The method used in this the-

sis involved measuring the thermal noise associated with a thin film platinum

resistor, known as Johnson noise, with a thermal gradient present across the

resistor. This investigation was carried out at the suggestion of Dr. Giles

Hammond.

Chapter 1 provides a description of gravitational waves as well as potential

sources. It also describes methods of detection and noise sources associated

with the detectors. This work has been derived from current literature.

In Chapter 2, the theory of thermal noise is discussed. The mechanism of

thermal noise and how it is quantified is shown, as well as a brief explanation

into the motivation behind investigating non-equilibrium systems. This work

has also been derived from current literature.

Chapter 3 describes the experimental setup used in this investigation. The

design of the apparatus used to produce a thermal gradient across the sam-

ple resistor is explained as well as the control system and computer code that

was used to maintain the required temperatures across the resistor. The ex-

perimental setup was designed with the help of Dr. Giles Hammond. The

apparatus was constructed with the help of Mr. Russell Jones and Mr. Colin

Craig and the electronics were built with the assistance of Mr. Steven O’Shea.

In Chapter 4, provides a description of the modelling and testing of the

xii



Preface

experimental setup. Finite Element Analysis of the experimental setup were

performed and compared to experimental results. A noise model of the am-

plification circuit was created to calculate the resistance required to ensure

the thermal noise would be the dominant noise source and to compare the

experimental results to the theoretical values. The experimental results were

obtained by the author and the finite element analysis of the setup were carried

out by the author with the help of Dr. Liam Cunningham.

In Chapter 5, the thermal noise at room temperature was investigated. A

thermal gradient was produced across the sample resistor while recording the

thermal noise at room temperature and at higher temperatures of ∼330 K.

Comparisons were then made between the results that were obtained under

a thermal gradient and when no gradient was present. The thermal noise

measurements were conducted by the author.

Chapter 6 investigates the thermal noise of the thin film resistor at cryo-

genic temperatures. The issues that arose while operating at cryogenic tem-

peratures and the solutions are discussed. The resistor was cooled down to

∼110 K and similarly to chapter 5 the thermal noise was recorded there was a

thermal gradient present and also when there was no gradient and the values

were compared.

Chapter 7 contains a summary of the conclusions drawn from the work

presented in this thesis.

Appendix A contains a copy of the Labview code written to control the

heater used to produce the thermal gradients. The code was written by the

author with the help of Dr. Giles Hammond.

Appendix B contains a copy of the code used to control the Agilent spec-

trum analyser and also to automate the recording of the data onto the com-

puter. The code was downloaded from the National Instruments website and

modified by the author.

xiii



Summary

In 1916, Einstein predicted the existence of gravitational waves in his theory

of general relativity. These waves can be described as ripples in the fabric of

space-time. Indirect evidence of their existence was discovered by Hulse and

Taylor in 1974 through the study of binary pulsars. There are a large number

of scientists developing a network of gravitational wave detectors all around

the world in an effort to directly measure these waves. Once these waves are

detectable, gathering information on the astronomical systems that produce

these waves will help scientists to further understand the universe.

Gravitational waves are quadrapole in nature and produce a strain on space.

This strain can be imagined as a orthogonal stretching and squeezing of space.

The fluctuations in the dimensions of space caused by gravitational waves

produce a strain of the order of 10−22 in a frequency band of a few Hz to a

few kHz. One method of detecting the strain caused by a gravitational wave

is using a Michelson Interferometer.

There are currently a number of interferometers operating worldwide. In

Germany, the folded 1.2 km GEO600 interferometer has been constructed by a

collaboration between University of Glasgow, University of Hannover, Cardiff

University and the Albert-Einstein-Intitut in Hannover and Gölm. Another

European detector called Virgo was constructed near Cascina, Italy. Virgo

is an interferometer with an arm length of 3 km and was constructed by a

collaboration involving France, Italy and the Netherlands. There are also two

detectors in the United States of America forming the LIGO project. One

detectors on a site near Hanford, Washington with an arm length 4 km and

another constructed near Livingston Louisiana whos arm length also measures

xiv



Summary

4 km. A future detector called KAGRA is currently under construction in the

Kamioka mines in Japan which is designed to operate at cryogenic tempera-

tures.

The current method of calculating thermal noise in a detector is using

the fluctuation-dissipation theorem (FDT) which requires the system to be in

thermal equilibrium, meaning that the temperature is constant and there is no

heat flow through the system. This is an acceptable assumption for the current

room temperature detectors as the thermal gradient is much smaller than the

absolute temperature. However, for cryogenic detectors, the thermal gradients

will be at a level that is comparable to the absolute temperature, and so this

assumption is no longer valid. The work undertaken in this thesis is to assess

the validity of the fluctuation-dissipation theorem when under non-thermal

equilibrium conditions.

Chapter 1 starts by explaining the nature of gravitational waves, the sources

expected to produce detectable signals, the methods of detecting these signals

and the noise sources associated with interferometric detectors. Chapter 2

then provides an overview of thermal noise, which is one of the main limiting

aspects of detector sensitivity. The fluctuation-dissipation theory is explained

as well as the different sources of thermal noise. Finally a brief discussion on

non-equilibrium systems is given as a motivation for the work presented in this

thesis.

Chapter 3 provides a description and explanation of the experimental setup

used in this investigation. The Johnson noise of a platinum thin film resistor

is used to investigate thermal noise in a non-equilibrium system at cryogenic

temperatures. A small vacuum chamber was built to facilitate inducing a

thermal gradient across the resistor, in order to observe if the theoretical values

calculated using the FDT coincide with the experimental results. A Labview

code used to control the temperature of the resistor using a heater is also

described.

Modelling and testing of the experimental setup is described in Chapter

xv



Summary

4. Modeling was carried out before the construction of the setup to estimate

thermal properties of the apparatus and also to aid in choosing certain aspects

of the experiment. A noise amplification circuit was also designed for this

experiment and a noise model was produced to create a situation where the

thermal noise of the total signal was the dominant noise source.

In Chapters 5 and 6 the thermal noise at room temperature and cryogenic

temperature, respectively, are investigated. Issues that arose when attempting

to carry out the experiment at cryogenic temperatures, along with the solu-

tions, are discussed. Measurements were taken when a thermal gradient was

present and absent and compared to assess the effect of a thermal gradient on

the Johnson noise.

The results presented in this thesis indicate that there was no measurable

difference between the thermal noise in the presence of a thermal gradient

and when the gradient was absent. Despite not seeing an effect, the experi-

ment described in this thesis has the potential to provide much more accurate

measurements with some small modifications.
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Chapter 1

Gravitational Waves Overview

1.1 Introduction

In 1916, Albert Einstein proposed the existence of gravitational waves in his

’General Theory of Relativity’ [1]. These waves can be described as ripples in

the curvature of space-time and as a mode of transport for energy as gravita-

tional radiation.

Experiments to detect these waves have been conducted as far back as 1960

when Joseph Weber conceived a resonant bar detector [2, 3]. Despite other

scientists being unable to replicate his results, his attempt to measure the strain

of a gravitational wave was the birth of a new field of experimental gravitational

wave physics. Though not directly detected, there is strong evidence for the

existence of gravitational waves through observing the orbital decay of some

astronomical systems. In 1993, Hulse and Taylor were awarded the Nobel prize

for Physics for their work involving Binary Pulsars. In 1974 they discovered

PSR B1913+16 [4], a pulsar together with a neutron star orbiting a common

center of mass to form a binary system. In their analysis of the system they

discovered that the orbits of the neutron star and the pulsar were decaying,

an assumption made by observing the pulse period of the pulsar, shown in

figure 1.1. This decaying of the orbits was thought to be due to the emission

of energy in the form of gravitational waves, as predicted by Einstein’s theory

of general relativity. This discovery gave indirect evidence of the existence of

1



1.1 Introduction 2

Figure 1.1: A plot of the shift of periastron time of pulsar PSR B1913+16 [4]

gravitational waves [5].

There is currently a worldwide network of interferometric gravitational

wave detectors in North America [6] , Europe [7, 8] and future detectors in

India [9, 10] and Japan [11]. Currently the network is being upgraded to im-

prove performance and sensitivities. The ability to detect gravitational waves

would open up a new area of astrophysics and allow us to investigate aspects

of the universe that were previously unaccessible. The nature of black holes

could be observed through the gravitational waves produced by these objects

and information concerning pulsars and neutron stars could be discovered by

studying the gravitational waves emitted from these phenomenon.

This chapter explores the different aspects of gravitational wave research.

There will be an explanation of the theory behind Gravitational waves (Section

1.2), the sources that can produce them (Section 1.3), detection methods and

the currently operating detectors throughout the world (section 1.4) and finally

sources of noise associated with these detectors (section 1.5).
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1.2 Theory of gravitational waves

The gravitational force is the weakest of the four fundamental forces. As such

gravitational waves are extremely weak and only appear at detectable levels

when extreme interactions occur. Gravitational waves are described as being

ripples in the curvature of space-time with the curvature being caused by a

mass. The greater the asymmetric mass present the larger the curvature of

space-time and so the stronger the wave. The strength of the wave is also

affected by the velocity of the system itself and as the speed approaches the

speed of light, the stronger the wave that is produced.

The effect of gravitational waves on an area of space can be visualised by

a two dimensional circle of test particles of diameter L. When a gravitational

wave interacts with the particles perpendicular to the plane of the circle, the

particles will oscillate in a certain manner. Depending on the amplitude of the

wave, the diameter of the circle will increase by ∆L in one axis and decrease

by ∆L in the other perpendicular axis. In Fig 1.2 an image of the effect of a

gravitational wave of two orthogonal polarisations, h+ and hx is shown.

Figure 1.2: The effects of a gravitational wave perpendicular to the plane of a ring of

free particles. The top line shows the effects of a + polarised wave and the bottom

line shows the effect of a × polarised wave.

Gravitational radiation is different from electromagnetic radiation in that

it is quadrupolar in nature and not dipole like electromagnetic radiation.The
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mass monopole related to gravitational waves represents the mass of a sys-

tem which is conserved and so does not produce monopole radiation. The

mass dipole represents the center of mass of the system and its first derivative

represents momentum which is also conserved and so does not radiate. The

mass quadrupole is not conserved and can vary with time and so can radiate

gravitational waves. This also means that gravitational waves will only be

produced by an asymmetrical acceleration of mass [12]. The amplitude ’h’ of a

gravitational wave is a dimensionless value that can be expressed in the strain

that it exerts on the space it is traveling through, given by:

h =
2∆L

L
, (1.1)

where ∆L
L

is the strain.

1.3 Sources of gravitational waves

There are a number of assumed sources of gravitational waves which would

theoretically be strong enough to detect. The following are a few examples.

1.3.1 Binary Systems.

Binary systems are described as two stellar objects orbiting a common center

of mass. When these systems involve compact objects such as neutron stars

or black holes they are called compact binary systems. These systems are

thought to produce gravitational waves which have a large enough amplitude

to be measured and are a standard source for aLIGO and Advanced VIRGO.

These systems can come in the form of black hole / black hole (BH / BH),

neutron / neutron star (NS / NS) and neutron star / black hole (NS / BH)

combinations. As mentioned before with pulsar B1913+16, the orbits of the

two stars can decay and cause the pulse period of the stars to decrease. This

is caused by the system losing energy in the form of gravitational waves with

the amplitude of the gravitational wave produced by binary systems estimated

to be
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h ∼ 1.5× 10−19

(
f

1Hz

)2/3(
Mb

M�

)5/3(
r

1 kpc

)−1

, (1.2)

where f is the frequency of the gravitational wave, r is the distance from the

source to the observer and Mb is given by Mb = (M1M2)3/5/(M1 +M2)1/5 and

is also know as the ’chirp mass’ where M1 and M2 are the masses of each star

[13].

1.3.2 Neutron Stars

In the early stages of the formation of a neutron star, the crust of the star will

solidify [14]. The shape of this crust is dependent on the forces involved in the

dynamics of the star and due to the star spinning rapidly it will take an oblate

form. If the angular momentum of the star varies from the preferred symmetry

axis this will cause the star to ’wobble’ and would produce a gravitational wave.

The amplitude of the gravitational wave emitted by the star is given by

h ∼ 4.2× 10−24

(
ms

P

)2(
r

10 kpc

)−1
I

1045g cm2

(
ε

10−6

)
, (1.3)

where P is the rotation period, r is the distance to the star, I is the moment

of inertia and ε is the oblateness of the star [13]. For the Crab Pulsar it is

thought that ε ≤ 7× 10−4 and h ∼≤ 10−24 [15].

1.3.3 Supernovae and Accretion-Induced Collapse of White

Dwarfs.

Supernovae are some of the most energetic events known to astronomers. Type

Ia supernova can occur in binary systems when a white dwarf star accretes mass

from the companion star [16]. When the white dwarf accretes enough mass and

starts to approach the Chandrasekhar limit (approximately 1.4 solar masses),

carbon fusion ignites and releases a vast amount of energy in a supernova

explosion. A fraction of the energy expelled in this explosion is thought to be

in the form of gravitational waves.
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The amplitude of a gravitational wave produced in this type of supernova

is given by

h ∼ 5×10−22

(
E

10−3M�c2

)−1/2(
τ

1ms

)−1/2(
fgw

1KHz

)−1(
r

15Mpc

)−1

, (1.4)

where E is the total energy emitted mainly at frequency fgw, τ is the timescale

of the waves propagation and the source is at a distance r from the observer

[17].

Figure 1.3 shows a graph which shows both the sensitivity curves of various

current and future interferometric detectors and the region of the spectrum

that various sources are believed to emit at.

Figure 1.3: A graph showing a sensitivity curves for various detector sensitivities

and the regions of the spectrum where sources would produce gravitational waves

[18].

1.4 Methods of detection

The first experimental attempts at detecting gravitational waves started in

1960 when Joseph Weber utilised the assumption that strain in a large alu-
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minium bar caused by a gravitational wave could result in electrical polari-

sation caused by the piezoelectric effect. By measuring these voltages, infor-

mation concerning gravitational waves could be determined. Though Weber

published what he perceived to be positive results, his experiment was re-

peated a number of times by other groups and always failed to produce any

results. Since then there have been a number of different experiments designed

by various groups in the US [6] and across Europe [7, 8] in the pursuit of direct

detection of gravitational waves.

1.4.1 Resonant Mass Detectors

Developed by Weber in 1969, the resonant mass detector was the first exper-

imental attempt to detect gravitational waves. These bars are designed to

be vibrated at specific frequency by an interaction with a gravitational wave.

These vibrations were originally measured using piezo-electric elements which

produced signals that can be amplified to detectable levels.

Figure 1.4: An image of Weber working on his Resonant detector bar. The piezo-

electric sensors can be seen attached to the large Aluminium cylinder.

Various upgrades were made to the original design to improve the sensi-

tivities such as operating at cryogenic temperatures to lower thermal noise
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and replacing the piezo-electric elements with superconducting transducers to

improve the sensitivity of the detectors. MiniGRAIL was a resonant mass

antenna located in Leiden University in the Netherlands [19]. This was a

spherical mass of a copper/aluminium alloy. This mass was 68 cm in diameter

with a mass of 1600 kg. The spherical nature of this detector allowed it to

detect gravitational waves arriving from any direction and also allows it to be

sensitive to polarisation of the incoming wave. It was designed to resonate at

a frequency of 2.9 KHz with an intended operational temperature of 20 mK.

It was tested at 5 K and has a strain sensitivity of 1.5× 10−20Hz−1/2 with the

sensitivity expected to improve by an order of magnitude when the detector is

operating at 50 mK. Similar to MiniGRAIL was the Mario Schenberg detector

in Brazil [20]. It was also a spherical mass detector made of copper/aluminium

alloy with a diameter of 68 cm, a mass of 1600 kg and an intended operat-

ing temperatire of 1600 mK. The main difference between these two detectors

was that the Mario Schenberg detector used parametric transducers with reso-

nant cavities. The cavities were pumped with a 10 GHz microwave signal that

modulated with the oscillations of the transducer allowing the modulations to

be analysed. AURIGA was an ultracryogenic resonant bar detector located

a the Istituto Nazionale di Fisica Nucleare (INFN) in Italy [21]. This was a

resonant bar detector with a 3 m long aluminium bar weighing 2.3 tones. Like

MiniGRAIL and Mario Schenberg, it was also designed to operate at ultra low

temperatures (< 1 k).

1.4.2 Space-based eLISA

eLISA(Evolved Laser Interferometer Space Antenna) is a planned space project

where an interferometer will be launched into a heliocentric orbit 50 million

km behind the Earth. The benefits of having an interferometer in space are

numerous. The space environment produces a natural vacuum along the arm

lengths, the seismic noise and gravity gradient noise are almost eliminated and

it also allows for much larger arm lengths than is possible on Earth [22]. The
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planned launch date is 2034 [23].

Figure 1.5: An artists impression of the Laser Interferometer Space Antenna(LISA).

This detector will orbit around the sun at the same distance as the Earth with an

effective arm length of 5× 109m.

The aim of the eLISA project is to create an interferometer with arm lengths

of 5 million km arranged in a equilateral triangle with the test masses at

the corners of this triangle as shown in Figure 1.5. It is hoped that once

operational, eLISA will observe a frequency range of 10−4Hz to 1Hz and to be

able to detect gravitational waves produced by coalescence of massive black

holes and resolved galactic binaries, objects that are impossible to observe on

earth.

1.4.3 Interferometric detectors

Detecting gravitational waves through interferometry was first conceived by

Weiss in 1972 [24] where he proposed a Michelson interferometric setup to

attempt to replicate Weber’s results. These interferometric setups attempt to

detect the effects of gravitational waves on the position of test masses. Figure

1.6 shows a simplified schematic of a Michelson interferometer.
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Figure 1.6: A simple schematic of a Michelson Interferometer [25].

A Michelson interferometer operates by observing interference fringes caused

by the optical path the laser beam follows. The laser light is passed through a

beam splitter where it is partially transmitted and partially reflected into per-

pendicular arms. The laser light then reflects off a mirror at the end of each

arm. Once the light recombines at the original beam splitter an interference

effect occurs. By monitoring the change in the interference pattern observed

with a detector, normally a photodiode, changes in arm length can be inferred.

Currently the arm length of ground based interferometers are limited to 4km

due to practical concerns. The cost of longer arm lengths is prohibitively large

and also issues such as the curvature of the earth becomes important with

longer arms. The optimum arm length is proportional to the frequency of the

gravitational wave you want to detect which can be calculated to be [12],

Loptimum =
λgw
4
, (1.5)

It is possible to increase the effective arm length of an interferometer by
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using delay line setup in the interferometers. This creates a cavity in each arm

length which reflects the light between two mirrors a number of times before it

is sent back to the beam splitter. This increases the interferometers effective

arm length as shown in figure 1.7.

Figure 1.7: A schematic for a delayline setup for a Michelson Interferometer [26].

Another method for increasing the effective arm length is by using Fabry-

Perot cavities as shown in Figure 1.8. These cavities work by being held at the

carrier frequency of the laser light using a combination of actuation systems and

electronic feedback. This causes the laser light to undergo multiple reflections

along the same spatial path which increases the arm length similarly to the

delay line setup. Despite the additional control systems required to hold the

cavities in resonance, the fabry-perot setup does reduce noise introduced by

scattered light which is an issue in delay line setup.

Further modifications can be made to increase the sensitivity of the inter-

ferometer through processes called power and signal recycling. Power recycling

is a technique where a partially reflective mirror is placed between the laser

source and the beam splitter as seen in figure 1.9. The purpose of this mirror
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Figure 1.8: A schematic for an interferometer utilising Fabry-Perot cavities [26].

is to re-use the light that is returning from the interferometer to effectively

increase the laser power. Signal recycling is similar to power recycling but

the mirror is placed between the beam splitter and the detector. This mirror

will recycle the laser light that has been altered by a gravitational wave back

into the interferometer and so enhance the signal produced by the incoming

gravitational wave.

Figure 1.9: A schematic of an interferometer utilising Fabrey-Perot cavities. A signal

recycling mirror and a power recycling mirror are also shown [26].
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Ground based gravitational wave detectors are predominantly interferomet-

ric in design as they are broadband detectors that have superior sensitivities

to other designs. There is currently a worldwide network of interferometric

gravitational wave detectors which are situated in various different continents

as shown in figure 1.10.

Figure 1.10: An overview of the current network of interferometric gravitational

wave detectors [27].

The largest detectors are currently the Laser Interferometer Gravitational-

wave Observatory(LIGO) in North America. There are two LIGO detectors,

one situated in Livingston, Louisiana with an arm length of 4km and another

situated outside Hanford, Washington also with a 4 km arm length. Currently

the LIGO detectors are being upgraded to Advanced LIGO (aLIGO) to im-

prove the sensitivity of the detectors. These upgrades [28] include an increase

in size and weight of the suspension test mass elements which reduces thermal

noise contributions and also lowers the radiation pressure noise to be com-

parable with the thermal noise. These upgrades allowed aLIGO to reach an

amplitude strain sensitivity of ∼ 10−23Hz−1/2 at a frequency of ∼ 100Hz [6].

There is the a future LIGO observatory being built in India called LIGO-India.

Once this detector is functioning it it will be possible to localise the source of
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gravitational-wave signals to a few square degrees using only gravitational wave

detectors [29].

Currently in Europe there are two detectors, GEO600 which is a German-

British collaboration situated in Hannover, Germany and Virgo which is an

Italian-French collaboration situated near Piza in Italy. The GEO600 detector

is a 600m arm length interferometer which uses folded arms to produce an

effective arm length of 1.2km. Despite not using a Fabry-Perot cavity GEO600

does utilise dual recycling, which consists of both signal and power recycling

which allows the detector to achieve a peak sensitivity of ∼ 4 × 10−22Hz−1/2

[30] at a frequency of around 400 Hz. GEO600 is being upgraded in a project

called ”The GEO-HF Project”. This involves a number of upgrades such as

increasing the bandwidth of the signal recycling cavity and increasing the laser

power on the recycling cavity from 3 W to 20 W to increase the sensitivity of

GEO600 [31].

Virgo has a 3km arm length and is similar to LIGO in that it utilities

both Fabry-Perot cavities and power recycling. It differs from LIGO in the

fact that it has additional seismic isolation system called the super attenuator.

This involves suspending the mirrors on an elastic suspension which filters

out the mechanical vibrations in all degrees of freedom which allows Virgo to

perform better at lower frequency ranges and produce an expected sensitivity

of ∼ 4.5 × 10−22Hz−1/2 at a frequency of ∼ 260Hz [32]. Advanced Virgo

is an upgrade to the Virgo detector with the intended goal of improving the

sensitivity by an order of magnitude. To achieve this improvement many of the

subsystems are being upgraded including upgrading the optical components to

a dual recycled interferometer, new larger mirrors and an increase to the laser

power [33].

In Japan the Kamioka Gravitational Wave Detector (KAGRA) is currently

bring built. KAGRA is planned to be a Michelson interferometer setup with

Fabrey-Perot cavities of arm length 3km and dual recycling. The main differ-

ence with KAGRA is that the test masses will be cryogenically cooled down to
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20 K to reduce thermal noises. With this addition to KAGARA the sensitivity

is expected to be ∼ 3× 10−24Hz−1/2 at ∼100 Hz [34].

1.5 Noise Sources

In order for the detectors to reach the sensitivities required to observe the

effects of gravitational waves, the sources of noise must be accounted for in

the design of the interferometers. Sources such as photon shot noise, seismic

noise and thermal noise are important to understand. Figure 1.11 shows the

projected sensitivity of aLIGO for each noise source. A number of these sources

will be discussed in this section.

Figure 1.11: A plot of the projected noise sensitivity of aLIGO [35].

1.5.1 Gravity Gradient Noise

Gravity Gradient Noise is caused by seismic waves passing through the ground

close to the interferometric detector. These waves cause density variations

under the test masses. This will alter the gravitational forces acting on the

mirrors and can cause effects on the mirror that can mimic the stochastic

background of gravitational waves. As such this effect is a source of noise that
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needs to be accounted for [36]. The RMS motion of the test masses due to this

effect can be calculated using

x̃(ω) =
4πGρ

ω2
β(ω)W̃ (ω), (1.6)

where ρ is the earth’s density near the interferometer, G is the gravita-

tional constant, ω is the angular frequency of the seismic spectrum, β(ω) is a

dimensionless reduced transfer function that takes into account the movement

of the test masses in addition to the reduction due to the seperation of the

test masses and the earths surface and W̃ (ω) is the displacement rms-averaged

over 3-dimensions [37]. There are schemes being developed that attempt to

compensate for this noise by estimating fluctuations in the local Newtonian

gravitational field and subtracting these perturbations from the data [38].

1.5.2 Seismic Noise

Seismic Noise is caused by vibrations of the ground. These can be man-made

through nearby traffic, trains, or movement close to the detector. Seismic noise

can also come from natural sources such as earthquakes and waves hitting

the shore(microseismic noise). The level of the seismic disturbances can be

minimised by choosing the location for the interferometer to be in a seismically

quiet area and far from urban locations.
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Figure 1.12: An image showing a section of the suspension design for aLIGO. The

penultimate mass allows for further reduction in the seismic noise [39].

To further reduce seismic noise the optical elements are suspended using

a multi-stage pendulum suspension to further seismically isolate the compo-

nents of the interferometer [39]. Figure 1.12 shows the lowest section of the

suspension design for aLIGO to seismically isolate the test masses.

1.5.3 Quantum Noise

1.5.3.1 Photon Shot Noise

Photon shot noise occurs at the output of the interferometer and is due to

a fluctuation of the number of photons arriving at the photodetector. From

Poisson statistics we know that for N traveling through the beam-splitter,

there is an uncertainty of
√
N in the number of photons in each arm of the

interferometer. This in turn gives rise to a source of noise in the photodetector

which limits the sensitivity of the detector. To reduce this noise the ideal

solution would be to increase the laser power but this has the additional effect
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of increasing the radiation pressure on the elements which increases their noise

due to low frequency motions. As such the laser power must be tuned to

minimise the noise from both radiation pressure and photon shot noise. The

shot noise limited sensitivity of a delay-line design interferometer is given by

[40],

hshot(f) ≈
(

hλ

2εIoc

) 1
2 f

sin(πτ)

1√
Hz

, (1.7)

where h on the right hand side is Planck’s constant, λ is the wavelength of

light, ε is the quantum efficiency of the photodetector, Io is the power of the

input laser, c is the speed of light, f is the bandwidth of the detector and τ is

the storage time.

1.5.3.2 Radiation Pressure Noise

Radiation Pressure noise arises from the momentum carried by the photons

and which is imparted to the test masses. When the laser light is seperated

in the beamsplitter there is a statistical uncertainty in the distribution of the

photons into each arm. This variation in the number of photons, N in each arm

results in a proportional
√
N fluctuating force in the radiation pressure. For a

simple Michelson interferometer, the power spectral density of the fluctuating

motion of each test mass m due to the fluctuating radiation pressure at angular

frequency ω is,

δx2(ω) =

(
4Ph

m2ω4cλ

)
(1.8)

where P is the laser power at wavelength λ, h is Planck’s constant and c is

the speed of light [37].

1.5.4 Standard Quantum Limit

Due to photon shot noise decreasing with increased laser power and radiation

pressure noise increasing with laser power there is a fundamental limit to the
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quantum noise. This is known as the Standard Quantum limit(SQL). Figure

1.13 demonstrates the effect of increasing the laser power.

Figure 1.13: A plot demonstrating the effect of increasing the laser power in GEO600

[41].

From this plot it can be seen that for a cetain operational frequency of a

gravitational detector, theres is an optimum laser power to minimise both of

these quantum noise sources.

1.5.5 Thermal Noise

Thermal noise arises from the random motion of atoms due to their thermal

energy. This occurs in the test masses and in the suspension elements of

the interferometer and is calculated using the fluctuation-dissipation Theorem

[42]. Sources of thermal noise include Brownian noise which is a product of the

brownian motion of the atoms in the material in question and thermoelastic

noise which is due to the small deformations in the material caused by thermal

expansion of different areas of the material. To reduce thermal noise in the

future gravitational wave detector KAGRA, the components of the detector

will be cooled to cryogenic temperatures. As thermal noise is dependant on the

temperature of the components, reducing the temperature will also reduce the

thermal noise. Further methods are being implimented in upgrades to aLIGO,

advanced VIRGO and GEO, using fused silica fibres in the suspension stage
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to create a quasi-monolithic suspension stage, shown in figure 1.12. By careful

design of the geometry of these fibres, it is theoretically possible to cancel out

thermoelastic noise in the silica fibers [43]. Chapter 2 will explore these aspects

of thermal noise in more detail.

1.6 Conclusion

Scientists have been searching for gravitational waves for several decades.

There has been a variety of methods for attempting to detect these elusive

waves, but the most recent detectors are large scale interferometers. There are

a large number of groups all over the world collaborating to both design and

build these detectors in various countries. Through collaboration the gravita-

tional wave community has managed to reach sensitivities that should allow

direct observations of gravitational waves by 2016/17 using these advanced de-

tectors. More research is still being conducted and improvements are still being

made to current detectors. Future detectors are also being constructed such

as KAGRA in Japan which is designed to be operated at cryogenic tempera-

tures in order to further reduce noise. There are still areas that are not well

understood such as the effect of non-equilibrium conditions in these cryogenic

detectors, therefore more research is required in order to optimise these detec-

tors. Once we have the ability to detect and study these waves we will gain a

new window in which to observe the universe and gain a better understanding

of the cosmos.



Chapter 2

Thermal Noise

2.1 Introduction

Thermal noise is one of the most significant sources of noise in gravitational

wave detectors. It manifests mainly through Brownian motion resulting from

the random movement of the atoms in the experimental setup, and also through

thermoelastic noise. In this chapter the derivation of the mechanical form of

the fluctuation-dissipation theorem will be explained and related to thermal

noise involved in gravitational wave interferometers. In the second part of

this chapter, the electrical form of the fluctuation-dissipation theorem will be

explained and related to the processes that will be further investigated in this

thesis.

2.2 Brownian Noise

In 1827, botanist Robert Brown observed pollen grains moving in water but

could not determine the mechanism which was causing these grains to move

[44]. This phenomenon was not fully understood until 1905 when Einstein

demonstrated that this movement was caused by collisions with the surround-

ing water molecules [45]. Einstein also demonstrated that the pollen grains

were losing kinetic energy through friction with the water, demonstrating that

fluctuations in the position of an object were related in some way to the dis-

sipation of energy. This idea was further developed by Callen and Welton in

21
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1951 into the fluctuation-dissipation theorem [46]. The theorem states that

any linear system in equilibrium undergoing dissipation will have fluctuations

of measurable parameters. This provides a method of calculating the thermal

displacement noise in gravitational wave detectors.

2.3 Fluctuation-dissipation theorem

The fluctuation-dissipation theorem (FDT) states that any linear system in

equilibrium undergoing dissipation will have fluctuations of measurable pa-

rameters. It can be used to model any thermodynamical system but is used

here to calculate displacement noise in gravitational wave detectors. In a me-

chanical system, it relates the power spectral density of the mechanical driving

force Sf (ω) to the displacement part of the mechanical impedance <[Z(ω)] i.e

the real part. This can be shown by the following equation [46],

Sf (ω) = 4kbT<[Z(ω)]. (2.1)

By defining the mechanical impedance as F/v, where F is the force acting

on an object and v is the velocity of said object, the fluctuation-dissipation

theory can be written in a form that gives an expression for the spectral density

of thermal displacement Sx(ω),

Sx(ω) =
4kbT

ω2
<[Y (ω)] (2.2)

where Y (ω) is the mechanical admittance (Y (ω) = 1/Z(ω)). This allows the

fluctuation-dissipation theorem to calculate the amplitude spectral density of

the thermal noise from the real part of the mechanical impedance

2.4 Sources of Dissipation

2.4.1 External sources of Dissipation

In gravitational wave detectors there are a number of external sources of noise

which contribute to the total thermal noise. Examples of these are:
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• Frictional damping - where the suspension elements meet the test mass

and at the suspension point, known as “slip-stick” losses [47];

• Recoil damping - Energy dissipating into the support structure from the

suspension [48];

• Gas damping - friction caused by residual gas molecules colliding with

the suspension elements providing a viscous damping effect [48].

These and other external sources should be considered in the design of the

detector and minimised as much as possible across the operational frequency

of the detector.

2.4.2 Internal Sources of Dissipation

Once the external noise sources are sufficiently minimised then the noise and

damping effects produced by friction inside the mirrors and suspension fibres

becomes important. Internal damping occurs in a material that is said to

exhibit anelasticity. An ideal elastic material obeys Hooke’s law which states

that a force exerted on a material causes a stress, σ. This stress results in

an instantaneous strain, ε, inside the material. In an anelastic material this

process is not instantaneous and instead reaches a new equilibrium state after

a finite relaxation time. This means that a periodic stress that is applied to

an anelastic material at frequency ω will produce a periodic strain at the same

angular frequency as the stress but with a phase lag of φ with respect to the

applied stress. This phase lag is known as the mechanical loss factor (or loss

angle) of the material.

This mechanical loss can be caused by a number of processes in the material,

for example, stress can cause changes in temperature at different points inside

the material. This will cause a heat flow and require time to return to a

state of equilibrium. Because the mechanical loss can be dependant on the

temperature and frequency of the stress, it is sometimes written as φ(ω, T ) to

denote that the loss is dependant on these factors.
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Any resonant mode of the suspension, e.g pendulum or violin mode of the

suspension fibres or the internal modes of the test mass, can be described as a

damped harmonic oscillator represented as a mass, m, suspended on a spring

of constant, k. The mechanical loss can be incorporated into this model by

adding an imaginary term into the spring constant [49] producing the equation,

Fspring(ω) = −k(1 + iφ(ω))x, (2.3)

where Fspring is the force of the spring and x is the displacement of the spring

from its equilibrium position.

Using the equation of motion, an expression for the motion due to the

internal thermal driving force Fthermal(ω) can be obtained,

Fthermal(ω) = mẍ+ k(1 + iφ(ω))x, (2.4)

which can also be expressed in terms of velocity,

Fthermal(ω) = iωmv − i k
ω

(1 + iφ(ω))v. (2.5)

The fluctuating force Fthermal(ω) is divided by velocity to obtain an expression

for impedance, such that,

Z(ω) = i(ωm− k

ω
) + φ(ω)

k

ω
. (2.6)

The admittance can then be calculated to be,

Y (ω) =
1

Z(ω)
=

k
ω
φ(ω)− i(ωm− k

ω
)

( k
ω
φ(ω))2 + (ωm− k

ω
)2
, (2.7)

This can then be substituted into the fluctuation-dissipation theorem (Equa-

tion 2.2) to obtain the power spectrum of thermal motion,

Sx(ω) =
4kbT

ω2
<[Y (ω)], (2.8)

=
4kbT

ω2

k
ω
φ(ω)

( k
ω
φ(ω))2 + (ωm− k

ω
)2
. (2.9)

This form of the fluctuation-dissipation theorem shows that the power spec-

tral density thermal noise can be calculated when the temperature, mass and

resonant frequency of the material is known.
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2.5 Interferometer Thermal Noise Sources

Resonant frequencies will occur due to the geometry of the suspension structure

and are excited by the the thermal motion of the atoms in the materials to

driving these resonances. This means care must be taken regarding where the

resonant frequencies lie with-respect-to the frequency range of the detector

band. Materials with a high Q-factor, the inverse of mechanical loss, allow the

energy contained in them to be focused in the resonant modes. This reduces the

off resonance noise and providing a low noise frequency range for the detector

to operate in.

2.5.1 Pendulum Modes

The test masses in interferometers are suspended to reduce the seismic noise.

This suspension design must take into account the pendulum modes which exist

in this design. These pendulum modes, if excited in the direction of the arm

length, can change the position of the mirror and so limit the dynamic range of

the interferometer. This can be minimised by designing the suspension so the

resonant frequencies occur outside the operational frequency of the detector

[50]. The frequency of the pendulum mode can also be lowered by increasing

the length of the suspension fibres.

2.5.2 Bounce Mode

Vertical bounce modes occurs as another consequence of suspending the test

masses. The test mass will bounce in a vertical direction which will change the

position of the laser beam on the mirror. If the arm lengths of an interferometer

are long enough then the test mass will not hang parallel to the beam splitter

due to the curvature of the earth. When the test masses are parallel with the

beam splitter, the directions of the local gravitational accelerations are not

parallel and so can introduce a horizonal motion of approximately 0.1% of the

effect of the vertical component of the bounce mode [51]. This is illustrated in
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figure 2.1. The suspension setup can be designed so, like the pendulum mode,

it can occur outside the operational frequency of the detector.

Figure 2.1: An illustration of how the bounce mode couples into horizontal motion

of the test mass. [52].

2.5.3 Violin Modes

Violin modes occur in the suspension fibres of the structure and unfortunately

lie in the operational frequency bandwidth of the detectors, which occurs at

450 Hz for aLIGO . Due to the suspension being designed to minimise the loss

in the system, most of the thermally induced motion is concentrated in a small

bandwidth centring on the resonant frequency. This means that the resonant

frequencies are most likely the only frequencies to contribute substantially to

the total thermal noise level. Since these peaks are narrow, it allows for them

to be removed from the signal [50].

2.6 Thermoelastic Noise

Thermoelastic noise occurs in the suspension fibres [53] and also in the test

masses and mirror [54]. This noise occurs due to statistical thermal fluctuations

in the material. This results in movement of the mirror surface which is due to

the coefficient of thermal expansion, α, of the substrate material. By assuming

a half-infinite (a large mirror size compared to the laser beam diameter) at

room temperature, the thermoelastic noise, STE(ω), can be expressed as [54],

STE(ω) =
16

π

kBT
2α2(1 + ν)2κ

ρ2C2r3
0ω

2
, (2.10)



2.7 Combined thermal noise in detectors 27

where kB is the Boltzmann’s constant, T is the temperature of the material,

ν is Poisson’s ratio, κ is the thermal conductivity, ρ is the density, C is the

specific heat capacity and r0 is the radius of the laser beam when the intensity

has dropped to 1/e of the maximum intensity.

From the equation above, it can be seen that the dissipation is greater

for materials with a larger coefficient of thermal expansion and as such is an

important property to consider when designing suspension fibers.

2.7 Combined thermal noise in detectors

In order to estimate the sensitivity of a gravitational wave interferometer, the

thermal noise contributions from all sources must be combined. This includes

noise from suspension fibers, reflective coatings and internal noise sources in

the test masses. Figure 2.2 shows an expected thermal noise value plot of the

aLIGO interferometer.

Figure 2.2: A plot of the projected noise levels in aLIGO [35].
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2.8 Johnson Noise

In 1926, Johnson measured statistical fluctuations of electrical charge in a

resistor [55]. Further discussions with Nyquist [56] then led to the development

of the idea of Johnson-Nyquist noise. This noise occurs in electrical conductors

where the charge carriers in the circuit are thermally agitated and produce

electronic noise regardless of any applied voltage.

In order to derive an expression for Johnson noise, a hypothetical circuit

containing a resistor with two terminals connected to either side of a capacitor,

shown in figure 2.3, is utilised.

Figure 2.3: A circuit diagram showing the circuit setup for the alternate derivation

of Johnson noise

Assuming thermal equilibrium, a Boltzmann distribution can be used to

describe the probability P of a system having energy E to be,

P (E) ∝ e
−E
kBT , (2.11)

where kB is the boltzmann constant and T is the temperature of the system.

Using this distribution and an expression for the energy stored in a capacitor,

1
2
CV 2, the probability of finding a voltage between V and (V + dV ) can be

expressed as,

dP = K0e
− CV 2

2kBT dV, (2.12)
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where K0 is a normalisation constant, C is the capacitance, R is the resistance,

kB is the Boltzmann constant and T is the temperature. By using the change of

variables x2 = CV 2

2kbT
, integrating between ∞ and -∞ and setting the integrated

probability to 1, the value of K0 can be calculated to be,

K0 =

√
C

2πkBT
. (2.13)

This can be substituted into equation 2.12 and integrated from −∞ to ∞ to

gain an expression for the mean square voltage,

V 2 =

√
C

2πkBT

∫ ∞
−∞

V2exp(− CV2

2kBT
) dV. (2.14)

By performing the same change of variable for this equation it can be reduced

down to,

V 2 =
kBT

C
. (2.15)

The next step of this derivation is to gain an expression for the mean square

voltage, Sv(0), of the source vn per interval of frequency. The mean square

voltage of the circuit can be expressed as,

|Vc| = |vn|2︸︷︷︸
Sv(0)

1

1 + (ωRC)2
, (2.16)

of which the derivative is then taken,

dV 2
c =

Sv(0)df

1 + (ωRC)2
. (2.17)

By integrating and using the change of variable, x = ωRC, the equation then

becomes,

V 2
c =

SV (0)

2πRC

∫ ∞
0

dx

1 + x2
(2.18)

which then can be expressed in the form,

V 2
c =

SV (0)

4RC
. (2.19)
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Equating equation 2.19 to equation 2.15 and rearranging gives the equation,

Sv(0) = 4kBTR. (2.20)

It can be seen that equation 2.20 is independant of frequency as this equa-

tion is measured across the entire frequency spectrum. By specifying a fre-

quency bandwidth, Sv(0)∆f is |vn|2 across the frequency bandwidth of ∆f , so

taking this into account, equation 2.20 then becomes,

vn =
√

4kBTR∆f, (2.21)

which is the equation for Johnson noise.

2.9 Non-Equilibrium Systems

The fluctuation-dissipation theorem is a very useful tool when investigating

thermal noise in a system but it is formed assuming the system is in thermal

equilibrium, meaning that the temperature is constant and there is no heat flow

through the system. In current gravitational wave detectors, the operational

temperatures can be significantly larger than the thermal gradients present al-

lowing the assumption that the system is in equilibrium. Future gravitational

wave detectors such as KAGRA [34], the 3rd generation proposal, the Einstein

telescope [57] and possible upgrades to LIGO [42] are all planned to operate

at cryogenic temperatures. In this situation the thermal gradients across ma-

terials will be comparable to the operational temperature of the system. This

prevents the previous assumption being valid and as such, the system can

no longer be descibed as being in equilibrium. This brings into question the

validity of the FDT in non-equilibrium systems. Despite the large volume of

theoretical work conducted, there has only been a small number of experiments

to investigate this question [58–60]. This thesis will describe an experiment

designed to investigate the validity of the FDT in a non-equilibrium system.

As the FDT was formalised by Nyquist and Johnson using an electrical system,
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this experiment will observe the johnson noise of a platinum thin film resistor

while under the effects of a thermal gradient at cryogenic temperatures.

2.10 Conclusion

Thermal noise is an important factor in the construction of gravitational wave

detectors. Thermal coating noise is now the main limiting factor to the sen-

sitivity of current detectors. Using the fluctuation-dissipation theorem it is

possible to estimate the thermal noise for a variety of sources at thermal equi-

librium. Future detectors are planned to operate at cryogenic temperature

to further reduce the thermal noise and so increase the sensitivity of the in-

terferometers, but this would mean that the thermal gradients present in the

materials will be large compared to the absolute value of the temperature and

so can no longer be assumed to be in thermal equilibrium. Thus this experi-

ment and others [58] are underway to investigate if the fluctuation-dissipation

theorem still holds under thermal non-equilibrium conditions.



Chapter 3

Experimental setup

3.1 Introduction

The aim of the experiment was to investigate the thermal noise in a thin film

platinum resistor at cryogenic temperatures. This was carried out by main-

taining a constant temperature across the resistor, and also with a large ther-

mal gradient relative to the absolute temperature of the resistor to investigate

wether or not the fluctuation-dissipation theory, explained in chapter 2, holds

when the system is not in thermal equilibrium. In this chapter, the experimen-

tal setup will be discussed. There were a number of factors that were important

to consider in the design of the experiment, such as minimising the additional

noise from external sources and circuit components in order to maintain the

thermal noise as the dominant noise source. Another important factor was the

careful control of the heaters to hold the resistor at the required temperatures

and thermal gradients.

3.2 Apparatus

3.2.1 Vacuum Chamber

The vacuum chamber used to build this experiment was designed to allow for

a copper bar to pass into the chamber without breaking the vacuum. The

copper bar also passed outside the chamber as a means of cooling the system.

32
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Another requirement was a sufficient number of access points for electrical con-

nections to be made between the interior and exterior of the chamber. This

provided the means for controlling a heater, measuring the internal thermome-

ters for monitoring thermal gradients and connecting the sample resistor to

the amplification circuit.

Figure 3.1: A picture of the experimental setup with labels indicating the various

sections of the setup.

Figure 3.1 shows the vacuum setup used; one cross piece with a tee piece

attached to one side and the connection to the circuit attached to the other side.

A Varian 8H-110 rough vacuum pump that reached a pressure of ∼0.7 mbar

was used to evacuate the chamber. The large section was used to house the

copper bar with flanges either side; one holding the copper bar and the other

with a 15 pin through connector for the wires for two PT1000 thermometers,

used to monitor the resistor temperature, and the power cables for one of the

heaters. From the tee piece, one side was the outlet connection where the air

would be pumped out and the other was used for a magnetron vacuum gauge

to monitor the pressure inside the chamber. The flange holding the copper
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bar was originally a blank flange where a hole the diameter of the copper bar

was drilled. The bar was then welded into place. This facilitated the bar used

to be one solid piece of copper, in order to aid heat flow into and out of the

chamber, while still maintaining the seal on the chamber. Another modification

was made to a flange beside the circuit box. In a further attempt to prevent

any additional noise being introduced into the system, the wire connecting the

thin film resistor inside the chamber to the circuit sitting outside the chamber

was kept as one continuous piece of coaxial cable. A small hole was drilled in

the blank flange, large enough to allow the coaxial cable to pass through and

then sealed using an epoxy resin.

During initial testing, this vacuum was adequate for room temperature

testing. When the experiment proceeded to cryogenic temperature tests a

lower vacuum was required. An Agilent TV-301 Navigator turbo pump was

attached to the chamber and used to achieve a vacuum of ∼ 5× 10−4 mbar.

3.2.2 Circuit

As the value of noise that was expected for the platinum resistor was of the

order of a few nV/
√
Hz, an amplification circuit was needed to raise the noise

level to a detectable range. The circuit was designed using surface mounted

components to keep the circuit board as small as possible with the intention of

placing the board inside the vacuum chamber. When this was put into practice,

excess noise was seen when the copper bar was heated to higher temperatures.

This implied there was an issue with a thermal exchange between components

inside the chamber and the circuit board. To prevent this, it was decided to

separate the components and the copper bar such that there is no thermal

link between the two. Figure 3.2 shows a schematic of the final design for the

circuit.

The thin film resistor was connected between ground and the input of the

circuit using a single core coaxial wire. The signal was then fed through an

initial buffer amplifier.
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Figure 3.2: A schematic of the amplification circuit. On the left are the buffer and

amplification sections and on the right are the voltage regulators powering the op

amps. Symbols shown in red indicate the noise sources associated with the circuit.

The buffer amplifier creates a copy of the input voltage without drawing

any current from the input source. The output of the source then can provide

a current according to the capabilities of the amplifier in question. A 100 Ω

resistor was placed across the negative input and the output at the suggestion

of the manufacturer with the purpose of helping to stabilise the amplifier [61].

A break in the circuit was then introduced, between the output of the first

amplifier and the input of the second opamp. This was to facilitate testing

of the different stages of the circuit independent of the other stage and would

be reconnected once the testing of the circuit was complete. In the second

amplification stage, the signal was fed through an opamp with a gain of 101.

This gain value was carefully chosen with the noise floor of the Agilent 35670A

spectrum analyser taken into account. The lowest possible noise floor of the

Agilent was approximately 20 nV/
√
Hz and with a gain of 101 applied to

the signal, the levels of the noise in the platinum resistor would be in the

range of hundreds of nV/
√
Hz. This gain sufficiently increased the noise level

of the platinum resistor to a readily measurable range. Finally, the output
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was then fed into an Agilent spectrum analyser where the amplitude spectral

density was recorded. The power for the opamps was transmitted through a

pair of voltage regulators; one with positive and one with negative voltage.

This reduced the input voltage from approximately 9V to 5V which protects

the opamps from surges and provides stable drive voltages. Tantalum and

ceramic capacitors were placed on the output and input of the regulators and

connected to ground. This is recommended on the manufacturer’s data sheets

of the regulators, and helped to filter both high and low frequency noise from

the power supply. Once the circuit was tested and worked as expected, it was

placed into an aluminium container to further shield the circuit from external

effects.

3.2.3 Noise Model of Circuit

With the circuit designed, a model of the expected noise levels could be con-

structed. Using the values for the voltage and current noise for the amplifiers

stated in their data sheet, and calculating the Johnson noise for each resis-

tor, the total noise expected in the system could be calculated for a range of

resistances for the sample resistor.

Referring back to figure 3.2 and focusing on the buffer section, the noise

terms are,

Vb =
√

(VRtf
)2 + (Vamp)2 + (IampRtf )2 + (V100Ω)2, (3.1)

where Vb is the power spectral density(PSD) from the buffer section, VRtf
is

the thermal noise from the thin film resistor, Vamp and Iamp are the voltage

and current noise from the amplifier, Rtf is the thin film resistance and V100Ω

is the thermal noise of the 100 Ω resistor. This provides the total PSD of the

noise that is produced on the output of the buffer amplifier.

The second stage of the circuit is a non-inverting amplifier with a gain of

101. In this stage the noise terms from the buffer amplifier are then amplified

by a gain of 101 in the second amplifier to produce the total PSD of the circuit,
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Vtot =
√

(VbG)2︸ ︷︷ ︸
buffer section

+ (VampG)2 + (V10Ω(G− 1))2 + (IampRtf )2 + (V1kΩ)2︸ ︷︷ ︸
amplifier section

,

(3.2)

The first term in equation 3.2 is the PSD of the noise on the output of the

buffer amplifier. The following terms are the noise sources from the second

stage of the amplifier circuit including the current and voltage noise of the

second amplifier and the PSD the two resistors, V10Ω and V1kΩ. The current

noise term is calculated this way as the buffer amplifier creates a virtual image

of the thin film resistor on the output, allowing the current noise of the second

amplifier to be calculated in a similar way to the first amplifier. Note that the

current noise from the second amplifier and the 1k Ω terms are not multiplied

by the gain as these noise terms are added to the output of the amplifier and

hence are not amplified. The gain applied to the 10Ω resistor is 100 which

required the noise of the resistor to be multiplied by G-1.

The next step is to substitute Vb from equation 3.1 into equation 3.2 and

rearrange,

Vtot = [((VRtf
G)2 + 2(VampG)2 + (IampRtf )2(G2 + 1)

+ (V10Ω(G− 1))2 + (V100Ω(G))2 + (V1kΩ)2)]
1
2 ,

(3.3)

And finally, to achieve the final noise model used, VRtf
is substituted with

the Johnson noise equation shown in equation 2.21,

Vtot = [((4kBTRtfG
2) + 2(VampG)2 + (IampRtf (G+ 1))2

+ (V10Ω(G− 1))2 + (V100Ω(G))2 + (V1kΩ)2)∆f ]
1
2 ,

(3.4)

where Vtot was the total RMS voltage noise, ∆f is the bandwidth, kB is

the Boltzmann constant, T is the temperature, Rtf is the thin film resistance,

G is the gain of the circuit, Vamp is the voltage noise of the amplifiers, Iamp is

the current noise of the first amplifier and V10Ω, V100Ω andV1kΩ are the noise of

the 10Ω, 100Ω and 1kΩ resistors respectively.
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By taking into account the various components that would contribute to

the noise levels, the noise model shown in figure 3.3 was produced by varying

the thin film resistance value.

Figure 3.3: A Noise model created from the design/components of the circuit.

This model was used to test out the circuit’s performance and also to

determine the correct value of resistance of the thin film resistor to ensure its

thermal noise was dominant.

3.2.4 Thin film resistor/copper bar mount

From the model above, it was decided that a value of 500 Ω would be accept-

able. This value was chosen as it was a resistance where the thermal noise in

the thin film resistor was the dominant noise source. The resistors were then

made by Dr. Stuart Reid and Dr. Ross Birney in the University of the West

of Scotland through a physical vapour deposition (PVD) method [62].



3.2 Apparatus 39

Figure 3.4: An early production of a platinum thin film resistor. The silicon layer

on this resistor was too thin. This resulted in the copper substrate being in contact

with the platinum which produced the wrong resistance. Later productions used a

thicker layer of silicon to avoid this.

Thin Film deposition is a method of laying down layers of material which

can range from nanometers to microns thick. The method that was used to

create the resistors used in this experiment was DC magnetron sputtering. An

illustration of this method is shown in figure 3.5. A small flow of the order

of several sccm of gas (typically Argon) is directed into a vacuum chamber.

Using a high impulse current applied to the cathode (the target), the neutral

gas is ionised. These ions are then directed at the target due to the magnetic

field produced by the magnets beneath the target which then ejects material

from the target onto the substrate. This condenses to form a thin film on

the substrate, with a thickness that can be controlled via process parameters

inclusing power, pressure, gas flow and deposition time.
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Figure 3.5: An illustration of the DC magnetron sputtering method of thin film

deposition [63].

For this experiment a copper substrate was used and an initial silicon layer

was laid down as an insulation layer. On top of this layer, using a mask,

a layer of platinum was laid down in the required dimensions to produce a

resistor of ∼ 500 Ω. An attempt to measure the thickness of the platinum

layer of the resistor was made using a Wyko NT1100 Optical surface profiler.

It was discovered that the layer of platinum had sunk into the silicon layer,

which prevented the profiler from calculating the thickness of the platinum.

Instead, the thickness was calculated from the resistivity of the platinum and

the known dimensions of the resistor using the following equation,

R =
ρx

wt
(3.5)

where R is the resistance, ρ is the resistivity of platinum, x is the length, w is

the width and t is the thickness. The length of the resistor was 4 cm, the width

was 0.5 mm, the resistance was 480 Ω and the resistivity was 1.06× 10−7Ωm.

Rearranging the above equation and using the values stated the thickness of

the platinum was calculated to be ∼ 14nm which was approximately what
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was expected.

3.3 Control System

3.3.1 PID control

To control the temperature of the thin film resistor, a heater was placed inside

the copper bar. A cartridge heater was chosen as it can be inserted into the

copper bar and can produce a power of up to 40 watts to aid in the production

of a range of temperatures and gradients. This design was modelled with

ANSYS FEA to determine the range of thermal gradients that were possible,

which will be explained further in Chapter 4. To control the power dissipated

by this heater, it was decided that a PID control system would be used.

A Proportional-Integral-Derivative (PID) control is a feedback mechanism

which can control a system. The PID system calculates an error signal which

is the difference between the current measured value and the set point which

is stated by the user. The PID algorithm is expressed as

u(t) = Kpe(t) +Ki

∫ t

0

e(τ) dτ +Kd
d

dt
e(t) (3.6)

where u(t) is the controller output, Kp is the proportional gain, Ki is the

integral gain, Kd is the derivative gain, e is the error signal, t is time, τ is the

variable of integration (values from 0 to t) and dτ is the time difference of the

loop, ∆τ [64]. The error signal was produced by measuring the temperature

with the PT1000 thermometers and calculating the difference between the

current temperature and the setpoint. By tuning the different gains in the

algorithm, the response of the algorithm could be fine-tuned to provide the

optimum control response to minimise the error signal. The following sections

will explain the function of the different parts of the algorithm and also give

examples of the effects of the various gains. This data was recorded during the

tuning of the PID used in this experiment.
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3.3.2 Proportional Term

The proportional term in the algorithm takes the current error signal and

produces a proportional output signal. This output signal can be adjusted by

altering the value of the proportional gain; a larger gain increasing the response

of the control. A gain that is too high can cause the algorithm to become

unstable, and as a result the PID may oscillate out of control. Conversely, a

gain that is too low will give a small enough response that the control will

not be able to compensate for variations in the system. When tuning the

proportional gain care must be taken to set it to a value that produces a large

enough response that provides fast reactions to changes in the system, yet not

large enough to destabilise the control.

Figure 3.6: A graph showing the effect of different proportional gain values over

time.

In figure 3.6 a graph of the response of the algorithm over time with a range

of proportional gains is shown. For this data the integral and differential gains

were kept constant. It can be seen that the high gains did not converge on the

set point and continued to oscillate without decaying to the set point of 320

K, which is symptomatic of positive feedback. If the gains were set any higher

than 50, the signal would ring indefinitely. The lower gain of 25 had a very
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slow response and, though it does decay towards the set point, it takes much

longer than the other gains. It was therefore decided that a gain of 40 would

be used. It gives a balance between not overshooting and the time it takes for

the sample temperature to reach the set point.

3.3.3 Integral Term

The integral term in the algorithm is a summation of all the instantaneous

error signals over time. This part of the algorithm integrates over the previous

error values until the error value itself is zero. As with the proportional term,

if the gain for the integral is set too high it can also destabilise the control

and cause the output to increase out of control; if the gain is too small it will

increase the time taken to reach the set point.

Figure 3.7: A graph showing the effect of different integral gain values over time.

In figure 3.7, the effects of different integral gains can be seen on the output

of the PID over time. High integral gain can be seen to overshoot and cause

the PID to take longer to reach the set point while low integral gain is shown

to give a small response to the system and so takes longer to reach the set

point. A gain of 0.2 was used, as it gave a fast response to the system and

quickly reached the set point with minimal overshoot.
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3.3.4 Derivative Term

The derivative term in the algorithm monitors the rate of change of the error

signal and compensates for any large changes. As this is a differential, the

error signal is also sensitive to noise. It applies a damping term, which tends

to stabilise the system against PI control. A high derivative gain will pro-

vide a response that could overcompensate for the changes in the system and

destabilise the control, so once again the gain of the derivative must be tuned

carefully.

Figure 3.8: A graph showing the effect of various differential gain values over time.

In figure 3.8, the effects of different derivative gains on the output over

time are shown while keeping the proportional and the integral gains constant.

The high gain signal (D=90) can be seen to become unstable and eventually

increase far beyond the setpoint of 320 K. Lower gain signals can also be seen

to take longer to stabilise at the setpoint. The value of 80 was chosen as

it gave the shortest response time, though a gain of 70 would also have been

acceptable. Using these values the system would take approximately 5 minutes

to stabilise to within 1 K of the set point and 10 minutes to stabilise to within

0.1 K of the setpoint.
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3.4 Feedback control system

Combining a PID control with a Pulse Width Modulation (PWM) technique

would allow for the automated control of the power of the heater to produce

the required temperature across the resistor. A PWM control is a technique

where the power of an electronic device is controlled through pulsing the power

on and off. When the power supply is set to its maximum value, the power

of the heater can be set to any value between the minimum power and the

maximum power. This is done by applying a waveform to the power supply

with a frequency higher than the response time of the heater. The frequency

used was 490 Hz which was the standard PWM frequency of the Arduino

Mega board which is high enough to control a heater with a time constant of

∼3 minutes. The duty cycle is the percentage of a period that the signal is

active. This means that a 0% duty cycle produces a signal that is never active

and so gives zero power in this system, a 25% duty cycle produces a signal that

is active for a quarter of a period and as such produces 25% of the maximum

power in this system; and a 100% duty cycle produces a signal that is always

on and produces the maximum power possible for this control system.

Figure 3.9: A diagram indicating the process of the feedback circuit used in this

experiment.
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Figure 3.9 demonstrates how the feedback control functioned. The Lab-

view program performed three steps simultaneously; one step controlled the

Keithley 2000 multimeter, another ran a PID control using least squares fit-

ting, and the final used the output value of the PID control to run a PWM

pin on the Arduino mega microcontroller. The initial input was read from the

Keithley multimeter control and converted into the related temperature using

the equation provided in the PT1000 data sheet [65]. This temperature was

then recorded and then fed into the PID section and used as the PID input. In

each iteration of the PID loop the new temperature measurement was added

to the previous readings and a least square fit was performed and fed into a

PID loop. This loop then calculated an output value which was used to alter

the system in order to bring the measured temperature close to a controlled set

point. The output of the PID was then converted into an 8-bit value relative

to the chosen set point. This 8-bit value could then be used in the Arduino

section of the code to drive a PWN pin on the Arduino board. A copy of the

code can be found in appendix A.

By placing a transistor in the circuit providing power to the heater, the

power level could be controlled by driving the transistor with the PWM pin

on the Arduino board. This transistor could then switch at a rate that corre-

sponded to the duty cycle of the PWM pin and provided the required power

to the heater. The circuit for this section of the control system is shown in

figure 3.10.

The MOSFET transistor works by applying a small voltage to the gate ter-

minal which enables a current to flow between the source and drain terminals.

This allows the use of a small voltage to switch the larger heater current on

and off. Finally the heater will be set to a certain value which will in turn

change the value on the initial thermometer. This completes the feedback

control system.
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Figure 3.10: The circuit diagram of the simple transistor circuit used to control the

power of the heater.

3.5 Cryogenic Setup

Once initial room temperature tests were conducted, a setup for submerging

the copper bar in liquid nitrogen was conceived. Initial plans to place the

copper bar through the side of a container, and so have it completely submerged

to create a steady flow cryostat, were quickly replaced. Problems with creating

a cost effective container that the copper bar could be inserted into, while still

maintaining an adequate seal to hold in the liquid nitrogen, prevented this idea

from moving forward. Any seal that would be available for this experiment

would contract at low temperature and cause the seal to fail.

The first design involved using two clamp stands to suspend the vacuum

chamber over the polystyrene Dewar containing the liquid nitrogen. The Dewar

was placed on top of a platform with an adjustable height. This allowed safe

submersion of the copper bar by raising the platform the Dewar sat on in a

controlled manner. However, due to the addition of the turbo pump the clamp

stands were not strong enough to hold the setup.
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Figure 3.11: The vacuum chamber and setup suspended over a polystyrene Dewar.

The Dewar is filled with liquid nitrogen and placed on a surface that can be raised

until the copper bar is submerged in the nitrogen.

Fig 3.11 shows the final setup. The safest way to maintain the design was

to place the turbo pump on the edge of a table and allow the copper bar to

suspend over the Dewar which would sit beside the table. Again, for safety,

the Dewar was placed on a rising platform to allow the copper to submerge.

This setup takes approximately 6-7 minutes to cool to its lowest temperature.

The minimum temperature achievable using this setup varied between 100 K

and 120 K depending on the level of liquid nitrogen present in the Dewar.

3.6 Conclusion

Due to the sensitive nature of the measurements that were required for this

experiment, the design and construction of the setup had to be planned care-

fully. The circuit used to measure the noise in the sample needed to amplify

the noise above the noise floor of the spectrum analyser while minimising the

additional noise from each of the components in the circuit. Once the design

was finalised, a noise model was created to choose the optimum value for the

thin film resistor sample. The rest of the setup was then constructed with
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the aim of being able to control the temperature gradient across the sample

using a heater controlled by a PID controller. Using this setup, it was possi-

ble to measure the thermal noise of a thin film resistor while under a desired

temperature gradient at cryogenic temperatures.



Chapter 4

Modelling and Testing of the

Experimental Setup

4.1 Introduction

Before the experiment was set up, a number of models were created to estimate

the thermal properties of the apparatus and also to help choose certain aspects

of the setup. For the thermal aspects of the experiment, a finite element analy-

sis (FEA) was created to predict the temperature gradients of the system. The

requirements for producing different gradients (for example, heater power and

copper bar dimensions) could then be understood, and the equipment to pro-

duce the required gradients could then be constructed, which will be discussed

in sections 4.2. Various tests were also conducted to assess the performance

of the amplification circuit, and the physical components of the circuit which

will be discussed in sections 4.3 and 4.4.

4.2 FEA Thermal Model

4.2.1 Simple Copper Bar

Chapter 3 described the physical design of the system and how the thermal

gradients at cryogenic temperatures were going to be achieved. To perform this

modelling, the finite element analysis package ANSYS was used [66], which is

50
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a multiphysics simulator. This allowed for the modelling of the experimental

setup and the ability to place conditions on the model such as initial temper-

ature, heat flow, radiation and convection.

A simple model of just the copper bar was created to test how the predic-

tion of the model held up to real experimental data. Small alterations to the

properties of copper in the program were required, as values such as thermal

conductivity and specific heat were only provided for room temperature. Since

these properties depend on the temperature of the copper, a range of values

from 1 K to 300K were added for specific heat, thermal conductivity and ther-

mal expansion coefficients [67]. A plot of the thermal conductivity for different

materials is shown in figure 4.1.

Figure 4.1: A plot of thermal conductivity at various temperatures for platinum,

stainless steel and copper.

An initial temperature of 293 K was set, since the copper bar would initially

be at room temperature. The flat end of the bar was set to 77 K, to simulate the

end of the bar being in contact with liquid nitrogen. The final parameter that

was set was a heat flow into the opposite end of the copper bar to represent the

heater. By varying the value of the heat flow, different gradients were produced

in the model, which could then be compared to experimental results. For the

experiment, platinum resistance thermometers were to be placed on the area
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of the copper bar on which the thin film resistor would be mounted. They

were placed at either side of this area to observe the gradients in question. In

the model, temperature probes were placed in areas where the thermometers

would actually be situated, in order to observe the temperatures expected to

occur. This is shown in the model and can be seen in figure 4.2.

Figure 4.2: An ANSYS model of the temperature of the copper bar with a heat flow

of 10 W.

Convergence tests were performed in order to optimise the level of meshing

and, thereby, ensuring optimal model performance. There was a variation

of 0.5 K between the values using a coarse mesh and a fine mesh. As this

difference was small, a coarse mesh was used to reduce the time taken to solve

the model. This then produced a model with 499 elements, with the solver

being program-controlled; this allows the program to choose the most suitable

options for the solver.

Power
Predicted Results Experimental Result

Max Temp (K) Min Temp (K) Temp Difference (K) Max Temp (K) Min Temp (K) Temp Difference (K)

10 117 99 18 138 126 12

20 165 122 43 161 139 22

30 212 146 66 191 159 32

40 261 171 90 218 177 41

Table 4.1: Comparison between experimental results and predicted results from

ANSYS model for simple copper bar model.

By comparing the predicted temperatures to the experimental results, shown
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in table 4.1, the model is seen to closely resemble the real data at low powers,

but quickly diverging as the power increases (also shown in figure 4.3). The

divergence of the values can be attributed to experimental factors that were

not introduced into the model. These include;

• The effect of the surrounding air could have introduced an additional

convective heat flow.

• Liquid nitrogen evaporating during experiment and changing the point

of contact of the liquid nitrogen on the copper bar, thus altering the

boundary conditions.

• Not modelling the chamber

The results implied that a more complex model was required to better

simulate the effects seen experimentally.

Figure 4.3: A plot of dependence of thermal gradient on heater power for simple

copper bar model.

4.2.2 Model of complete experimental setup

Since the previous model did not compare well to the experimental data, a new

model was required. The next model that was built more closely represented
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the real experimental setup, where both the stainless steel vacuum chamber

and the thin film platinum resistor were included. Figure 4.4 shows the copper

bar and the stainless steel vacuum chamber, where the platinum resistor lies

inside the chamber.

Figure 4.4: An ANSYS model of the temperature of the full setup model with a heat

flow of 10 W.

Figure 4.5 shows the model that was produced. Connections between the

different components were made in the model using the bonding function to

indicate where surfaces were in thermal contact with other sections of the

setup. Without doing this the ANSYS program will not recognise that they

are in contact, and so will not calculate the thermal conduction between the

two materials in question. The stainless steel container is hidden in this picture

to allow for the viewing of the copper bar inside.
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Figure 4.5: An ANSYS model of complete setup with a heat flow of 10 W. The

stainless steel container has been hidden in order to observe the gradient across the

platinum section.

Further improvements to the model were made by adding in radiation terms

for heat transferred between the inner surface of the vacuum chamber and

the copper bar/thin film resistor, and for convection components for thermal

exchange between the metals and atmosphere. The vaues of emissivity used

for the radiation terms were 0.54 for the copper and platinum resistor and 0.05

for the stainless steel [68]. Convection terms for the effect of air outside of the

tank was estimated to be 5 W/(m2K) .

Power
Predicted Results Experimental Results

Max Temp (K) Min temp (K) Temp Difference (K) Max Temp (K) Min Temp (K) Temp Difference (K)

10 146 137 9 138 126 12

20 173 156 17 161 139 22

30 201 174 27 191 159 32

40 227 192 35 218 177 41

Table 4.2: Comparison between experimental results predicted by ANSYS model of

copper bar and vacuum chamber.

The experimental data shown in table 4.2 showed a much better agreement

with the values from the updated model, as it was constructed to be closer

to the real experimental setup. Table 4.3 shows the difference between the

predicted value for each model and the experimental value and clearly shows
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that although the full model has not reached an acceptable agreement, it has

greatly improved upon the simple model values.

Power (W) Experimental Temperature Difference (K)
Percentage Difference

Simple model Full model

10 12 34 25

20 22 49 23

30 32 52 16

40 41 55 14

Table 4.3: Table showing the percentage difference from model values to experimen-

tal value.

Further improvements to the model could be envisaged, such as wires con-

necting the end flange to the copper bar, heat sink paste placed to improve

thermal contact between heater and copper bar, and accounting for the ef-

fects of residual gas in the vacuum chamber. These additions could improve

the model to align more closely with experimental observations, or they could

indicate that presence of phenomena that were not accounted for, and thus

indicate that further investigation is required. Using this model, small details

such as position of heater in copper bar and geometry of mounting surface for

the thin film resistor were optimised to provide the best possible control of the

absolute temperature and temperature difference across the resistor.

Modelling is a very useful tool in aiding the design process of an experiment

and also in providing a prediction of what is expected from an experimental

setup. Through refinement of the constructed models, refinements of the ex-

perimental setup are possible; thus, the experiment itself can be improved

through modelling.

4.3 Circuit Testing

With the circuit built, a range of tests were conducted on the setup in order

to better understand the physical components of the circuit and the noise they



4.3 Circuit Testing 57

added to the total voltage noise. As described in chapter 3, the circuit used

op-amps, to buffer/amplify the Johnson noise of the thin-film resistor. These

had both a current and voltage noise associated with them that can be found

on the data sheet, [61]. The following tests were conducted to ensure that the

values stated in the data sheet were infact the correct values, and to determine

accurate values for the voltage and current noise for use in the final analysis.

4.3.1 Current and Voltage noise

In chapter 3, the design of the circuit was discussed briefly. The circuit com-

prised a buffer stage and an amplification stage. When deciding on the compo-

nents for the circuit, it was important to choose low-noise amplifiers. The final

choice for these amplifiers were ADA4898-1 op-amps, described as ultralow

noise. The specifications for this amplifier stated that the typical voltage noise

was ∼ 0.9nV/
√
Hz, and the typical current noise was ∼ 2.4pA/

√
Hz [61].

To measure these values, it was possible to utilise equation 3.2. In this

equation, a number of terms are dependent on the resistance of the thin film

resistor. By rearranging equation 3.2 and ignoring the noise levels from the

other resistors, the equation was expressed in the form,

V 2
tot

∆f
= (IampG)2R2 + (4kTG2)R + 2(VampG)2. (4.1)

Using this form of the equation, the amplitude spectral density of the volt-

age noise squared was plotted against the resistance. By fitting a second order

polynomial to the data, the coefficients of the fit can be used to calculate both

the current noise and voltage noise associated with the amplifiers. To do this,

a number of wire-wound resistors with a value of between 10 Ω and 100 kΩ

replaced the thin film resistor. For each resistance, a number of noise values

were taken in order to gain an average value for the noise of that resistance.

Once a full range of noise levels were recorded, they were plotted against the

resistance. Figure 3.3 in chapter 3 shows that at low resistance values, the

voltage noise dominates, and at high resistances the current noise dominates.
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Due to this, two plots were made; one for voltage noise, which focuses on the

lower value resistors, and one for current noise, which includes the higher value

resistors. This was done in order to give more accurate coefficients on the fit

for each noise source.

Figure 4.6: Data for determining voltage noise using various low value resistors.

Figure 4.6 shows the data together with a second order polynomial fit. For

the voltage noise, referring back to equation 4.1, the coefficient of interest is

the constant, 3.31 × 10−14V 2. This equates to the value of the final term in

equation 4.1 giving,

2(VampG)2 = 3.31× 10−14 (4.2)

Rearranging with G=101, the equation gives the measured value of 1.2nV/
√
Hz

for the voltage noise. The value stated in the data sheet for the amplifier stated

that the voltage noise was 0.9nV/
√
Hz. This value was slightly higher than

expected but still at an acceptable level.
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Figure 4.7: Data for determining current noise using various resistor values.

Figure 4.7 shows the upper range of resistances and the fit to the data. For

this measurement the term that is associated with the current noise is the first

term in equation 4.1. With the value of 1.52× 10−19A2 for the quadratic term

then translates to,

(IampG)2 = 1.52× 10−19. (4.3)

Once again rearranging and using the value of 101 for G, the value for the

current noise was 3.8 pA/
√
Hz with the value stated in the data sheet being

2.4 pA/
√
Hz. Once again, the value is higher than expected but still at an

acceptable level.

The values for the current noise and the voltage noise calculated in this sec-

tion will be used in later analysis. This will provide a more accurate theoretical

value of future noise level measurements in chapters 5 and 6.

4.4 Johnson Noise test

A final test was run was to investigate the performance of the apparatus by

using a 1.5 kΩ resistor at various temperatures. 1.5 kΩ was chosen as, at the

time, it was believed that this was when the thin film noise was dominant.

Further improvements to the model shown in figure 3.3 showed that the thin



4.4 Johnson Noise test 60

film noise was dominant when the resistor value was ∼ 500Ω. Ideally, a value

of 500 Ω would have been optimal, but 1.5 kΩ was adequate for this test. The

setup was programmed to increase the sample wire wound resistor to a specified

temperature and record a number of noise spectra. This was performed for a

range of temperatures between room temperature and approximately 380 K.

By assuming the wirewound resistor used in this test was the dominant noise

source, we can rearrange equation 4.1 to give,

V 2
tot

∆f
= 4kRG2T (4.4)

By plotting the square of the measured amplitude spectral density against

temperature of the resistor, a value for the gradient of the fit of the data can

be compared to the theoretical value of the gradient.

Figure 4.8: Data from the initial test using a 1.5kΩ wirewound resistor at various

temperatures.

The gradient of the fit is measured to be 8.50×10−16JΩ/K. Using the val-

ues for resistance R, Boltzmann constant K, and Gain G of 101, the theoretical

value for the gradient was 8.44 × 10−16JΩ/K. This shows a good agreement

between measured and theoretical values, which indicates that the circuit de-

sign was adequate for its purpose, and also that the construction of the circuit

was good enough to minimise the addition of extra noise into the system.
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4.5 Conclusion

Modelling is a very useful tool in the design and testing of an experimental

setup. It allows the testing of various designs of the setup without having

to physically build multiple versions. In designing this experiment, the FEA

package ANSYS was used to perform thermal analysis of the design for the

copper bar mount and the vacuum chamber. This provided an estimation of

the temperatures at each point of the setup, and thus of the thermal gradient

across the sample resistor. By varying the heat flow into the system, the model

provided information on the required power of the heater to produce certain

thermal gradients.

Tests were also performed on the amplification circuit to assess its perfor-

mance. By recording a range of noise spectra with varying resistances, a model

of the total noise could be used to calculate the voltage and current noise. By

measuring these values and comparing them to the stated values in the data

sheets, the performance of the circuit was assessed and showed to perform well.

Further modification to the FEA thermal model could be made to further

resemble the physical setup. This would improve the accuracy of the model

and allow for more fine-tuning in the design of future experimental setups.



Chapter 5

Room Temperature Results

with the Thin-film Resistor

5.1 Introduction

Initial data runs were conducted with the thin-film resistor at room tempera-

ture, with the intention of observing how the presence or absence of a thermal

gradient across the resistor affected the total noise in the system. During this

process, the experimental setup was further modified to improve the sensitiv-

ity by addressing issues that arose; these will be detailed later in this chapter.

Before proceeding to the cryogenic tests a number of data runs at room temper-

ature and above were conducted. The intention was to gain an understanding

of the behaviour of the total noise in the thin film resistor when the thermal

gradient was small compared to the absolute temperature across the whole

resistor.

5.2 Thermal Gradient Noise Calculations

In order to understand the data that is produced, the expected values for the

noise level from the resistor when under the effect of a thermal gradient were

calculated using the equation for Johnson noise, shown in equation 2.21. The

resistor was split into 10 equal parts, as shown in figure 5.1. Assuming that

62



5.2 Thermal Gradient Noise Calculations 63

each part contributes equally to the total resistance, a quadrature sum was

used to calculate the total noise of the sample resistor. This also involved

taking into account the change in the temperature and also the change in

resistance due to temperature.

Figure 5.1: A schematic showing how the resistor was theoretically split for noise

calculations.

The total resistance for the thin film resistor sample was 480 Ω, thus each

section was taken to be an individual resistor with a resistance of 48 Ω. The

platinum had a thickness of ∼ 14 nm, a width of 0.5 mm, a length of 4 cm

(subsequently dl would be 4mm) and a resistivity of 1.06× 10−7 Ωm

Due to the resistance of a material being dependent on its temperature,

the resistance of each section of the resistor was different due to the thermal

gradient across it. By plotting the absolute temperature of the resistor against

its related resistance and creating the plot shown in fig 5.2, it was possible to

relate the two variables. Using this relation, the resistance of one section was

calculated by dividing the total resistance at a given temperature by the total

number of sections. This provided both the temperature and the resistance of

each section.

Since the temperature and resistance was accurately known, the thermal

noise of each section could be calculated using (4kTRG) where k is the Boltz-

mann constant, T and R are the temperature and resistance of each section

and G was the gain of 101. The 10 noise values from each section of the resistor

were then added in quadrature to gain the total noise contribution from the
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Figure 5.2: A plot of measured resistance against temperature used to gain a linear

fit for noise calculations. Each resistance was measured with the most uniform

temperature achievable across the resistor.

individual sections of the resistor shown in the equation 5.1

vresistor√
∆f

=

√√√√(
10∑
i=1

(4kTiRiG)2), (5.1)

The final stage of this calculation is to add the total noise contribution from

the sample resistor to the other noise produced in the circuit to then produce

the total noise value which is once more added in quadrature and shown in

equation 5.2,

vtot√
∆f

= ((vresistor)
2 + 2(VampG)2 + (IampRtfG)2 + (V10Ω(G− 1))2

+(V100Ω(G− 1))2 + (V1kΩ)2)
1
2 ,

(5.2)

Using this method, the calculation of the total theoretical noise of the resis-

tor when its temperature is 300 K with a thermal gradient of 6 K gave a value

of 354.29 nV/
√
Hz. From experimental data, the noise level was measured to

be ∼ 359 ± 5.6nV/
√
Hz. This shows that the theoretical value is within the

error of the measured value and that it is reasonable to use this method when

calculating expected noise levels during the analysis.
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5.3 Recording/Processing Data

The noise data was initially recorded using the Agilent spectrum analyser and

transferred onto the computer using a floppy disk. This was time consuming

as the limited space on the disk required data to be transferred frequently. To

address this, the spectrum analyser was connected to the computer through

a GPIB port, and a Labview interface was downloaded from the National

Instruments website to allow direct control of the analyser from the computer.

This code is shown in appendix B. The analyser was set to record the power

spectrum of the signal coming from the amplification circuit with a resolution

of 1600 lines and a bin width of 1 Hz. The frequency bandwidth used to

record data was varied for different measurements, as at times there was excess

noise present in the spectrum, the source of which could not be identified.

Various bandwidths were utilised to find a frequency range that showed the

minimum interference. The signal was averaged over 100 iterations and would

take roughly 10 minutes to gain one spectrum. Small alterations were made

to the Labview code to allow both recording of the data onto a .txt file, and

also a function to automatically record a defined number of data sets. With

this function it was possible to remotely control the setup and automate the

data recording.

Figure 5.3 is a spectrum that shows that the noise was white above 100

Hz. The noise spectrum also has 1
f

and 50 Hz mains pickup noise, and a

number of the 50 Hz harmonics are also still at a level where they occurred

above the white noise floor. The circuit was placed inside a metal box to

shield it from sources of 50 Hz, such as the lights and the mains power. This

reduced the pickup noise substantially, but did not completely remove it. If

the harmonics were not at a level where they appear above the noise floor,

the simplest solution to remove this noise would have been to measure above

∼ 60 Hz. However, as they were still observable above the white noise level, a

solution was required after the data was recorded. As part of the analysis of
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Figure 5.3: An early noise spectrum taken using the Agilent spectrum analyser

showing a bandwidth between 1 Hz and 1.6 kHz. Spikes in the spectrum are mainly

due to 50 Hz pickup noise and the rise in noise level at low frequency is due to

amplification 1
f noise.

the data, a Matlab code was written to remove the 50 Hz noise signal. This was

done by writing a code that read each value of the noise level, and any points

lying above a stated value are assumed to be external noise, and are replaced

with the average of the previous and following values. This assumed that, if

the 50 Hz noise and external noise was not present, that the value at that point

would have approximately the same value as the points lying on either side.

The value for the upper noise limit was chosen to be 100nV/
√
hz above the

theoretical noise level for a given temperature and resistance. This value was

chosen as it would represent a temperature increase of roughly 150 K and a

corresponding increased resistance of 130 Ω, which was extremely unlikely due

to the control system used. The code was also designed to produce a line of

best fit, and gives the value of its intercept and gradient. Assuming the signal

is white noise, then there should be zero gradient to the fit and the intercept

will correspond to the value of the white noise level. Also, to remove the 1
f

noise, the bandwidth that the spectrum is recorded over was changed from



5.4 Noise variance test at 330 K 67

between 10 Hz and 1.6 kHz to between 1.8 kHz and 3.4 kHz since the 1
f

noise

is dominant at low frequencies. Figure 5.4 shows a noise spectrum after it has

been processed.

Figure 5.4: A noise spectrum taken at room temperature, post-processing.

5.4 Noise variance test at 330 K

The initial data runs were conducted overnight at 330 K with a ∼6 K thermal

gradient across the resistor. By observing the measured noise value and com-

paring it to the theoretical noise value, it was possible to determine whether

or not there was evidence of excess noise when the thermal gradient was

much smaller than the absolute temperature. Approximately 500 data runs

were taken consecutively, to prevent any possible change in excess noise from

changes in the setup. Once these were recorded and processed, the distribution

of the noise floor values were plotted as shown in figure 5.5.

Figure 5.5 shows a Gaussian distribution with a peak at ∼ 373nV/
√
Hz

and standard deviation of the data of 4.7nV/
√
Hz. From theory the noise

value was expected to be ∼ 376nV/
√
Hz which indicates that the theoretical

value lies within the error of the experimental data. This suggests that when
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Figure 5.5: A plot of the distribution of ∼500 runs of the noise level of the thin film

resistor at 330 K. The peak occurs at ∼ 373± 4.7nV/
√
Hz.

there is a thermal gradient across the resistor, the noise measued by the setup

compares well with the theoretical value of the thermal noise and there is no

evidence of excess noise. These results provided a reference frame for looking

for excess noise when the system is in a non-thermal equilibrium condition.

Taking these results into account, it is reasonable to assume that a noise level

which was different from the theoretical noise by more than the error on the

measurement, could have possibly indicated evidence of excess noise in the

resistor.

5.5 High Temperature Tests

To further investigate the effects of thermal gradients on the noise levels in the

thin film resistor, a range of noise spectra were taken at various temperatures

to ascertain if excess noise can be seen when in a state of non-thermal equilib-

rium. To do this, the PID control was used to keep the resistor at a specified

temperature to allow for a range of measurements to be taken. An issue that

arose and required attention was excess noise caused by the power cables of

the heater. When the PWM switched the transistor on and off, it was believed
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to be causing a current surge each time it switched which, in turn, created an

electric field, inducing a current in the metals of the setup. This caused the

noise level to be substantially higher than it should have been. To remedy this

issue, the power cables were replaced with shielded coaxial cables both inside

and outside of the vacuum chamber, which removed a large amount of the

excess noise from the spectra. Subsequently, the data was recorded at temper-

atures from 300 K to 350 K in 10 K intervals with a thermal gradient of ∼ 6

K. At each temperature, 10 spectra were recorded at a frequency bandwidth

of 2 kHz to 3 kHz. This bandwidth was chosen as additional unidentified noise

had appeared in the spectrum since the previous data runs and this bandwidth

contained the lowest level of excess noise at that time. The same process as

used to record the room temperature measurements was used to analyse the

high temperature data set. Each spectrum had external interference removed,

and then a fit of the data was used to extract the value of the noise floor.

This was done for each spectrum where an average of all spectra for that tem-

perature was taken. Figure 5.6 shows a graph of both the theoretical values

for the noise at various temperatures, and also the measured noise at each

temperature.

Figure 5.6: A plot of the theoretical and measured noise of the thin film resistor at

various temperatures.
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The measured noise was between 0.5 and 7nV/
√
Hz higher than the theo-

retical noise levels. As can be seen in figure 5.6, this still lies within the error

of the measurement. This result implied that at higher temperature when the

thermal gradient is small compared to the average value of the temperature,

there did not appear to be any additional noise compared to the theory, as-

suming thermal equilibrium. Further analysis is required to understand the

systematic shift in the data.

5.6 Conclusion

The initial noise spectra were recorded at room temperature with the intention

of gaining an understanding of the performance of the experimental setup.

Spectra were recorded with the sample resistor at room temperature, with

no thermal gradient present, and also at higher temperatures with a thermal

gradient of ∼6 K. The results of the analysis of the data with no gradient

present produced a Gaussian spread of data to which the noise floor was shown

to be ∼ 373±4.7nV/
√
Hz. This compared favourably to the theoretical noise

value of 376nV/
√
Hz. This was corroborated when spectra of a range of

temperatures provided noise floors that were comparable to the theoretical

values within the error of the measurements. From this set of data, a reference

frame was achieved which could be used to investigate whether there is excess

noise in future cryogenic data compared to theoretical noise values.



Chapter 6

Cryogenic Temperature Results

6.1 Introduction

The next stage in this experiment was to cool the thin film resistor to cryogenic

temperatures. By conducting the experiment with the temperature as close

to liquid nitrogen temperatures as possible the thermal gradients achievable

(∼ 10 K) were much larger relative to the absolute temperature (∼ 77 K)

of the sample. This provided the opportunity to observe the noise levels in a

non-thermal equilibrium system and investigate how that affected the Johnson

noise. The effect of the non-thermal equilibrium state on the system is not well

know, as such the aim of this experiment was to look for any consistent increase

in the thermal noise above the theoretical noise value calculated through the

johnson noise equation. If there were noise values that occurred above the

systematic errors of the experiment then this could indicate the presence of

excess noise.

6.2 Cryogenic Thermal Noise Calculations

As with the room temperature results, the effects of the thermal gradient on

the total noise were calculated from theory for a temperature difference of 6 K

across the resistor, at a temperature of 110 K. Using the method of splitting the

resistor into a number of sections and assuming a contant temperature in each

71



6.3 Initial Tests 72

section, as explained in chapter 5, the total noise value was 239.9 nV/
√
Hz.

Alternatively, calculating the noise from a single average temperature and re-

sistance across the whole resistor gave a value of 239.5 nV/
√
Hz. Once more

this shows a difference of less than 1 nV/
√
Hz which allowed the use of average

value calculations in the analysis.

6.3 Initial Tests

Before conducting full data runs, a number of tests to identify any unforeseen

issues with the setup were performed. The main issue that had to be addressed

was related to the vacuum. When the copper was placed into the liquid nitro-

gen, the flange that the copper bar was welded into was also cooling to very low

temperatures of approximately 120 K. This was causing the rubber o-ring to

solidify, breaking the seal and causing a slow leak. With this leak the vacuum

could never get below ∼ 5×10−3 mbar. A number of solutions were attempted

to correct this problem such as wrapping the rubber in PTFE tape to attempt

to reinforce the seal. Cryogenic grease was also placed around the rubber ring

to attempt to maintain the seal which did not work. The final solution was

to introduce enough heat into the flange to prevent the seal breaking but not

enough to affect the copper inside. Due to the time restrictions on the project

the solution was to use a heat gun placed at a distance to maintain a small

heat flow onto the flange to prevent the seal from breaking. If there was more

time available, a solution such as a resistance wire wrapped around the rubber

o-ring would have been preferable as it would have been easier to maintain the

minimum power required to keep the rubber from freezing while minimising

any additional heat flow into the copper.

Another issue was related to the liquid nitrogen. Due to the surrounding

room temperature environment and the copper bar itself, the nitrogen would

evaporate at a steady rate. As a result the nitrogen had to be regularly re-

plenished in the dewar which meant that long data runs that were usually left

overnight were not possible. Additionally, replenishing the liquid nitrogen too
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fast could result in large jumps in temperature and cause the PID control to

destabilise. This resulted in the data runs having to be kept to a small number

of samples to maintain the control required.

6.4 110 k Cryogenic Data

During the time between the room temperature data runs and the cryogenic

data runs, small alterations were made to the setup such as re-soldering broken

wires and changing the coaxial cable between the circuit board and the spec-

trum analyser for a longer cable. As this could alter the noise levels another

distribution measurement was taken to gain an average noise value at room

temperature with no gradient present using this altered setup to verify if the

alterations have changed the intrinsic noise level of the system.

Figure 6.1: A plot of the distribution of 500 runs of the noise level of the sample

resistor at room temperature. The peak occurs at ∼ 373± 6.5nV/
√
Hz.

This time the peak occurred at ∼ 373nV/
√
Hz with a standard deviation

of 6.5 nV. This measured value is 25 nV higher than theory predicts. This

suggests that the alterations had increased the intrinsic noise in the results

and so must be taken into account in the future data.
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To compare the room temperature results to the cryogenic results, 150

data runs were taken at a temperature of 110 K with a thermal gradient of

∼6 K across the resistor. The purpose of these measurements was to look at

the distribution of noise values. Ideally it would have been useful to take the

same number of data runs for the low temperature measurements as the room

temperature. This was not possible as maintaining the temperature at 110 K

requires constant monitoring of the temperature and refilling of the dewar of

liquid nitrogen so data could only be taken during the day.

Figure 6.2: A plot of the distribution of ∼150 noise level data runs of the sample

resistor at ∼110 K. The peak occurs at ∼ 263± 4.7nV/
√
Hz.

As with the room temperature data, the cryogenic results in figure 6.2

show a Gaussian distribution with the peak occurring at ∼ 263nV/
√
Hz with

a standard deviation of 4.7nV/
√
Hz. The expected value for the noise calcu-

lated from theory was ∼ 239nV/
√
Hz which results in the noise floor being

∼ 20nV higher than the expected theoretical value. This indicates that with

the additional noise introduced from the alterations mentioned previously, the

measured noise lies within the error of the theoretical value and suggests that

there was no excess noise present.
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6.5 Low Temperature Results

The next stage of the investigation was to take a range of noise floor measure-

ments for various cryogenic temperatures. Temperatures ranging from 124 K

to 170 K were recorded in a similar manner to the high temperature data.

The sample resistor was set to the required temperature and 10 runs of each

temperature were recorded, analysed to remove external noise and averaged to

produce a value for the noise level at that temperature.

Figure 6.3: A plot of voltage noise for a number of cryogenic temperatures.

Figure 6.3 shows a plot of the voltage noise for various temperatures. Each

measured value is 14-21nV/
√
Hz above the theoretical values which agrees

well with the previous cryogenic measurement. This result indicated that the

theoretical value for the noise lay within the error of the experimental value,

once the excess noise form the alterations to the setup were taken into account.

6.6 Conclusion

When transitioning to cryogenic measurements there were a number of issues

that had to be addressed. One of these issues was the design of the setup

causing the rubber seal on a flange to solidify and develop a slow leak in the
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vacuum system. This issue was solved by adding enough heat into the flange to

prevent the rubber from solidifying but not adding any significant heat into the

copper bar. Once the issues were identified and addressed, a number of data

runs were carried out. As there were minor alterations to the setup another

room temperature data run with no gradient present was performed and the

noise floor produced by that data was ∼ 20nV higher than expected. This lead

to the conclusion that the minor alterations to the setup increased the intrinsic

noise in the circuit. The results produced by the cryogenic measurements

stated that the noise floor with a gradient present was ∼ 263 ± 4.7nV/
√
Hz

which was ∼ 20nV higher than expected which, when compensating for the

∼ 20 nV increase due to alterations, the theoretical noise lay within the error

of the experimental results.

Taking this into account the data suggests that there was no evidence of

excess noise at cryogenic temperatures when there was a temperature difference

of 6 K across a resistor with an absolute temperature of 110 K. This nul result

provides a limiting factor for a thermal gradient that will not create excess

thermal noise above the theoretically calculated levels. Further investigation

is required to further constrain thermal gradient levels that will maintain the

validity of the fluctuation dissipation theorem.



Chapter 7

Conclusions

As current interferometric gravitational wave detectors reach their design sen-

sitivity, it is now only a matter of time before the first direct detection of

gravitational waves occurs. Despite this, research will continue into methods

to upgrade current interferometers and to further reduce noise, thereby increas-

ing their detection range. Some of the next generation of interferometers, such

as KAGRA, are designed to operate at cryogenic temperatures. This opens up

an area of investigation as there are still aspects of non-equilibrium systems

that are not well understood.

The current method of calculating the thermal noise in an interferometers

is to use the fluctuation-dissipation theorem (FDT). This theorem requires the

system to be in thermal equilibrium, which is a valid assumption for room

temperature detectors. The aim of this experiment was to investigate if the

FDT is still valid when the system it is being used to analyse is no longer

in thermal equilibrium, such as a cryogenic temperature detector where the

thermal gradient is comparable to the absolute temperature.

In this experiment, instead of looking at thermal noise in a mechanical

system, an electrical method was devised. By measuring the Johnson noise

of a thin film resistor, which is temperature dependent, with and without the

presence of a thermal gradient, it was possible to compare the noise values to

look for any variations due to the thermal gradient. As the effects of a thermal

gradient on a system are not fully understood, this experiment concentrated
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on looking for excess noise that occured above the statistical errors of the

set up. If there were noise levels which were consistently higher than the

theoretical noise levels, then that would indicate the presence of excess noise.

There were many different aspects of the experiment that had to be taken

into consideration during the design process. The signal from the Johnson

noise had to be amplified to a level that was measurable and the design of the

thin film resistor needed to provide a method of inducing a thermal gradient

across it. The development of a control system was also required to monitor

and control the heater, in order to produce the required thermal gradients at

different temperatures.

The results that were produced in this thesis indicated that there was no

excess noise produced. When maintaining a thermal gradient of 6 K across

the resistor at a temperature of 330 K, the Johnson noise was measured to

be 373± 4.7nV/
√
Hz compared to the theoretical value of 376± 4.7nV/

√
Hz.

This indicates that there was no excess noise when the resistor was under a

small thermal gradient relative to the absolute temperature.

Further tests were conducted for a low temperature of 110k with a 6 K

thermal gradient. In this result, the measured Johnson noise was measured to

be 263± 4.7nV/
√
Hz compared to the theoretical value of 239nV/

√
Hz. This

result appeared to indicate an excess of 20nV/
√
Hz but due to alterations to

the experimental setup, room temperature results were repeated with no ther-

mal gradient to determine if this result was correct. The room temperature

results produced a Johnson noise that was also ∼ 20nV/
√
Hz higher than the

theoretical value. This implies that the alterations to the setup caused an

increase of ∼ 20nV/
√
Hz to each measurement and therefore the low temper-

ature results did not show any excess noise due to the present of a thermal

gradient. This nul result provides a limiting factor for the level of thermal

gradient where the fluctuation dissipation theorem remains valid. This could

be further constrained with additional investigations and improvements to the

current setup.
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There are a number of areas that could be improved upon in future attempts

at this experiment. Placing the copper bar into an established cryostat would

improve the environment that the thin film resistor would be observed in,

allowing for a greater control of both the pressure surrounding the resistor and

the temperature of the resistor itself. By using higher accuracy thermometers

and a greater number of them, a more complete picture of the thermal gradient

would have been possible. This could allow for a higher level of control of the

heater allowing for more accurate temperature measurements. A redesign to

the dimensions of the resistor could allow for the thermal gradient to have a

greater effect. This could involve increasing the length of the resistor or by

designing a folded track with multiple passes through the thermal gradient to

increase any possible effect on the Johnson noise.

With interferometric detectors reaching greater sensitivities, the first direct

detection of gravitational waves is just over the horizon. This detection will

begin a new age in astronomy and open a new window for which to observe

the universe.



Appendix A

PID Labview Code

The labview code shown in this section was written to control the feedback

system used to maintain the thin film resistor at the correct temperature. The

code involved interfacing with an Arduino board which is used to control the

power supplied to the heater, and to a keithley 2000 multimeter which was used

to measure the temperature of the thin film resistor using platinum resistance

thermometers. A section of the code is a programmed PID controller and was

provided by Dr. Giles Hammond. The code reads the temperature of the thin

film resistor and calculates the power required to heat or cool the thin film

resistor to the stated set point temperature. There is also a section of the

code which records the temperature of the thin film resistor and also states

the thermal gradient which is present across the resistor.

Shown below are the ”front panel” and the ”block diagram” which are the

user interface and the program code respectively.
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A.1 Front Panel
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A.2 Block Diagram

The following section of code is where the feedback PID controller and the

arduino loop which controls the power level of the heater through a PWM

technique.
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This section of the code controls the Keithley multimeter and records the

temperture of the Thin film resistor. It also relays the values into the PID sec-

tion of the code. It can either record the value of both the resistors to measure

the thermal gradient or it can monitor the temperature of one thermometer.
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A.3 Hidden frames

The following are the subframes of the loops seen in the previous section,

displayed in order.
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Appendix B

Agilent Spectrum Analyzer

interface code

The labview code used to remotely control the Agilent spectrum analyzer was

downloaded from the National Instruments website [69]. Alterations were made

to the code, such as adding a function to run multiple runs in a row and save a

data file for each run. Controls such as the frequency bandwidth and resolution

were placed on the front panel to allow for a higher degree of control in the

recording of the data.

Shown below are the ”front panel” and the ”block diagram” which are the

user interface and the program code respectively.
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B.1 Front Panel
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B.2 Block Diagram
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B.3 Hidden frames

The following are the subframes of the loops seen in the previous section,

displayed in order.
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