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ABSTRACT

In many aspects CFD has made great progress during the past decades. With the advances
In computer speed and memory, now a desktop computer or a workstation can run a CFD
package for many practical problems. Meanwhile, the accuracy and reliability of CFD
prediction have improved, even though there are many improvements needed.

Wind tunnels have been, and will be, very important facilities in aerodynamic
development. CFD has replaced some wind tunnel tests duning the aerodynamic design
process, but wind tunnel test in the final design s requisite. The role of the wind tunnel 1s
expanding towards phenomena-based testing and development of code validation
databases.

CEFD and wind tunnel simulations are complementary due to their inherent limitations.
Wind tunnel tests apply to any hypothesis, but are limited by the tunnel wall
interterence/blockage, the model details, and even the distortion of the model. CFD are not
limited 1n any of these ways, but limited in speed and memory and the lack of determinate
set of equations. Theoretically, CFD can provide an assessment of any problem in fluid

dynamics (Direct Numerical Simulation), but the requirements of speed and memory are
far from being met presently, or even in the foreseeable future. Of necessity, present CFD
applications, however, employ a turbulence model, which limits its application due to the

problems in accuracy and reliability.

Given the power of CFD, however, the work contained herein makes use of the
advantages of CFD and also the wind tunnel, to form a powerful facility for acrodynamic
test, 1.e., CFD was used to complement and enhance the wind tunnel test, so producing an

integrated test facility.

Xiv



The present research work included CFD in support of wind tunnel test: numerical
simulation of working section (first diffuser, contraction and settling chamber), blockage
correction and support system effect.

For the numerical simulation of wind tunnel, the pressure and velocity distributions were
investigated, and for auto sport work, the removal of boundary layer was also numerically
modelled. CFD simulations predicted the uniform flow in the working section when the
diffuser and contraction were included in the simulation.

A very important aspect tn this work 1s that CFD was used to investigate the blockage
correction for wind tunnel tests. By using CFD, the blockage correction could be made
directly, 1n terms of representing the test model and tunnel walls in high fidelity.
Meanwhile, the effect of support system on the test model was also investigated by CFD.
The numerical results showed significant etfect of the strut on the test model in the Argyll
Wind Tunnel (Glasgow University), and an interesting result showed that different
positions of support system had different effects.

This research aimed to utilize CFD to support wind tunnel testing, and its ultimate purpose
1s to form a powerful facility for aerodynamic test by combining CFD and wind tunnel.

The contributions are summarized as follows:
® The calibrations of wind tunnel by CFD simulations
e A proposed improvement for moving belt system by CFD tools

¢ Blockage correction of wind tunnel by CFD method

¢ The confirmation of CFD results by wind tunnel model test

v
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CHAPTER 1

INTRODUCTION

1.1 Overview

Over the past four decades there have been enormous strides in the development of
computational fluild dynamics (CFD) in a broad variety of scientific research and
engineering applications. These have been made in all aspects of CFD techniques,
including the geometry modelling and gnd generation, the numenical algorithms for
solving the governing equations, turbulence modelling, flow visualization and data post-
processing, and even the practical applications. Now, CFD techniques have covered many
domains of science and engineering, from under the sea, to the sea, to the land, to the near
space, to the sun, to the stars, and even beyond (Oran 2002). The detailed subjects include
aerospace, ship, marine, automobile, combustion, environment, oil recovery,

oceanography, meteorology, and astrophysics etc.

From numerous publications, such as books, journal and conference papers, technical
reports, 1t can be seen that many examples have shown the great success of CFD
applications. For example, in his review of computational fluid dynamics of whole-body
aircraft, Agarwal (1999) summarized the °‘state of the art’ of CFD applications in the
aircraft industry, including the progress in CFD techniques of the geometry and grid
generation, N-S equation solution, turbulence modelling, convergence acceleration
methods, near-wall treatments etc. Some excellent results of CFD analysis on the whole-

body aircraft were also given. Fig 1.1 and 1.2 are the examples of CFD computations of



whole-body aircraft. The numerical results have shown very good agreement with the

experiment.

In the long history of fluid mechanics, much effort has been atforded to solve the Navier-
Stokes equations, the governing equations of fluild mechanics. In mathematics, they are a
set of nonlinear partial differential equations. The difficulty 1s that there is no effective
closed set of equations that can represent turbulent flow. In physics, too many tactors and
too complicated phenomena are involved in the fluid dynamics, while the understanding
of the turbulence in the flows is very limited. In reality, although much effort, and great
progress has been made in tackling the problems of turbulence, the science 1s far from the
complete; possibly even 1n the near future. Summarily, the bottlenecks are factually
existing: first, limited analytical methods have been developed to solve the non-linear
partial differential equations; second, the high-Reynolds-number turbulent flows and the
flows around complicated configurations can’t be solved directly because of the wide
range of excited length and time scales; third, the poor mathematical and physical
understandings of turbulence lead to all the modelling ways limited to some specitied

problems, and at present, no universal turbulence model exists.

Due to the difficulties in solving the N-S equations, people have developed a hierarchy
method to cope with the practical problems; Figure 1.3 shows the hierarchy structure. For
instance, in the early days, for some practical problems, the fluid can be regarded as
inviscid and irrotational, and the potential flows dominated the flowfield. In such
‘potential’ flows, the tluid dynamic equations reduced to the Laplace or Poisson equation.
These are linear partial differential equations, and so superposition methods can be used.
But, when the complexity of the practical problems is severe, the full potential methods, or

even EBuler's equations, are required. When the viscosity takes an important role in the



fluids, the boundary layer must be considered. When the problems became more
complicated, or the more accurate predictions were desired, the modern one-, two-
equation turbulence models and even Reynolds-stress models were employed. The details

of turbulence models are given in Appendix A.

Today, after a lengthy development period, CFD applications are becoming more and
more mature. The activities in CFD benchmarking are an indication of just how far CFD
has developed. For example, Taniguchi etc (2002) reported that the Society of Automotive
Engineers of Japan (JSAE) has organized a validation for main commercial CFD codes
sold in Japan, and 14 commercial codes took part in the activity, including 3 individual
codes for preprocessing and post-processing. The benchmark problems comprised four
major aspects in vehicle flow design: the vehicle aerodynamics, engine cylinder flow, air-
conditioning and defroster duct flow. These code vendors performed their predictions
based on various selections of grids, turbulence models and the equation discretization. A
concluding remark was made that only few codes performed all the four objects very well,
but the capability of CFD applications in industry was confirmed. It’s interesting to notice
that most of them tend to use the hybrid gnd of tetra/prism, in which the prisms are

generated near the vehicle surface while they were able to automatically fill the other

region with unstructured mesh.

With the rapid advances of computers in both speed and memory, two other sophisticated
techniques of computational fluid dynamics have seen some use: large eddy simulation
(LES) and direct numerical simulation (DNS). The former model, based on the filtering

approach calculates the large eddies directly, and only small eddies need to be modelled.

The latter method is to solve the Navier-Stokes equations directly; nothing to be modelled.



From the limited studies, these two methods have shown such promise, but suffer from too

big a requirement of computer resources.

1.2 Computational Fluid Dynamics (CKD)

CFD techniques have progressed a great deal in the past 40 years, and made a significant
success in engineering and academic applications. Even so, the CFD is stll in 1ts
development. Urgent and important advances are still needed in grid generating and
turbulence modelling. In this section, some relevant information pertaining to the above 1s

given.

1.2.1 Grid Generation

Grid generation is one of the most important steps in any successful CFD computations. It
1s not only the process of generating the mesh, but the synthesis of planning and balancing
of the CFD computation. Generally, the grid generation for a complicated geometry 1s
very time-consuming. At present, different gridding methods have been developed and

used, such as Cartesian grids, structured and unstructured grids, hybrid gridding etc.

Cartesian Gnds

The Cartesian grid 1s the simplest grid and the straightest gnd in sense. The extant
difficulties 1in implementing the boundary conditions on the boundaries or surfaces have

limited its current use. None the less, some researchers are making eftforts to alleviate



these difficulues. Lin et al (1998) developed an automatic grid generation method in
Cartesian co-ordinates. The main i1dea was to use diagonal segments for the
approximations of complex geometries, Fig. 1.4 shows the comparison of a sphere based
on the diagonal approach and the conventional saw-tooth approximation. Still, however,
the practical applications of Cartesian grid in complicated geometry need significant

development.

Structured Grids

Structured grids are formed by a series of curvilinear coordinate lines, where the one-to-
one mapping can be established between the physical and computational domains. The
curvilinear grid points conform to the boundaries, surfaces, or both and therefore provide

an excellent way of specitying the boundary conditions.

For complex geometrical configurations such as that of the whole-body aircraft, the
physical region is usually divided into subregions, and within each subregion a structured
grid 1s generated. The resulting subgrids may then be patched together at common

interfaces to form the entire computational region. Figure 1.5 shows the 2D and 3D multi-

block structured gnids.

The structured multi-block grids represent the most widely used strategy during the past
20 years for both 2D and 3D gnd generation about complex configurations. The major
difficulty in generating the structured grids is their automation. Recent research activities

in this area have been directed toward the development of algorithms to perform automatic

blocking and grid generation. It should be noted that the user interaction and graphical



user interfaces (GUI) are extremely important in generation of structured grids (Agarwal

1999).

From the standpoint of numerical simulation, high quality grids are requisite for any
successtul CFD computations. Therefore, user’s ingenuity and experience are becoming

critical in generating grids and in governing the time required in grid generation.

Unstructured Gnids

Unstructured gnds are composed of triangles in 2D and tetrahedrons in 3D. The grid
information i1s provided by a set of nodes and the connectivity between the nodes. A

connectivity table describes connections and provides the appropriate neighborhood

information among nodes and cells. Figure 1.6 shows a 3D unstructured grid.

The unstructured grids are increasingly used in CFD simulations. However, due to current
computers, memory limitations, the generation of high-quality grids for turbulent-flow
simulations require high aspect ratio cells near the body surface; this is not available in
unstructured gnds and so remains a major difficulty. The major advantages of the

unstructured gnds are, however, the potential for automation, adaptation, and the greater

geometric flexibility.

Hybrnd Grids

In present CFD computations, hybrid grids are becoming more and more popular. The
hybrid grids are actually the combinations of structured and unstructured grids. They use

high aspect ratio structured grids near the solid boundaries for viscous flow simulations,



while the other region is filled with the unstructured grids. This approach offers the
potentials both 1n greater geometric flexibility and in high-quality grnids with automation.

Figure 1.7 1s an example of hybrid grid generated around an airfoul.

Grid Adaptation

Reynolds averaged Navier-Stokes (RANS) simulations about complicated configurations
require more and more grid points. This is especially so when some important flow
features need to be captured, such as shocks, contact discontinuities, boundary layers,
wakes, and separated and vortical flow regions et al where very fine grids are needed, and
$O 18 a very large memory. But, the most popular way to reduce the grid requirement 1s to
include a grid adaptation strategy in which grid clustering is automatically achieved in the
regions of steep flow gradients and relatively fewer grid points in the rest of the

computational domain. Figure 1.8 shows the grid before and after adaptation.

The major difficulty with many structured grid algorithms, when used for generating

adaptive grids about bodies with large curvature, is that the initial grid about the body
needs to be chosen with great care so that the subsequent adaptation of this gnd to the

flow does not cause points to move inside the body.

1.2.2 Turbulence Modelling

Complex turbulence is an irregular motion in the fluid flows, which may be the most
difficult problem in the classical physics due to its complexity and the limited

understanding of it. In the history of over 100 years, many approaches have been



developed for the practical problem solving, from the simplified analytical solution to full
direct numerical computation of Navier-Stokes equations. The physics of fluid dynamics
1s very complicated, consisting of variety components of different spatial and temporal
scales. Fortunately, in most industrial engineering, only the averaged values are of
technological importance. Therefore, the time averaging solutions have been pursued,
changing the conventional Navier-Stokes equations into the Reynolds-averaged N-S
equations (RANS). But this brings in an additional Reynolds stress term and renders the
equations indeterminate. To close the equations, the Reynolds stress must be modelled to
provide the necessary equation closure; this is the problem of turbulence modelling. A
variety of turbulence models of various complexities have been developed over decades.
These turbulence models include: (1) algebraic (zero-equation models), (2) one-equation
models, (3) two-equation models, and (4) second-order closure models (Appendix A gives

the details).

In the zero-equation models, the turbulent length scale and timescale are algebraically
specified, usually by using Prandtl’s mixing-length hypothesis. These models are formally
valid for thin turbulent shear flows, near a wall, where the mean velocity is primarily
unidirectional. The main deficiency of these models is that they require a specification of

the turbulent length scale /y, which may be impossible to do reliably in complex turbulent

flows.

In the one-equation models, a transport equation for the turbulent kinetic energy is
resolved, while the turbulent length scale is required to be specified. But, Baldwin &

Barth, and Spalart & Allmaras have developed their improved one-equation models based

on the solution of a modelled transport equation for the eddy viscosity v;, which alleviates



the problem of having to specify the turbulent length scale in their definition of the eddy

VISCOSIty V..

In the two-equation models, these usually referred to as the complete turbulence models.

Two of the most widely known and extensively employed models are the x-€ models

(turbulent kinetic energy-turbulent dissipation rate) and the x-® models (turbulent kinetic

energy-rate of dissipation per unit turbulent kinetic energy). In each of the categories,
many other improved turbulence models have been developed for some specified

problems.

Reynolds stress models (RSM) have been developed to solve model transport equations
for individual stresses in the Reynolds-stress tensor, abandoning the Boussinesq’s eddy
viscosity hypothesis which is used in the other RANS methods. For the 3D flows, RSM
models introduce seven equations, one for the turbulent length scale and six for the
components of the Reynolds stress tensor. In principle, they are better suited for
computing complex 3D turbulent flows with the effects of streamline curvature, swirl,

rotation, and rapid changes 1n strain rate. They may be the potential models to give

accurate predictions for complex flows. It is believed that the modelling of the pressure-
strain and dissipation-rate terms ts really challenging, and so is often considered to be

responsible for compromising the accuracy of RSM predictions.

NASA organized a workshop for the assessment of the direction of CFD research for the
design of future generations of transportation aircraft (Rubinstein et al 2001). From the
two-day discussion about the needs of aircraft manufacturers, the need for further
developments of single-point turbulence models stood out in clear light. The major points

were as follows:



- Advances 1n turbulence modelling are needed in order to calculate high Reynolds
number flows near the onset of separation and beyond

- NASA should support long-term research on Algebraic Stress Models (ASM) and
Reynolds Stress Models (RSM)

- Turbulence modelling development, validation and implementation should include

DNS, LES and hybrid method approaches.

The discussion between model developers, aircraft designers, program managers etc
should be regarded as the basic directions of the turbulence model development and

validation.

1.2.3 Large Eddy Simulation-LES

Strictly speaking, LES is one of the methods of turbulence modelling, but 1t 1s
significantly different from the RANS methods in both the general principle and the
practical applications. RANS methods compute an ensemble average of the flowfield, 1n
which the average physics is resolved from the averaged Navier-Stokes equations, with

the fluctuating physics included via a turbulence model. LES resolves the mean and large
eddies (energy carrying and transferring structures) directly. In LES filtering methods are
used. It’s generally believed that the small eddies tend to be homogeneous and universal,
and less affected by the boundary conditions. Therefore, there is hope that their models
can be simpler and require fewer adjustments in different flows (Piomelli 1999). This may

be the reason that LES generally gives much better simulation results than RANS 1n many
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complex flows. The only problem for LES is the huge requirement of computer resources,

which 1s usually impossible in the practical applications.

Since 1970s, the standard Smagorinsky model has been widely used in the computation of
LES until the dynamic SGS model was proposed. Then the improvement of SGS models
1s continuing, and many variattons of dynamic SGS model have been proposed. Murakami
(1997) summarized the advantages and disadvantages of various SGS models and these

are given 1n the tablel. 1.

Table 1.1 Advantages and disadvantages of various SGS models (from Murakami 1997)

| Consideration to non- | Consideration | Stability of
| equilibrium effect | to transition computation
Smagorinsky Model X X O*
(static type) |
Scale similarity model A O X
(static type) |
Mixed model (mixed A A, O O
type)
Dynamic SGS model A O A
Dynamic mixed model | A, O | O A, O
Lagrangian dynamic A, O O O
SGS model | |
Lagrangian  Dynamics O O O*
mixed model

Note: O*; function very well; O: tunction well; A: function insufficiently; x: function poorly

In his paper, Murakami (1997) also reported the comparison between RANS and LES 1n

the computational wind engineering. For flowfield around the bluff bodies, LES gave the
most accurate prediction of the flowfield, much better than the x-€ models and RSM

models, Figure 1.9 shows the flowfield predictions with different turbulence models, in

which k-€ model tends to overpredict the wake of the bluff body.
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It’s well known that in full LES, the grid spacing would scale with the boundary-layer
thickness for a given accuracy, and the requirement restricts the LES applications.
Theretore, some researchers tried LES simulation on the coarse grid. Spalart (2000) gave a
comparison of the tflow past a circle cylinder, and Figure 1.10 shows the comparisons. The

LES simulation on coarse grid gave very similar results with the fine grid. The drag

prediction for RANS is too low at C; =0.9, URANS (unsteady RANS) gives too high

result at Cy=1.7, while LES methods give much better predictions: C; =1.05 for coarse

gnd, C; =1.32 for fine grid (the experiment gives C;=1.2).

Most successful LES has been done using high-order spatial discretization, with great care
being taken to resolve all scales larger than the inertial subrange. The degradation of
accuracy in the mean flow quantities with poorly resolved LES ts not well documented. In

addition, the use of wall functions with LES is an approximation that requires further

validation.

1.2.4 Direct Numerical Simulation-DNS

In DNS, the Navier-Stokes equations are discretized and solved directly; nothing to be
modelled. Theoretically, if the mesh 1s fine enough to resolve even the smallest scales of
motion, and the scheme is designed to minimize the numerical dispersion and dissipation
errors, the 3D time dependent accurate solutions can be obtained. In practice, there are
some limitations: the accurate, high order schemes designed to reduce the dispersion and
dissipation errors tend to have little flexibility in handling complex geometries and the

boundary conditions; a number of grid points proportional to the 9/4 power of Reynolds
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number are also required to resolve all scales of motion: too much computer resources are

required.

Presently, DNS 1s not a development tool, but a very useful tool in the research of
transitional and turbulent flows. Moin et al (1998) stressed that DNS is a research tool. In
their paper, some related numerical 1ssues, such as boundary conditions and the spatial and
temporal discretization were discussed, illustrating that DNS 1s a useful tool to
complement the experiments and get the turbulence physics that was not easily attained 1n
the laboratory. Figure 1.11 shows all the terms 1n the Reynolds stress equations computed
directly by DNS. Hwang et al (1998) compared the data of several second-order closure
turbulence models to the DNS predictions of a channel flow, and Suga (1998) used DNS

data of a channel flow to develop a nonlinear eddy viscosity turbulence model.

DNS has a much higher cost than LES simulation for the same Reynolds number. But,
Spalart (2000) suggested that 1t’s possible that DNS simulation can finish the task in a
lower Reynolds number at the same cost of LES simulation, then an extrapolation method
1s used to extrapolate the DNS results into the LES Reynolds number with confidence.
Moreover, the extrapolation can reach any Reynolds number. If this can be done with

confidence, DNS simulation will be superior to LES, even at the same computational cost.

1.3 CFD Applications

CFD applications are becoming more and more popular, and the application areas spread
from the under sea, to the sea, to the land, to near space, to the sun, to the stars, and even

beyond (Oran 2002). Oran also illustrated various CFD applications by a number of
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examples. Figure 1.12 is a torpedo launch from a submarine bay, where flow
complications arises as water moves into the bay when the torpedo is launched, as flow 1s
induced by the relative motion of the submarine and the torpedo and the due to the effects
of the water jet used to propel the torpedo. Figure 1.13 shows a destroyer moving at 20 kn,
with smoke from the stacks and an approaching helicopter with rotating blades. Wind and
smoke passing over the ship create rapid background fluctuations in which a helicopter
must land. Simulations were used to create background airflows for virtual reality training
for helicopter pilots and to design deflectors to keep the gases out of open bays. Figure
1.14 shows the pressure and velocity vector for the flow over the Space Station. The low
density of the upper atmosphere put this problem in a range where fluid dynamics 1s not
equilibrated, and particle-based methods give more accurate solutions. It may be
considered, therefore, that CFD has emerged as a powerful tool in many applications. In

this research, CFD applications are focused on the automotive aerodynamics.

The aerodynamics is a very important aspect in the design of road vehicles, particularly
after two crises of oil in 1970s. A vehicle with a low drag coefficient is becoming one of
the major selling points. Before CFD techniques and powerful computers were available,
the development of vehicle aerodynamics was heavily dependent on wind tunnel testing.
Generally, in the process of the production design, several different scaled models must be

built for wind tunnel testing in the different stage of development. It’s a reliable procedure,
but a costly and time-consuming procedure. People have been looking for a replacement

or complementary tool. Fortunately, CFD happens to be the tool.

As early as in 1989, Han (1989) used an incompressible RANS method to simulate the
flows around an Ahmed’s vehicle-like body, and Han et al (1996) made the further

research on the automotive aerodynamics, where they investigated three type vehicles:
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Square-back (SB), Fast-back (FB) and fast-back boat-tail ramp (FBR). They concluded
that CFD could track relative changes in drag between the three type vehicles with

acceptable engineering accuracy (less than 4% percent error of the relative drag).

Keller et al (1999) used a CFD tool to study the Formula 1 car wheel aerodynamics. The
computational flow visualization tool combined with the experimental visualization study
enable a new wing geometry to be designed, which may lead to a significant reduction in
the drag of the wheel. Basara (2000) emphasized the applications of second moment
closure (SMC) in automotive flows, and used CFD with SMC to predict the external
acrodynamics, car compartment and in-cylinder flow, where he studied some important
and complicated flow features: separation and recirculation, impingement, swirl and

streamiine curvature etc.

Aroussi et al (2000) compared the results of CFD and PIV measurements for the flowfield
in a vehicle when both windshield defroster and instrument panel (IP) registers are open.
They 1llustrated although there were differences between the experimental and
computational results in locating, the core of the jets issuing from the IP registers, the
macroscopic features in terms of shape, size and intensity were correctly predicted. They
concluded the use of CFD as a design tool in the field of vehicle climate control was

justified.

Okada et al (2002) used CFD (o predict the water condensation in an automotive

headlamp. The numerical and experimental results showed the consistency.

It’s widely accepted that most of the CFD predictions for road vehicle aerodynamics can

be done in the steady manner, aithough the flowfield around the road vehicles are
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unsteady. But Person et al (2000) completed the CFD simulations of the transient flows of
vehicles. Since the flows around a vehicle are very complicated and inherently unsteady,
and the numerical problems may occur when the mesh resolution becomes very fine in the
separation regions, a converged solution may not be attainable. They pointed out that this
approach might benefit both from stability and physics. For the stability, there 1s always a

solution, however transient the flow is. For the physics, it gives fewer assumptions in the

numerical computation.

1.4 CFD for Aerodynamic Design

In recent years, there has been significant progress in the development of techniques for
aerodynamic shape optimization by using the advanced CFD methods. These techniques
can be broadly categorized into direct and inverse design methods. Traditionally, the direct
approach of optimizing design has been carried out by trial and error, which is heavily
relied on the intuition and experience of the designer. One of the disadvantages of the
method is, that repeated trials in an interactive design and analysts procedure could not
lead to a truly optimum design. In order to take full advantage of the possibility of
examining a large design space, the numerical simulations need to be combined with

automatic search and optimization approaches. Another disadvantage 1s, that the method

needs extremely intensive computation when the number of varnations 1s large.

Another approach is the inverse design method. The design problem is cast as an inverse
problem involving the research for a shape that will generate the desired pressure
distribution. This approach requires knowledge of the pressure distribution a priori by the

designer that will lead to the desired performance. The method has the advantage that only
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one flow solution is required to obtain the desired design, the disadvantage is that the
desired shape may not exist unless the pressure distribution satisfies certain constraints.
Jameson (1994) formulated the inverse design optimization problem in terms of control
theory, and developed an adjoint equation to determine the gradient of the cost function.
The adjoint equation 1s always linear and has coefficients defined by the solution of the
flow equations. The cost of solving the adjoint equation 1s comparable to that of solving
the flow equation. Thus the gradient can be determined with roughly the computational
cost of two flow solutions, independent of the number of design variables. The method

shows very promising future for full configuration vehicle design.

The primary purpose of engineering research and development 1s to provide new
information and tools for the analysis and design of new systems and the concepts to meet
certain human needs (Kumar 2000). In the typical design of a fluid dynamic machine, the
process i1s usually accomplished in three major steps: conceptual design, preliminary

design and final design.

In the conceptual design stage, the main overall dimensions of the machine are determined
by using dimensionless coefficients from accumulated experience. Typical coetficients are
those of the drag or lift. Typically, this stage involves the applications of low fidelity but

very fast tools to examine a large design space, in which many design iterations can be
performed quickly. The tools may provide approximate changes in performance due to

changes in design.

In the preliminary design stage, the detailed design of the machine’s components follows
an iterative process between analytical design and experimental venfication. The major

task 1n this stage 1s to produce an overall design that can meet the mission requirements
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within the given constraints, therefore, higher fidelity tools are used to assess the
performance within sufficient accuracy. Presently, CFD has accelerated the convergence
of this process significantly, and it permits interference effects among the components to

be taken 1nto account.

In the final design stage, the separated optimized components are put together in a
prototype system, and the complete details are designed. In this stage, the highest fidehty

tools are needed.

In aerodynamic design, CFD tools are taking a more and more important role thanks to the
advances in computer platforms and the numerical techniques in CFD. In many cases,

CFD has been successfully used in the preliminary design stages and replaced a lot of

wind tunnel testing, and it can reduce the cost and shorten the design circle significantly.

If CFD 1s used in the design process, the following three factors must be considered

(Agarwal 1999, Jameson et al 2000):

- Sufficient accuracy
- Acceptable computational and manpower costs

- Fast turnaround time

Jameson et al (2000) pointed out that for the civil aircraft, CFD prediction of the drag

coefficient should be the order of 1%, i.e., the drag prediction has to be within the
accuracy of 1-2 counts. Kumar et al (2000) pointed out that for the transonic transport
aircraft, cruise drag can be predicted by CFD techniques only in 10-20 counts, or 3.5 to

8% accuracy of total drag. But the more difficult thing is to reach the same level of
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accuracy in off-design conditions, such as buffet onset or high-lift configurations where

the flow may be highly separated and unsteady.

Although the Navier-Stokes equations can predict the unsteady, separated flows for a
complete configuration (DNS computation), the requirements of huge computer resources
make it mmpractical to resolve all the relevant scales in such flows. It 1s, theretore,
necessary to model the unresolved scales. RANS equations are the conventional
approaches, with the introduction of the turbulence models. Jameson et al (2000) reported
that to allow the completion of the major design cycle in 4-6 months, the cycle time tor the
multidisciplinary loop should not be longer than about 2 weeks. Theretfore, the turnaround
time for aerodynamic analyses is only a few hours. The biggest problem 1n aerodynamic
analyses may be the geometry processing and the surface gnd generation. It’s reported that

30-90% of total grid generation time 1s spent on them (Agarwal 1999).

In the design of road vehicles, the development process is significantly different from that
of aircraft, where the aerodynamic development is performed in a closed loop containing
aesthetic, functional and aerodynamic considerations. Both the number of iterations
necessary and the quality of the final result depend on the ability of the aerodynamicist to
recognize the intentions of the exterior designer, and to find solutions within the

designer’s limits of acceptability (Hucho & Sovran 1993).

Beccaria et al (1999) developed a software system which is capable of quickly performing
a semi-automatic optimization of the shape of sport cars with respect to their aerodynamic
properties. The system utilized the aerodynamic solver based on the assumption of
attached flow along the body except its aftermost part. This assures a good prediction of

the pressures almost up to the separation region, and in particular a good evaluation of the
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vertical pressure loads if the wake 1s modelled properly. In their parallel computing, a full
optimization cycle, of the order of 1000 iterations over the car shape, can be performed on

a workstation cluster in order of 10 hours.

1.5 Roles of Wind Tunnel Test

As early as 1975, Chapman et al (1975) surmised that “computers should begin to
supplant wind tunnels in the aerodynamic design and testing process’, and pointed out that
computers would provide a numerical wind tunnel to obtain aerodynamic flow simulation
in less time and at lower cost for the design of new aerospace vehicles. Indeed, several
breakthroughs of computational fluid dynamics during the 1970's and 1980’s, especially
the development of the two-equation turbulence model and Reynolds stress methods,
made the prediction of fluid dynamics automatic and successful in many practical
problems. Unfortunately, the situation didn’t happen, even when the capabilities of
computers are increasing in geometric series. The superficial understanding of the

turbulence mechanism made the numerical methods applicable only to simple fluid

problems. So, the wind tunnel 1s still an indispensable tool in fluid dynamics. Sawley etc
(1997) reported that the Sauber Petronas Engineering AG (Swiss) spends about 33 weeks

of wind tunnel testing each year to test their race cars, this is a good example to show the

importance of the wind tunnel.

In the general use of wind tunnels, Squire (1998) gave a review of small high speed wind
tunnels 1n aeronautical research. He suggested that small tunnels can make significant
contributions to aeronautical research in the following areas: boundary layer

measurements; shock/boundary layer interactions; the parametric study ot the
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acrodynamics of wings of unusual planform; the investigation of complex viscous flows

for development and validation of CFD and the development of new techniques.

In some specific applications, wind tunnels sometimes show their advantages in the whole
design process of the aircraft. Niewald et al (2000) used wind tunnels to develop the F/A-
18E fighter. In the different development stages, different scale models were used. At the
stage of aerodynamic configuration development, a relatively small model (5% scale
model) was utilized to permit low-cost evaluation of numerous configuration refinements.
Then an 8% scale model was used to support verification and documentation testing.
Then, a 15% scale model was manufactured to provide corrections for support system
effects. In the last stage, a 17.6% scale model with the high-fidelity inlet/airframe was

used for the preflight performance testing.

Landman et al (2000) used wind tunnel testing to optimize the geometry of the mult-
element airfoils. Combining the optimization methods, the wind tunnel model was used to

get the optimum lift as a function of flap position.

The inherent limitations of computational and wind tunnel simulations make them
complementary. Wind tunnels are limited by the size of the models that can be placed in
them and by the density, temperature, and velocity of the flow that they can sustain, with
the consequence that flight Reynolds numbers cannot be realized with complete models.
Their accuracy is also limited by wall and support interference and by aeroelastic
distortion. Whilst computers are not limited in any of these ways, but 1n speed and

memory, which 1n turn limit the attainable complexity and resolution of simulations

(Agarwal 1999).



As the computational tools become increasingly reliable 1 predicting system
performance, the role of wind tunnels will shift towards physics based testing for
increased understanding of various flow phenomena and for developing high fidelity data
for physical model development and validation. As the physical understanding grows,
more and more flow interactions can be included in a given test, such as vortical flow
interactions, massively separated flow, wing/control surface interactions etc (Kumar et al
2000). An important requirement for accurate code validation data is the characterization
of the wind tunnel flow in the working section, and the global wind tunnel calibration data

must be available over the entire operating envelope of the facility, and must be shown

repeatable at all times between calibration.

1.6 Concluding Remarks

CFD has been made a great progress during the past decades, and actually emerged as a
powerful tool in academic and engineering applications. Presently, many three
dimensional complex flows can be solved efficiently and accurately with Euler or Navier-
Stokes equation, and it i1s to be expected that CFD will be use for wider and wider

applications in practical problems.

The present difficulties of CFD applications lie in the turbulence modelling and the set-up
time for the geometry modelling and mesh generation for the treatment of complete
configurations. For the former difficulty, people need to go further to the understanding of
the phenomena of turbulence, by advanced CFD simulations (i.e. LES and DNS), and by
the delicate wind tunnel test. Much effort is still needed in the improvement of the

turbulence modelling, particular the Reynolds stress models. For the latter difficulty,
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people are working on the Computer-Aided Geometric Design (CAGD) techniques tfor
more efficient and accurate geometry modelling, aiming to reduce the unacceptably large

geomeltry processing time of the current systems and remove one of the major bottlenecks

in acceptance of CFD in industry (Agarwal 1999).

CFD and wind tunnel simulations can be complementary due to their inherent limitations.
Therefore, it’s possible to use CFD simulation to complement and enhance wind tunnel
testing, and form a more powerful overall facility for acrodynamic test (Campbell et al
2003). This research work is on CFD in support of wind tunnel testing, including the
investigation of the flowfield in the working section, the strut effect on the test model, the

blockage correction etc. Next few chapters will give the details of the research work.
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Figures of Chapter 1
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Figure 1.1 Numencal Computation of MD-11 (from Agarwal 1999)
(a) Structured surface grid; (b) Comparison of computed and expenmental
surface pressure at two-wing locations, My=0.85, a=1 8
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Figure 1.2 CFD analysis of F-18 E aircraft (from Agarwal 1999)

(a) Unstructured surface mesh
(b)  Surface pressure distribution
(c) Drag increment curve
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(a) Normal Gnd

(b) Adapted grid

Figure 1.8 Grid Adaptation (Fluent Manual)
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Figure 1.13 A naval destroyer moving at 20 kn, with smoke from the stacks and an
approaching helicopter (Oran 2002)

Figure 1.14  Pressure and velocity vector for the flow over the Mir Space Station at
110km (Oran 2002)
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CHAPTER 2

CFD APPLICATIONS IN WIND TUNNELS

2.1 Introduction

Wind tunnels have been and will be the very important tools for development of
aerodynamics, hydrodynamics and other fluid dynamics. Through the breakthroughs in
CFD techniques in the 1960s-1970s, people once thought the wind tunnel as a tool would
be obsolete (Ewald 1998), but it has never happened. The tact 1s that CFD development,
though powerful, 1s far away from the early expectations. This is as a consequence of a

limited understanding of turbulence. The current models tend to be limited, both 1n

physical mechanism and in mathematical analysis.

The fluid dynamics equations are a set of nonlinear partial differential equations. In
mathematics, there is no analytical solution to the complete problem represented by the
equations, i.e., the present development of mathematics cannot provide any efficient
theoretical tool for it. In the long history of tackling practical problems, people have tried
to resolve the fluid dynamics problems empirically, but these methods can only give the
approximate solutions. When the problems are three dimensional and complicated, the
solutions become more difficult, if not currently impossible. Today, however, advanced
computer platforms and the numerical techniques provide an alternative tool tor
complicated fluid dynamic predictions. Again, this still presents the approximate
solutions, and the accuracy and reliability may become problematic for complex

configurations, such as the flows for large AOA flight and bluff bodies et al. In many

cases, people would like to use wind tunnel as the final development tool.

33



It 1s believed that wind tunnels can provide reliable data under the well-controlled
environments and well-conducted measurements. Some practical ditficulties in wind
tunnel testing, however, always haunt tunnel engineers: blockage or wall interference,

Reynolds number effect and even physical modelling.

Firstly, when the test model 1s in working section, it will reduce the area of the flow
passage, accelerate the flow which passes the test model, and cause a blockage in working
section. It’s obvious that the blockage may change the flow field and the testing results.
Blockage 1s usually defined by the ratio of the model frontal area and the working section
cross area, therefore, for a given working section, the bigger the model is, the bigger the
blockage. When the blockage 1s small, the eftect of blockage on the test results 1s either
small or can be corrected by a conventional linear method or more advanced approach.
When the blockage is too big, say, bigger than 7.5% (the maximum blockage ratio Rae &
Pope (1984) recommended), it will have a bigger effect on the results, and the correction

methods must be applied, but the correction procedure may be problematic or even

uncorrectable.

Secondly, the Reynolds number of the model is usually much smaller than the prototype
since the testing model is usually scaled. For example, for road vehicle test, a 25-30%
scale model 1s usually used in Europe, and 40% model in Amenca (Hucho & Sovran
1993). The Reynolds number for prototype may be an order greater than that for typical
wind tunnel model. To increase Reynolds number in wind tunnel, increasing the wind
speed in the tunnel is one way, but may be problematic. Think about a simple example, 1f
the model is one fourth of prototype and supposed the speed of the prototype is 100m/s
(223mph) (a very high speed car). In order to reach the prototype Reynolds number, the

atr speed 1in wind tunnel should increase to 400m/s (it’s supersonic!). In this case, the
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flows around the test model are totally different from those around the prototype.

Obviously, the physical modelling can not be successful.

Third, the model manutacturing may not be as exact as the prototype, especially for some
small parts. One reason 1s that the small parts are not easy to manufacture, another reason
1$ that even if the small parts are physically modelled, but it’s still unclear for their eftects
due to the Reynolds number effect. It must be kept in mind, however, that in some cases
the some small parts may cause the significant difference for the flows between scaled

model and the prototype.

In summary, CFD techniques and wind tunnels have their own advantages and
disadvantages, and they are complementary in many ways. This research aims to combine
CFED tools and wind tunnel into a more powerful facility for aerodynamics testing, 1.e.,

CED to complement and, therefore, to enhance the wind tunnel testing.

2.2 CFD Applications in Wind Tunnel Experiments

CFD has been employed to support wind tunnel experiments in many aspects, such as test

model design and fabrication, experimental set-up, experiment monitor, and data analysis

and visualization etc. Some details are given as follows.

2.2.1 Model Design and Fabrication

When the model is being designed, the first thing is the selection of the model scale. From

the standpoints of measurement and modelling, the model should be manutactured as big

35



as possible, for the bigger the model is, the better the test results are. From the standpoints
of model blockage and the cost of model building, the smaller the model 1s, the smaller the
blockage 1s and the less the cost. Therefore, in wind tunnel testing, there 1s always a
compromise for the model scale, usually depending on the wind tunnel engineer’s
experience. To be independent of engineer’s experience for the selection of the model
ratio, some researchers suggest the general rules for the testing model. Rae and Pope
(1984) recommended that the maximum model frontal area should not exceed 7.5% of the
test section, and they also suggested that the blockage effect can be removed by semi-
empirical correction methods. Hucho and Sovran (1993) reported that a blockage ratio of
5% has been appropriate for the vehicle aerodynamic testing for a long time. Accordingly,
very few automotive wind tunnels in the world can meet the requirement for a typical car
prototype testing, which will require the test section area of about 40m". Normally, the

blockage of slightly more than 5% has been used in practice. But, when the blockage ratio

1s more than 10%, the testing results will be very doubttul.

Now, CFD techniques may lead to a better selection for test model ratio. Niewald and
Parker (2000) used a CFD tool to check up the blockage and the wall interference for their
different sized model testing in wind tunnels during the development of F/A-18E fighter.
They carried on the wind tunnel testing of 5%, 8%, 15% and 17.6% model scales in

different project development stages and CFD ensures them that the wind tunnel wall has

no apparent effect on the test data for the different scale models.

CED techniques may allow people to select model ratio more scientifically. Generally, a
bigger scale for model fabrication is expected since the tunnel engineers tend to be
conservative in selection of model ratio. The bigger model may produce threefold benefits:

bigger Reynolds number can be reached; the manufacturing of a higher-tidelity model
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may become feasible; and the bigger model may provide more space for the onboard

Instrumentation.

2.2.2 Experiment Set-up

Experiment setup is a very tmportant stage for any model test. The experimental
preparations, such as the measurement locations, the transducer range selection and model

support approach, are included.

The reasonable measurement locations are of vital importance in the measurement of the
test data. To get reliable and reasonable data from test, the more measurements there are,
the better, at least theoretically. But, too many measurements during the tests may not be
the best solution. Because too many measurements may increase the cost in buying the
sensors, and increase the test data which may cause the difficulties in data processing and
management, and even difficulties in operating or recording. In practice, people developed
the methods for reducing the measurements in certain areas where the parameters change
smoothly, and increasing the measurements where the parameters change quickly. Good

CED results can be most beneficial in the placement of sensors etc.

Niewald and Parker (2000) used CFD results to determine the proper number and
concentration of pressure taps required to accurately measure sting and distortion effects
over the range of test conditions. Figure 2.1 shows that approximately 1050 pressure taps
distributed over the external surface of the testing model. Pressure taps were concentrated
in the region where CFD predicted the complicated flows occurred and a sparse

distribution of taps was in the region only for the requirement of pressure integration. This
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approach would minimize the effect of measurement system bias on the results on the

Lhhmited measurements.

Once the measurement locations have been decided, the next step is to decide the range of
the transducers. Transducers usually have limited overloading capabilities, especially for
the transducers with high accuracy, which tend to be expensive. In the past, when the
measuring value is often unknown, large range transducers were used to keep the
maximum sensed value within the overload range. This approach, however, reduces the

measurement accuracy.

CFD techniques can guide to determine the ranges of the transducers efficiently, even
though CFD cannot give the accurate prediction. Bosniakov (1998) used CFD results 1n
several ways in preparing for the experimental tests, including the choice of transducers or

gauges for the tests.

2.2.3 Experiment Monitoring

Real-time (online) monitoring of wind tunnel test is a good way to ensure the reliable test
results. Niewald et al (2000) used a continuous online monitoring system in their wind
tunnel experiment. The real-time 3D surface pressure color contour displays, compared to
CFD results, were monitored to access data quality and to support elimination and

substitution of faulty pressure measurements, if necessary. Online correlation of pretest N-
S CFD solutions and test data led to high confidence throughout the test, Figure 2.2 shows

the comparison of the pressure predictions of CFD and wind tunnel.
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2.2.4 Data Analysis

CFD can provide more details of the flowfield than the tunnel data, particularly in the
areas of test or measuring difficulties. Therefore, the comparison and fusion (overlaying)
of the data from tunnel and CFD simulation may provide additional insight into the data
sets. Lamar et al (2001) summarized the comparisons of the flight, wind tunnel and CFD
data for craned arrow wing (F-16XL-1), including the test conditions of subsonic and
transonic speeds. And with the aid of data fusion (overlaying), the resulting highly diverse
types of data sets were obtained over a wide range of test conditions, and have produced
some novel results. Figure 2.3 shows the comparison of upper surface Cp distribution of

CFD and flight, and Figure 2.4 shows the data fusion method.

2.3 CFD Applications in Data Corrections of Wind Tunnel Test

Corrections of wind tunnel test data have remained an unsolved problem for all wind
tunnel engineers. Many researchers proposed their correction methods of wind tunnel data,
which were mainly based on semi-empirical methods. In many circumstances, these
correction methods are quite effective. Figure 2.5 shows the uncorrected data obtained

from different wind tunnels, where the data are not correlative at all, while Figure 2.6

shows the corresponding results after correction; very consistent results are found for the

different wind tunnels.

The most conventional corrections of wind tunnel data are the linear correction methods
based on potential theory, and these methods give the very good corrections for small

blockage and the simple flows. With advances in computer capabilities and numencal
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techniques, the more sophisticated wall correction methods have been or are being
developed, such as boundary-measurement methods and CFD methods. The former are
based on the assumption that the wall-induced flowfield satisfies the Prandtl-Glauert
equation, and utilization of the measurements of the flow at or near the tunnel walls. The
latter cover a large range of numerical techniques, from the linear potential theory to

Navier-Stokes equations in RANS.

Rogers and Roth (2000) showed the CFD validation of high-lift flows with significant
wind-tunnel effects, and then compared the test data from tw<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>