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Abstract

Understanding the magnetic structure and behaviour of domain walls has attracted
recent attention in both academia and industry as it is of fundamental importance
for the development of magnetic storage media. At the University of Glasgow we
specialise in direct magnetic imaging through Lorentz electron microscopy. This PhD
project presents an investigation into the development of magnetic imaging methods
in the TEM and their application in imaging narrow domain walls in multilayer
magnetic structures.

Lorentz microscopy techniques are limited in quantitative magnetic imaging as this
generally requires using scanning imaging modes which limits the capability of imag-
ing dynamic processes. The first imaging method developed in this study is a phase
gradient technique with the aim of producing quantitative magnetic contrast pro-
portional to the magnetic induction of the sample whilst maintaining a live imaging
mode. This method uses a specifically engineered, semi-electron-transparent graded
wedge aperture to controllably perturb intensity in the back focal plane. The results
of this study found that this method could produce magnetic contrast proportional
to the sample induction, however the required gradient of the wedge aperture made
this contrast close to the noise level with large associated errors.

In the second part of this study we investigated the development of a technique
aimed at gaining sub-microsecond temporal resolution within TEMs based on streak
imaging. We are using ramped pulsed magnetic fields, applied across nanowire sam-
ples to both induce magnetic behaviour and deflect the electron beam across the
detector with respect to time. We are coupling this with a novel pixelated detector
on the TEM in the form of a Medipix/Timepix chip capable of microsecond exposure
times without adding noise. Running this detector in integral mode and allowing
for practical limitations such as experiment time and aperture stability, the resul-
tant streak images were taken in Fresnel, Foucault and low angle diffraction imaging
modes. We found that while this method is theoretically viable, the limiting factor
was the contrast of the magnetic signal in the streak and therefore the total image
counts.

Domain walls (DWs) in synthetic antiferromagnetically (SAF) coupled films pat-
terned as nanowires offer exciting possibilities; the domain walls in these multilayers
have narrower widths and reduced magnetostatic energy compared to those in single
layer nanowires. In this study Co90Fe10/Ru/Co90Fe10 films were used to investi-
gate the existence and structure of these walls. Nanowires were fabricated in these
films and the DW structure was studied with respect to both wire width and varying
magnetic layer thickness. It was found that while the DW structure does not appear
to vary with the range of wire widths used, it changed significantly with varying
thickness. The narrow DWs were observed to form only in samples with an unbal-
anced ratio of 1.25 : 1 or below; 1.75 : 1 and 2 : 1 samples were both observed to
form transverse domain walls.
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Chapter 1

Ferromagnetism and

Antiferromagnetism in Thin Films

1.1 Introduction

The advancement over recent decades of both lithography and observation tech-

niques, as well as the increasing demand for high density magnetic recording devices,

has led to research into the understanding of magnetic behaviour on the nanoscale.

The work presented in this thesis investigates and develops the magnetic imaging

techniques used in Lorentz transmission electron microscopy for characterisation

of magnetic nanostructures, as well as researching the varying magnetic structures

present in coupled multilayer systems and the potential impact and application of

these methods and structures. The net properties and behaviour of magnetic nanos-

tructures both in stable and dynamic states are defined by the internal magnetic

properties and the geometry of the nanostructures. These properties along with

their origins and effect on the net magnetic structure and behaviour will be dis-

cussed in this chapter. The different types of magnetism and the associated energies

that define magnetic structure will be discussed in sections 1.2 and 1.3. In parts

1.4 and 1.5, magnetic hysteresis and domain walls are introduced along with how

these walls can be moved under the application of both external magnetic fields and

currents. Finally the methods used for the simulation of magnetic structures will be
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1.2. THIN FILM MAGNETISM

discussed along with their application and use in this study.

1.2 Thin Film Magnetism

All magnetism in solid materials is created through the vector sum of individual

atomic moments; these are created by the orbiting electrons around atoms in a

similar way to the magnetic field created by a current carrying coil of wire. The

vector sum of each of these atomic magnetic moments generates the net moment of

a material; the relative orientation and interaction between different moments in a

material is the source of the varying types of magnetism. In diamagnetic materials

the outer electrons in the atom are paired with identical orbits but opposite spins

producing no net magntic moment in the absence of an external field. Paramagnetism

is where each atom has a magnetic moment due to an imbalance in the electron spins

caused by unpaired electrons or partially filled orbitals; however these magnetic

moments are independent of each other and therefore are randomly oriented in field

free space. In the absence of an external field these moments will again sum to a

zero net magnetisation. Ferromagnetism has atomic magnetic moments similar to

those in paramagnets but the neighbouring moments strongly intact, through the

exchange interaction, creating net magnetic order and therefore a spontaneous net

moment in the absence of an external field. The magnetisation of a sample is a

measure of the total magnetic moment per unit volume. This magnetic ordering

is dependent on both the external field and the temperature; as the temperature

is increased the thermal energy of the atomic moments are also increased until the

thermal energy overcomes the moment interaction. At this point, known as the

Curie temperature, the thermal energy is sufficient to randomly orient the moments

and it reverts to paramagnetic behaviour. As well as aligning the neighbouring

atomic moments parallel in ferromagnetism, the exchange interaction is also capable

of aligning them antiparallel, this is known as antiferromagnetism; this antiparallel

alignment means that while these are structured magnetic materials with interacting

neighbouring moments, their net moment is still zero. The magnetic materials used
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1.3. MAGNETIC ENERGY

in this study are exclusively ferromagnetic and the following sections will discuss the

magnetic energies associated with this.

1.3 Magnetic Energy

The magnetic structure in ferromagnetism is defined by five magnetic energy terms;

minimising the sum of these energies in both global and local minima explains the

formation of magnetic domains, and the behaviour of these domains under applied

magnetic fields. In the following sections, these energies will be discussed along with

their influence of the final magnetic structure.

1.3.1 Exchange Energy

The first of these energies is the exchange energy, this has two main components: the

direct exchange, usually simply referred to as exchange, between spins of neighbour-

ing atoms and the indirect exchange carried by the conduction electrons in metals.

The sources and influence on the total magnetic structure of both of these interac-

tions will be discussed in this section.

Exchange

The exchange interaction is a quantum mechanical phenomenon between adjacent

atomic spins, and describes the tendency for these spins to align either parallel or

antiparallel leading to ferromagnetism and antiferromagnetism respectively. This

interaction was first described by Weiss in 1907. He postulated a molecular field

associated with the magnetisation, equation 1.1 shows this relationship where Hm

is the molecular field, M is the magnetisation and ω is the Weiss constant [1, 2].

This equation postulates that this field is parallel to the magnetisation at all times

and is proportional to it. This field is not real, it is a postulate of the exchange

phenomenon which mimics the observed reaction between magnetic moments.

Hm = ωM (1.1)
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1.3. MAGNETIC ENERGY

The exchange phenomenon was later more fully explained by postulating it as an

overlap interaction between atomic spins. This model uses the Heisenberg exchange

Hamiltonian to calculate the exchange energy between two interacting spins, shown

in equation 1.2. In this equation, the exchange integral, Jij, is dependent on the

exchange stiffness, A, this is a material parameter defined as the strength of the

exchange interaction between adjacent magnetic moments and is measured in J/m.

Eex = −
∑
i<j

2JijSi · Sj (1.2)

Where Eex is the exchange energy, and Si and Sj are the spin vectors of the

interacting atoms. This interaction is effectively an overlap interaction between the

wavefunctions of the neighbouring electrons, and leads to the property that it falls

dramatically with distance; because of this we can assume that it is only effective

for nearest neighbour atoms and the energy becomes:

Eex = −2JS2
∑
ij

cosθij (1.3)

where S is the magnitude of the spin, θij is the angle between the neighbouring

spins and J is the exchange integral. If J is positive then the energy is minimised

when θij = 0, meaning that neighbouring atomic spins are parallel, and the mate-

rial becomes ferromagnetic, shown in figure 1.1a. Conversely if J is negative then

the energy is minimised when the neighbouring spins are antiparallel forming an

antiferromagnet.

The exchange interaction is localised on the atomic scale, but can also be char-

acterised by the exchange length; this distance is considered to be the length scale

where the exchange interaction dominates all other magnetic energy terms mean-

ing that no change in the magnetisation direction is expected. This parameter is

material dependent, related to both the saturation magnetisation and the exchange

stiffness, in Permalloy this is :4nm. To put this into perspective, a 180◦ DW in a

continuous permalloy film in typically :100nm wide.
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1.3. MAGNETIC ENERGY

Figure 1.1: (a)Schematic of magnetic orientation in ferromagnetic and (b)
antiferromagnetic structures.

Indirect Exchange

The indirect exchange interaction, also known as the Ruderman-Kittel-Kasuya-

Yosida (RKKY) interaction, is a coupling between two magnetic elements via the

conduction electrons within a metallic spacer. Vonsovskii [3] and Zener [4] first

introduced this interaction through the 3d conduction electrons in transition metals,

these electrons are polarised by direct exchange with the bound electron spins of a

magnetic material, this induced magnetisation within the electron cloud indirectly

links magnetic elements. This effect spatially oscillates with distance from the initial

interaction between parallel and antiparallel alignments of spins [5, 6, 7, 8, 9].

This interaction is characterised by a coupling constant J , measured in J/m2 and

has typical values ranging from 0.5 to 5Jm−1 [10]. This magnitude of the coupling

and the oscillation frequency is material dependent and its application in this study

will be discussed further in section 1.6.

1.3.2 Magnetostatic Energy

The magnetic moments within a ferromagnet gives rise to the magnetostatic energy.

These moments are dipolar and therefore generate a magnetic field opposing the

magnetisation; this field can be internal, known as demagnetising field, or external,

stray field, to the solid and are collectively known as magnetostatic. These dipoles

also cause magnetic charge to build up at the surfaces of the structure and at any
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point where the magnetisation is divergent. Figure 1.2 shows a schematic diagram of

an arbitrary magnetic shape where the magnetostatic field at point P, defined by the

position vector r, originates from the charges at the sample surface and within the

volume. This is defined mathematically in equation 1.4. The field outside the sample

is known as the stray field, while inside the sample the field is the demagnetising

field.

Figure 1.2: Magnetic field at point P, as defined by vectors r’ and r, associated
with surface and volume integrals shown in equation 1.4.

Hm =
1

4π

(∫
V

−∇ ·M
(r− r′)2

dV ′ +

∫
S

M.n

(r− r′)2
dS ′
)

(1.4)

Where Hm is the magnetostatic field, r and r′ are position vectors defined in

figure 1.2 and n is the outward pointing unit vector. The energy that this produces,

Ed, as shown in equation 1.5, is minimised by minimising Hm shown in equation

1.4; the first term in this equation is minimised by reducing the divergence of the

magnetisation within the structure while the second is minimised by forcing the

magnetisation to lie parallel to the edges at the surface of the structure. This is

most commonly done with the formation of magnetic domains, explained later in

this chapter.

Ed = −µ0

2

∫
V

M ·HmdV (1.5)
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Shape Anisotropy

The shape anisotropy, as the name suggests, creates a preferred direction of mag-

netisation through the control of the shape of the sample. This phenomenon is a

magnetostatic energy as it is related to charge build up at the sample edges. If the

magnetisation is perpendicular to the edge of the structure, charges build up at the

edges and generate both demagnetising and stray fields. Figure 1.3 shows a schematic

diagram of a 2-dimensional elliptical magnetic structure, magnetised along the long

and short axes in 1.3a and b respectively. The strength of the demagnetising field is

dependent on the distance between the opposing charges. When the magnetisation

lies along the long axis of a sample these charges are further apart than if it falls

along the short axis, meaning that the demagnetising field is reduced, minimising

the anisotropy energy and creating a preferred magnetisation direction.

Figure 1.3: Schematic diagram of 2-dimentional ellipsoidal magnetic structure
magnetised along the (a) long and (b) short axes, showing the effect of sample

shape on the demagnetising field (red arrows). The size of the arrows represent the
magnitude of the field.
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1.3.3 Anisotropy Energy

Throughout the discussions of the exchange and the magnetostatic energies, the

magnetic interactions have been assumed to be isotropic, meaning that the direction

of magnetisation within the structure has not affected the internal energies; this is

not always the case. Magnetic anisotropy describes the directional dependence of

the magnetisation with respect to both the crystal lattice and the total shape of

the nanostructure. The most common type of this is magnetocrytalline anisotropy,

this where the magnetisation has a preferred direction within the crystal lattice.

This preferred direction, known as the easy axis, is due to the asymmetrical atomic

orbitals coupling to the crystal structure; in the absence of a magnetic field the

magnetisation will tend to lie along the easy axis. The second type of anisotropy

discussed in this section is shape anisotropy, where the external size and shape of

the sample effects the magnetic structure [11, 12, 13].

Magnetocrystalline Anisotropy

The simplest form of magnetocrysalline anisotropy is uniaxial anisotropy, this is

where magnetic anisotropy is a function of only one directional parameter [13]. This

is most common in hexagonal crystal lattices as these are typically asymmetrical

in one direction. In most hexagonal crystals, the easy axis lies along the c-axis

of the lattice. In cubic structures, the symmetry leads to the magnetocrystalline

anisotropy being less clearly directed. The energy associated with the magnetocrys-

talline anisotropy in a cubic structure is shown in equation 1.6.

Eα = K1(α
2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) +K2(α

2
1α

2
2α

2
3) + · · · (1.6)

Where Eα is the anisotropy term, K1 and K2 are constants and α1, α2 and α3

are cosines of the angles the magnetisation direction makes with the edges of the

cubic lattice [1]. The higher order terms of this equation are generally neglected as

thermal excitation is of a comparable level, and the K1 term is dominant compared

to the higher order constants. K is measured in Jm−3 and has typical values of

K1 = 45× 10−4Jm−3 and 4.8× 10−4Jm−3 for cobalt and iron respectively [14].
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1.3. MAGNETIC ENERGY

Permanent magnets are characterised by high magnetocrystalline anisotropy as

this keeps the magnetisation in a single direction. Conversely soft magnetic ma-

terials have low anisotropy allowing the magnetisation to rotate freely within the

lattice. In polycrystalline materials, such as permalloy, there is still an easy axis

within each crystal, however as each crystal is randomly orientated there is no over-

all preferred direction. The magnetisation direction in such a material fluctuates

with the changing crystal orientation, this is known as magnetic ripple [15].

1.3.4 Zeeman Energy

The Zeeman energy is associated with the interaction between the internal magneti-

sation of the sample and an externally applied magnetic field. The resultant energy

is shown in equation 1.7 where µ0 is the permittivity of free space, H is the applied

magnetic field and M is the magnetisation of the sample [12]. This shows that the

Zeeman energy is minimised if the magnetisation is parallel to the applied field, and

is proportional to both the magnitude of that applied field and the total magnetisa-

tion integrated over the sample volume. This means that in the presence of a field

the magnetisation of a sample will tend to point parallel to it, and depending on the

material, a high enough field can make the Zeeman energy dominate all other energy

terms.

EZ = −µ0

∫
M ·HdV (1.7)

1.3.5 Magnetostriction Energy

Changing the magnetisation in a sample rotates the atomic orbitals. These orbitals

are asymmetrical, therefore in a crystal lattice, when the magnetisation rotates it

changes the physical dimensions of the lattice. The resultant strain is known as

the magnetostriction [16]. This can occur spontaneously or be induced by external

fields. The magnetostriction, λ, is defined as the fractional change in the sample

size, shown in equation 1.8 where l is the length of the sample. When λ is in the
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1.3. MAGNETIC ENERGY

same direction as the applied field, this is known as the saturation magnetisation.

λ =
dl

l
(1.8)

Eλ =

∫ (
3

2
λSσsin

2α

)
dV (1.9)

Any deviation from this comes with a cost in energy, Eλ, shown in equation 1.9

where α is the angle between the magnetisation and the stress, σ is the tension in

the system and λS is the saturation magnetostriction [17]. The materials used in

this study, including permalloy, have insignificant magnetostriction, therefore this

energy term is largely neglected and the sample dimensions are considered constant.

1.3.6 Total Energy

The total magnetic structure of a sample is defined by minimising the total energy,

Etotal, formed of these five terms, as shown in equation 1.10. The determining factors

of these energies are the atomic moment, exchange constant, anisotropy, sample

shape and the applied field. How this total energy is minimised depends on which

magnetic energy dominates the equation.

Etotal = Eex + Em + Eα + EZ + Eλ (1.10)

Figure 1.4 shows schematic diagrams of a rectangular ferromagnetic sample with

three different magnetic structures. Figure 1.4a displays a single domain state, in this

structure all the atomic moments are aligned parallel. This minimises the exchange

energy as there is no rotation between neighbouring spins, however there is significant

demagnetising (shown in red) and stray fields (shown in blue) due to the charge build

up at the edges; this structure is only likely to form under a high applied field or

if the sample has large uniaxial anisotropy and is typical in permanent magnets.

Figure 1.4b then shows a multi-domain state; here the surface charge, and therefore
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Figure 1.4: Schematic diagram of possible magnetic orientations in single layer
ferromagnetic sample, showing (a) single domain (b) multi-domain and (c) flux

closure states. Black and red arrows show magnetisation and demagnetising field
respectively.

the magnetostatic energy, is reduced at the cost of exchange energy at the domain

boundaries. This state is unlikely to form under an applied field as the domains

oppose each other, however it may still form in a uniaxially anisotropic sample. In

the absence of both magnetocrystalline anisotropy and external fields the structure

will most likely form a flux closure state, as shown in figure 1.4c. In this configuration

the magnetostatic energy is minimised as there is very little surface charge. This

configuration does have high exchange energy at the domain boundaries but is still

typically the lowest energy state in most soft ferromagnets.

1.4 Hysteresis

Hysteresis is where the magnetisation is not a single valued function of the applied

field [18]. This phenomenon is most commonly observed in ferromagnetic materials;

paramagnets don’t show hysteresis as their atomic moments are independent. Within

ferromagnetism this means that the magnetisation within the sample is dependent

on the path taken to get there. The path of the magnetisation, as the applied field

varies between high positive to high negative fields may be observed as a hysteresis
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loop; example loops of both hard and soft ferromagnets are shown schematically in

figure 1.5.

Figure 1.5: Example hysteresis loops of both soft (red) and hard (blue) magnetic
materials.

At high applied fields, the maximum sample magnetisation is known as the satu-

ration magnetisation, Ms; where all the atomic magnetic moments within a sample

are aligned parallel to the applied field direction, creating a maximum total net

moment. From this point of saturation, as the applied field is reduced, the magneti-

sation reduces as the Zeeman energy and therefore the magnetic structure changes.

When the applied field reaches zero, the magnetisation is known as the remanence

magnetisation, Mr; the value of this is material and axis dependent with low values

typically associated with soft magnetic materials. The field required to reduce the

total magnetisation to zero is known as the coercivity, Hc. From here, the magneti-

sation increases with the field until it reaches saturation in the opposite direction.

The reverse of this, going from high negative to high positive fields shows that the

behaviour is symmetrical, resulting in multiple possible magnetisation values for each
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applied field [1].

There are two main types of ferromagnetic materials, hard and soft materials.

Figure 1.5 shows example hysteresis loops from both types of sample, shown in red

and blue respectively. Soft magnetic materials are categorised by low coercivity and

a small hysteresis area. Hard materials are opposite to this leading to larger overall

loops [18, 16]. For example a hard material such as NdFeB has a coercivity in excess

of 1 × 104Oe whilst Permalloy, a relatively soft material, has a value of <10Oe. In

this work hysteresis loops will be used to identify the basic characteristics of both

single and multiple layer continuous thin films; this information is essential to better

understand the magnetic behaviour of fabricated nanostructures.

1.5 Magnetic Domains and Domain walls

As discussed in the previous section, magnetic domains form in ferromagnets as it

minimises the total energy within the sample [16]. Multiple domains only form if

the saving in total energy is greater than the energy cost associated the existence of

domain walls separating them. Within these walls the magnetisation rotates coher-

ently from one domain to the other typically resulting in antiparallel magnetisation

on either side of the wall. Walls in continuous ferromagnetic films typically vary

from 1 to 100nm in width.

1.5.1 Domain walls in continuous films

The structure of a domain wall is a balance between magnetic energies, particularly

the magnetostatic, exchange and anisotropy energies, and is generally defined by the

sample size. In a bulk material, if the domain wall is separating two domains of

antiparallel magnetisation (180◦) then a Bloch wall is formed. This type of wall,

seen in figure 1.6a, is where the magnetic moments within the wall rotate about an

axis perpendicular to the wall axis. This causes charges to build on the surface of

the sample at the centre of the wall, creating stray and demagnetising fields and
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increasing the magnetostatic energy. Once the thickness of a sample approaches a

critical value, typically :30nm [13], the rise in magnetostatic energy from the prox-

imity of the surface charges makes Bloch walls energetically unfavourable and Néel

walls form. These walls, seen in figure 1.6b, are characterised by the magnetisation

within the wall rotating in plane with the sample effectively creating a one dimen-

sional wall. This reduces the magnetostatic energy of the wall at the surfaces at the

expense of producing demagnetising fields within the volume; however as the wall

width is larger than the film thickness, the magnetostatic energy is still reduced [16].

according to the Néel model, the total energy of a Néel wall is dependent on the

angle between the two separated domains, with a 90◦ wall having just 12% of the

energy of a 180◦ wall [17]. This saving in energy with forming lower angled walls

can result in more complex walls forming. Figure 1.6c shows a cross-tie wall, these

are two dimensional walls and are an intermediate stage between Bloch and Néel

walls. This type of wall is much wider than either of the others however the saving

in energy from forming multiple 90◦ walls allows this structure to exist [17, 1, 16].

Figure 1.6: Plan view diagram of (a) Bloch walls in bulk samples, (b) Néel walls in
thin films and (c) cross-tie wall in intermediate stage.
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1.5.2 Domain Walls in Nanowires

Néel walls form when the sample is restricted in thickness. In a nanowire, where

the sample is restricted in width as well, the domain walls form into more complex

magnetic structures in a similar manner to the cross-tie walls in continuous films.

In soft magnetic nanowires, the two dimensional size constraints lead to an increase

in shape anisotropy causing the magnetisation to align parallel to the edges of the

wire. This alignment of the magnetisation forces any DWs in the nanowire to be

either head-to-head or tail-to-tail walls; these walls have higher energy that their 180◦

counterparts. The charge associated with these walls causes the magnetic structure

to be more complex than the simple coherent rotation of magnetic moments seen in

continuous films. There are three main types of these head-to-head (or tail-to-tail)

walls, transverse, asymmetric transverse and vortex, as shown in figure 1.7.

Figure 1.7: Schematic diagram of (a) transverse, (b) asymmetric transverse and (c)
vortex domain walls.

Vortex domain walls (VDWs), shown schematically in figure 1.7c, are characterised

by the magnetisation rotating about a central vortex within a Néel wall, this wall is

positioned at an angle to the wire with two further rotations on either side ending

in moments parallel to the wire edges.

In a transverse domain wall (TDW) the magnetisation rotates through what are

effectively, two symmetrical 90◦ walls forming a ’V’, with an area of magnetisation

perpendicular to the wire in its centre, shown in 1.7a. The intermediate between

these two types is an asymmetric transverse wall, shown in 1.7b, this is the same
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as TDW but there is a small rotation in the central region giving a component

parallel to the wire edge. Which of these walls forms is dependent on their relative

energies. The phase diagram of when these walls form in nanowires with respect to

wire thickness and width was created in 2005 by Nakatani et.al, shown in figure 1.8

[19]. It can be seen that vortex walls form in larger, thicker wires whilst transverse

walls require either very narrow or very thin wires. It is worth noting at this stage

that the width of the wall itself varies from with wire width and wire thickness from

:15nm in sub-50nm wide wires to :350nm in 450nm wider wires [19].

Figure 1.8: Phase diagram of domain wall types in nanowires with varying width
and thickness [19].

1.5.3 Domain Wall Motion

Magnetic domains and domain wall dynamics are of crucial importance in technolo-

gies such as magnetic logic devices, magnetic storage media and spintronic applica-

tions. This and the recent development of lithography techniques to fabricate high

quality nanostructures has led to increased interest in the physics behind domain wall

mobility in nanostructures over the last decade [20, 21]. There are two main ways

of moving domain walls in nanowires: applied magnetic fields and applied electric

currents.
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Domain wall motion under applied magnetic fields

As stated previously, the main energies involved in determining the magnetic do-

main structure within nanowires are the exchange and the magnetostatic energies of

the nanostructure. When an external magnetic field is applied, the Zeeman energy

is changed and begins to influence the magnetic structure [1].

The Zeeman energy, defined by equation 1.7, is proportional to
∫

M ·HdV . This

means that this energy is minimised when the magnetisation of the sample is parallel

to the applied field. Therefore, if the field is applied parallel to the wire axis, then it

is also perpendicular to the magnetic moments in the centre of the wall, producing

a torque, M × B. This torque rotates these moments, moving the domain wall,

increasing the size of the domain parallel to the field and decreasing the antiparallel

domain [1, 22]. Before this occurs, the torque must reach a threshold to overcome

any pinning potentials in the sample. Equation 1.11, shows how the velocity of a

wall, ν, varies with the applied field once above the threshold field [16, 23].

ν = µ(H −Ht) (1.11)

Where ν is the domain wall velocity, H is the applied field and Ht is the thresh-

old field. µ is the domain wall mobility, defined as the rate of change of velocity

with applied field. This is a defining parameter of the DW motion and is depen-

dent on the sample dimensions as well as the exchange stiffness (A), the saturation

magnetisation (Ms), and the sample anisotropy. Domain wall mobilities as high as

:30−40ms−1Oe−1 have been measured in continuous permalloy films [24]. Equation

1.11 predicts the velocity increasing linearly with the applied field; this is true up to

the ”Walker limit” [25]. When the field is increased beyond this, vortices and anti-

vortices are nucleated within the wall which transit the wall before being annihilated;

the presence of these vortices reduces the torque, slowing the DW movement. Their

transit produces an oscillatory velocity with respect to field [26, 27, 28].
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Domain wall motion under applied electric currents

In this technique, domain walls are moved by the application of spin polarised

currents. When this is applied, the interaction between the spins on the conduction

electrons and the exchange field creates a torque on the domain wall. This torque,

similar to that in the applied field case rotates the spins within the wall, moving the

wall through the wire. Moving domains with applied currents have been used exten-

sively in permalloy (Ni81Fe19) nanowires; this material is suitable for this process

due to its low magnetic anisotropy and high Curie temperature [29, 30, 31, 32]. One

of the main properties of current driven DW motion is that all the DWs in a single

wire move in the same direction; this is not the case in the field driven case.

Domain wall velocities in permalloy nanowires vary but can reach up to 110ms−1,

with a required current density of :1 × 1012Am−2. However, when high current

densities are used the wire heats up via Joule heating and can melt or deform. One

of the main advantages of this technique is that the wall can be moved in much

shorter timescales than with applied fields [33]; this high speed movement allows

current based magnetic media, such as race track memory to be viable against more

proven technologies.

1.6 Synthetic Antiferromagnetism

Synthetic antiferromagnets (SAFs) are three layer systems consisting of two fer-

romagnetic layers separated by a thin layer of a non-magnetic transition metal.

The transition metal acts as a conductor for the Ruderman-Kittel-Kasuya-Yosida

(RKKY) interaction. This interaction, also known as indirect exchange, is a three

stage process involving all three layers of the SAF. First the magnetic moments

within one of the ferromagnetic layers directly interact, through the exchange inter-

action, with the conduction electrons in the spacer layer. The conduction electron

cloud in the spacer layer interacts with the second ferromagnetic layer. Once again

the direct exchange interaction aligns the moments of the layer with the conduction

electrons; through this process, the two ferromagnetic layers are indirectly coupled.
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The spin polarisation of the coupling between the conduction electrons and the fer-

romagnetic layers, decays oscillatorially with distance. This means that the relative

alignments of the two layers oscillate between ferromagnetic and antiferromagnetic

with the thickness of the spacer layer. An example of this oscillation is shown in

figure 1.9 [34]. When the thickness of this spacer layer is tuned so that the ferromag-

netic layers are antiferromagnetically coupled and the layers are of equal thickness,

the structure is known as a Synthetic Antiferromagnet (SAF). The coupling between

the layers of a SAF results in a dramatic reduction in the magnetostatic energy as

they are always in a flux closed state [35]. These devices have also received consider-

able attention due to their potential application in spin valve devices, MRAM, and

both reading and writing heads in magnetic recording media [36, 37, 38].

Figure 1.9: RKKY oscillation for a Chromium spacer of varying thickness between
two layers of Iron [34]. Peaks and troughs represent AFM and FM coupling

respectively.

The final part of this study will investigate the structure and behaviour of domain

walls in SAF materials, looking at both continuous films and nanostructures. These

structures lower the magnetostatic energy, allowing narrow domain walls to form
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[39]. These walls are postulated to have the same width as 180◦ DWs in continuous

films, i.e. :100nm. They should also be independent of wire width and be able to

be moved by currents up to two orders of magnitude lower than current, single layer

nanowires. If proven, these properties are ideal for the advancement of technologies

such as race track memory as it will increase the potential aerial density [40]. These

walls and the foundation for their postulated structure and behaviour will be further

discussed in chapter 6.

1.7 Magnetic simulations

Micromagnetic simulations are a highly useful tool used for predicting magnetic

structures and behaviour. In this study, these simulations were done using Object

Oriented Micromagnetic Framework (OOMMF) [41]. This framework utilises the

Landau-Lifshitz-Gilbert equation, shown in equation 1.12, to simulate the magnetic

structure of user defined samples. In this equation Heff is an effective field defined

by equation 1.13 and includes the total magnetic energy defined previously.

dM

dt
= −γM×Heff −

γα

M2
s

M× (M×Heff ) (1.12)

Heff = − 1

µ0

dEtot
dM

(1.13)

Where M and Ms are the magnetisation and the saturation magnetisation re-

spectively, t is the time, γ is the gyromagnetic ratio and α is the damping coefficient

[42, 41], µ0 is the permeability of free space, Heff is the effective field and Etot is the

total magnetic energy including the crystalline anisotropy, exchange, magnetostatic

and Zeeman energies. The torque, dM
dt

is minimised when the effective field is parallel

to the magnetisation. We know that M arises due to angular momentum consid-

erations meaning that as the magnetisation moves, it precesses about Heff . The

first term of the LLG equation defines the precession of the magnetisation around

the effective field. If only this term is taken into account, this procession is conical
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as illustrated in figure 1.10a. The second term in the LLG equation defines the

magnetic damping of the system, causing the magnetisation to spiral towards the

effective field, shown in 1.10b, reducing dM
dt

.

Figure 1.10: Magnetisation procession around the effective field both with (a) and
without (b) damping

Ideally, simulations would calculate the orientation of every atomic moment in the

structure. However, this is unrealistic due to constraints on computing power and

time. For this reason OOMMF simulates complete structures by breaking them into

discrete 3D cells, the dimensions of which are user defined. Each cell has a constant

magnitude of magnetisation and is typically chosen to have a size comparable to the

exchange length in order to maximise the cell size without compromising the mag-

netic simulation. All simulations in this study use a cell size of 5nm as this is the

approximate exchange length for Permalloy. A simulation is normally broken into

steps where each step is defined by a fixed value of a variable, typically an applied

field or current. Each step of the simulation is allowed to relax and dM
dt

reduce until

equilibrium is reached, usually defined as dM
dt
<1× 10−5. The structure is then saved

and the variable is changed before the next step begins. This software has been used

extensively in this study to model both two and three dimensional magnetic struc-

tures. The simulated structures have subsequently been used to generate predicted

image intensities within TEMs.
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This system does have limitations however it is very useful at predicting both

magnetic structures and TEM images of these structures. Simulated structures will

typically have perfect and sharp edges as well as uniform thickness; this will not

be the case experimentally. Real structures will have defects both within the main

material and at the fabricated edges of nanostructures; these defects will affect the

magnetic structure and behaviour of a sample and must be considered when com-

paring experimental and predicted results. OOMMF also runs simulations at a

temperature of 0K; this neglects any noise or behaviour caused by thermal effects.

This may produce inconsistencies between prediction and experiment particularly

with regards to domain wall motion and mobility, however they still prove to be

highly useful and will be utilised throughout this study.

In this thesis the development of two possible magnetic imaging methods designed

to improve current limitations within the TEM will be investigated. It will also

discuss how SAF materials may be utilised to generate new types of domain walls

in nanowires and the possible application of these into improving current magnetic

storage media. The following chapters will discuss the fabrication of magnetic nanos-

tructures and the characterisation techniques used in this study, before the results

gained over the three projects are discussed in chapters 4, 5 and 6 respectively.
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Chapter 2

Sample Fabrication

2.1 Introduction

Recent developments in both deposition and lithography techniques have meant that

fabricating nanoscale devices is now possible. This has led to a high demand for

research into magnetic nanostructures for applications such as generating smaller,

higher density magnetic storage devices. The magnetic samples fabricated in this

study were both continuous film and nanostructures in both single and multilayers.

Various peripheral depositions have also been required such as charge dissipation

layers. In this chapter, the sputtering and milling techniques used to fabricate sam-

ples in this study will be discussed. The substrates used in this study will be first

considered in section2.2; this will describe both solid substrates and membrane sam-

ples used in the TEM. The various methods of sample deposition, namely thermal

evaporation and plasma sputtering, will then be considered along with their rela-

tive advantages and their specific use in this study. Sections 2.4 and 2.5 will then

consider focused ion beam lithography and electron beam lithography respectively

as methods of fabricating nanostructures in thin films. Finally argon milling will

be discussed. This was performed at the University of Leeds as part of the project

discussed in the final results chapter.
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2.2 Solid and Membrane Substrates

In this study, two types of sample substrates were used. The first of these is a solid

sample substrate; these are simple blocks of silicon with an upper surface oriented to

the (111) plane. This crystal surface provides a smooth, stable environment for the

deposited film. In this study these substrates are used to hold synthetic antiferromag-

netic multilayer structures for capturing hysteresis loops as well as magnetoresistance

measurements. This will be further discussed in chapter 6.

The majority of the samples fabricated and investigated in this study use the sec-

ond type of sample substrate, this is a membrane sample used in TEM. Unlike solid

substrates, TEM samples have to be electron transparent and therefore very thin.

The substrates used in this study consist of 100 × 100µm, 35nm thick membranes

of Si3N4 spanning a gap in a silicon base, as shown in figure 2.1 [1].

Figure 2.1: Diagram of a 2x2 block of membrane samples used in TEMs from (a)
bottom, (b) top and (c) cross sectional view. Showing position of alignment

markers with respect to the membrane, not to scale.

These substrates are made by Kelvin Nanotechnology Ltd. (KNT). Before sput-

tering they are initially cleaned in acetone, isopropanol IPA and finally methanol,

before being baked to remove any residual solvent. The alignment markers shown in

figure 2.1 are consistently positioned with respect to the membranes, to help with

the alignment procedure during the lithography processes described in sections 2.5

and 2.6.
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These membranes are well established as TEM substrates. They provide a stable

platform for the deposition of samples whilst minimising the interaction between

the electron beam and the substrate. These samples have been used at all stages

of this study as most of the work done has been within the TEM. However these

samples have their difficulties, one of the major problems is their lack of conductivity.

Si3N4 is an electrical insulator, therefore if the structure being images is an isolated

metal it will not be able to discharge. This build-up of charge means that when the

electron beam hits the sample the beam will be deflected, reducing the capability

of the imaging. This is solved by depositing a 5 − 10nm continuous film of either

carbon or aluminium onto the back of the membrane to dissipate the charge from

the areas of interest.

2.3 Sample Deposition

In this study, two main materials were required for deposition; the first is thin

film permalloy of thickness :20 to 30nm, the second is multilayers of cobalt-iron

(Co90Fe10)and ruthenium (Ru), reaching minimum thicknesses of 7Å. As well as

these main sample materials, carbon and aluminium were both used as charge dis-

sipative layers. In this section, the methods used to deposit these materials will be

discussed along with their advantages and disadvantages in relation to their specific

use in this study.

2.3.1 Thermal Evaporation

Thermal evaporation uses a ceramic boat to heat the seed material to the point of

vaporisation. The vaporised material condenses onto the target substrate, forming

a thin film. To minimise the risk of contamination, the evaporation is performed

under vacuums of :5× 10−6mbar.

Figure 2.2 shows a schematic diagram of the thermal evaporator used at the Uni-

versity of Glasgow. This consists of a glass vacuum chamber pumped by a diffusion
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pump and backed by a turbo pump. Together with a bakeout system, used for 8

hours at 70−100◦C, the minimum pressure can reach :2×10−7mbar, although this

increases to between 3 and 5× 10−6mbar during evaporation. This vacuum is aided

by copper condenser coils in the chamber which are cooled by liquid nitrogen prior

to evaporation.

Figure 2.2: Schematic diagram of thermal evaporation chamber showng the relative
positions of the ceramic bowl, thickness crystal and sample.

A high current is passed through the ceramic boat, which is resistively heated to the

point of evaporation [2, 3]. Permalloy requires a temperature of :1730◦ to evaporate

[4], this typically requires :25 − 30A through the boat. The quartz crystal, shown

schematically in figure 2.2, is used to monitor the thickness of the material being

deposited. The crystal is mechanically oscillated at a known resonant frequency;

as the material builds up on the crystal, at the same rate as on the sample, the

resonant frequency changes; this is known as quartz crystal microbalancing. This

change is used to measure the thickness of the deposited material. This measurement

29



2.3. SAMPLE DEPOSITION

is calibrated for each material, as it is density dependent, and is monitored in real

time. Once calibrated, the instrument can deposit thin films to an accuracy of :2nm

[5].

In this study thermal evaporation was used for depositing aluminium and carbon

as charge dissipative layers on the Permalloy and SAF samples respectively. This

technique was ideal for this purpose as these layers are approximately 5nm thick

and its relative inaccuracy in thickness, compared to plasma sputtering or pulsed

laser deposition, is not vital. These layers were typically put on the back of the

membranes to minimise any influence this layer may have on the sample behaviour.

2.3.2 Plasma Sputtering

Plasma sputtering is a widely used technique for depositing polycrystalline thin films.

This system contains an anode and a cathode inside the vacuum chamber, typically

held at a base pressure of 7×10−5mbar. The material meant for evaporation (target)

is attached to the cathode, whist the substrate is on the anode. A low pressure of

inert gas (argon) is then pumped into the chamber, raising the pressure to between

1× 10−3 and 4× 10−3mbar.

Figure 2.3: Schematic diagram of plasma sputtering.
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Electrons from the cathode ionise the gas forming a localised plasma. The argon

ions are then accelerated toward the target material dislodging atoms from the ma-

terial surface. The displaced target atoms in turn get deposited on all the surfaces

in the chamber, including the substrate [3]. This is shown schematically is figure 2.3.

The thickness of this sputtering has been previously calibrated with respect to both

argon pressure and exposure time. The main advantage of this technique is that it

doesn’t require material heating allowing it to be suitable for sputtering materials

with high melting points. The system used in this study is a homebuilt sputterer at

the University of Leeds and is capable of depositing films to single angstrom accuracy

[6].

In this study plasma sputtering has been used at the University of Leeds for de-

positing the thin film multilayer structures of Co90Fe10 and Ru for the synthetic

antiferromagnets used in chapter 6. Also on the same samples plasma sputtering

was used to deposit the aluminium and titanium hard mask layers used in the fab-

rication, further explained in section 2.6. These layers were both deposited at rates

of approximately 0.6Ås−1 with layer thicknesses ranging between 0.7nm and 20nm

and assumed to have an accuracy of ±1Å. This technique was also used in chapters

4 and 5 of this thesis to deposit thin film Permalloy for nanostructure fabrication

and use in the development of the imaging techniques in chapters 4 and 5.

2.4 Focussed Ion Beam Lithography

The Focussed Ion Beam (FIB) instrument consists of a column similar to that used

in scanning electron microscopy (SEM) but using an ion beam. This is designed to

image and mill samples using a highly focussed ion beam as well as deposit material

onto defined areas down to a minimum of :20nm [7]. In this study an FEI Nova

200 Dualbeam instrument is utilised. This system has two columns, a standard

SEM, and a FIB column. Like most research systems, the FEI Nova 200 uses a

liquid metal ion source (LMIS). These use a variety of materials; however gallium is

most common due to its low melting point, low vapour pressure and low volatility
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[8, 9, 10]. The gallium is stored in a reservoir above a tungsten needle, during

operation the reservoir is heated and liquid gallium flows to the end of the needle,

where it is extracted by field emission. The liquid at the end of the needle forms a

tip of approximately 5nm radius [8]. The Nova 200 typically uses a beam energy of

30keV with beam currents ranging from 1.5pA to 20nA [11]. The condensed spot

current spreads according to a normal distribution with its size being defined by the

FWHM; this size scales proportionally with the beam current down to a minimum

of :6nm. It is worth noting that the tail of the beam outside the FWHM of the

distribution still contributes to both the milling and irradiation of the sample and

that it is this tail of low intensity that is most likely to either leave Ga implantation or

to create unwanted damage to the sample. During fabrication, it is advised that the

spot size be of the same order as the smallest feature being milled. At the University

of Glasgow, this instrument is used extensively for the preparation of TEM samples

and surface studies [12, 13, 14, 15].

The Ion Column

The ion column, shown schematically in figure 2.4, has two main lenses, the con-

denser lens, along with the variable aperture define the current and diameter of the

beam, while the objective lens focusses it onto the sample. Below the apertures sits

an octopole to correct any stigmation of the beam that may be induced by the other

lenses; this is also used to scan the beam across the sample during irradiation. A set

of beam blanking lenses are also present to quickly deflect the beam onto the side

of the column, this may be used to avoid unnecessary irradiation of the sample or

whilst the electron beam is being used [12].

Ion Milling

When the ion hits the sample, its kinetic energy is transferred to the solid [16].

This energy transfer causes several things, the Ga+ ions reflect and backscatter,

the atoms in the sample are sputtered and emitted, the sample is damaged, the

sample heats up, and both electrons and electromagnetic radiation are emitted. If

the sample atom gains more energy than the displacement energy, typically :20eV ,
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Figure 2.4: Schematic diagram of focussed ion beam column showing beam path
and relative positions of apertures and lenses.

then the atom will be emitted from its initial position [8, 16]. This atom may go

on to displace other atoms or simply be removed from the sample completely. As

the ion beam is rastered across the sample, this displacement of atoms becomes a

milled trench in the material. The Ga+ ion, which now has a significantly reduced

energy can be implanted into the sample. The implantation of the Ga+ ions as well

as the heating, damage and internal atomic displacement can affect the sample’s

crystallography, grain structure and magnetic characteristics [14, 15].

Ion Beam Imaging

As the ions enter the samples, some of the kinetic energy of the incident ions is

transferred to the electrons in the sample which are then emitted. These electrons

are known as ion induced secondary electrons and are used in the ion column for

imaging the material similarly to in an SEM. Due to the size of the ions and the

probe size from the column, this imaging has a lower resolution than SEMs of :6nm

[11]. The other effect worth noting is that even scanning the sample with the ion

beam for this purpose damages the sample and implants Ga+ ions affecting both the
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structural and the magnetic properties of the material [8].

Scanning Electron Beam Column

Scanning electron microscopy (SEM) is a surface technique which uses an electron

probe to characterise samples in terms of their composition and topography. The

column in the FEI Nova 200 Dualbeam instrument is a standard SEM column with

a thermionic LaB6 electron source, this is generally operated at 30keV . The beam

is condensed with magnetic lenses and has a maximum resolution of 1.1nm [17].

Once the electrons enter the sample they scatter both elastically and inelastically

in the sample. The inelastically scattered electrons produce two main effects; the

first is that the incident electrons interact with the specimen and eject electrons from

the sample atoms. These secondary electrons typically have an energy of < 5eV ,

therefore to escape the sample they must be generated within the first few angstroms

of the surface. This means that this signal is very effective at imaging the topography

of the sample. The incident electrons can also excite the sample electrons into higher

orbitals, when collapsing back into their ground state these release X-Rays with

characteristic energies. These X-rays are used to gain compositional information

about the sample. Finally, through multiple scattering events, the incident beam can

also be elastically scattered back out of the sample, these are known as backscattered

electrons; the probability of this scattering increases with atomic number and is

therefore used for both Z-contrast and topographic imaging. In this study, as well as

imaging the sample, the SEM within the dualbeam instrument is used for aligning

the FIB column. This is needed because, as discussed previously, imaging with the

ion beam damages the sample, therefore the electron and ion beams are aligned with

each other away from the area of interest and the final milling position found using

the SEM.

Electron Beam Deposition

The dual beam system is also capable of depositing layers of material onto areas

of the sample as small as 20nm [7]. This involves injecting a gas precursor into the
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volume just above the sample and allowing the electron beam to pass through it

before hitting the sample. The most common precursor, and the only one used in

this study, is C9H16Pt. This is injected through a needle positioned approximately

100µm above the surface of the sample. This needle allows for a very high gas

flux close to the point of injection, whilst keeping the total chamber pressure low

enough not to cause damage. As the electron beam is rastered across the sample, it

passes through the high flux gas, depositing material onto the sample. In the case of

C9H16Pt, platinum is deposited. This is often used to create protective layers on a

material before milling. In this study this technique is used to deposit platinum onto

TEM membrane substrates in order to fabricate structures with varying thickness

and therefore varying electron transmission; these structures will be used in the TEM

to modify the electron beam for the imaging technique developed in chapter 4.

2.5 Electron Beam Lithography

Electron beam lithography (EBL) has been used for the fabrication of nanostructures

for over 50 years [18]. It has been demonstrated to be capable of fabricating nanowires

below 10nm in width on membranes, and as narrow as 3nm on solid substrates

[19, 20, 21]. Figure 2.5 shows a schematic diagram of the main stages of EBL.

The first step is to spin two resist layers of poly(methyl methacrylate) (PMMA),

each with different densities, directly onto the substrate [22]. The EBL process then

exposes the desired structure shape in the PMMA with an electron beam of current

:50pA. When the PMMA is exposed to the electron beam, the polymer chains

break down and become soluble. To develop the pattern a mixture of 4-methyl-2-

pentanone (MIPK) and isopropyl alcohol (IPA) at a ratio of 1:3 is used for 70 seconds

before being washed in IPA leaving the desired negative. The sample metal is then

deposited onto this negative pattern, filling the gaps in the resist. Finally the sample

is bathed in acetone for 20 to 30 minutes to lift off the PMMA resist and leave only

the desired metal. This lift off process is usually expedited by using an ultrasonic

bath however this is unsuitable for this study as it is likely to damage the membrane
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Figure 2.5: Schematic diagram of electron beam lithography process.

samples.

One of the main problems with this method is if the metal attaches to the sides

of the resist before lift-off; when the resist is dissolved this metal is raised or folded

over the rest of the sample, this is known as flagging and is shown in figure 2.5. This

tendency is the reason for having two layers of resist; the lower layer of PMMA is

more soluble than the upper so that after the initial development an overhang is

created, as seen in figure 2.5. This reduces the probability of the metal attaching to

the resist and therefore minimises flagging. However if the lower layer of resist is too

thin or the metal is too thick then this can still occur.

In this study, this method was used to fabricate nanostructures in single layer

Permalloy for the development of imaging processes in chapter 4, this technique was

utilised in this case as it is well understood to have minimal effect on the magnetic

structure and can be used to fabricate simple structures to a high degree of accuracy

[15]. This was needed so that the development of these imaging techniques could be

done on structures whose true magnetic behaviour was not in question.
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2.6 Argon Milling

Argon milling is similar to focussed ion beam milling in that it utilises accelerated

ions to displace atoms from the surface of the sample. The main difference between

the two techniques is that focussed ion beam milling focusses the gallium ions onto

the sample, avoiding the desired nanostructure; conversely, argon milling blankly

illuminates a large area of the sample, with the required nanostructure being pro-

tected by a hard mask, typically an Al, Ti bilayer. This method is used extensively

in combination with EBL to fabricate metallic or metal-oxide nanostructures, such

as nanowires or magnetic tunnel junctions [23, 24, 25, 26, 27].

Figure 2.6: Schematic diagram of Argon ion milling technique.

Figure 2.6 shows a schematic of the full fabrication procedure. The sample material

is deposited first as a continuous film and covered with a layer of PMMA. The electron

irradiation and lift off processes are then carried out on the PMMA identically to

in EBL. The now patterned sample is covered with an Al − Ti hard mask bilayer;
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2.6. ARGON MILLING

this will protect the desired material from the eventual argon ion irradiation. The

titanium top layer is resistant to argon milling making it an efficient mask for the

nanostructure. The aluminium is then used to lift off the residual titanium after

fabrication. Once the hard mask is deposited, the PMMA is lifted off leaving the

continuous film sample material and a specified area of hard mask. The whole sample

is then irradiated with argon ions with energies typically in the range 600 - 1000eV ,

these etch the sample material in any areas not protected by the hard mask. In

this study this irradiation was done with an ion current of 0.2A for approximately 6

minutes, this was tuned so as to mill through all the sample material but not break

the Si3N4 membrane. Finally the Aluminium is lifted off by bathing the sample in a

Microposit MF-319 developer for approximately 15 minutes. This takes with it any

residual Titanium and leaving only the desired pattern. Similarly to the EBL lift-off,

we avoided the use of an ultrasonic bath at this stage to minimise the possibility

of damage to the membrane [28, 26]. In this study, this technique has been used

to fabricate the synthetic antiferromagnetic multilayer structures. The use of this

technique and the reasons for its implementation over other fabrication methods will

be discussed in chapter 6.
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Chapter 3

Experimental Instrumentation

3.1 Introduction

After sample fabrication several instruments and techniques were used to characterise

the magnetic behaviour of the samples. In this study the main characterisation

technique is Lorentz TEM (LTEM). In this chapter, the TEM will be discussed

in detail, as well as several other techniques that have been used to characterise

the behaviour of the samples both in continuous films and in nanostructures. In

sections 3.2 and 3.3 TEM and LTEM will be dicussed, including an overview of the

modifications made to the Philips CM20 used at the University of Glasgow, and

the various imaging modes it utilises. Finally the Medipix/Timepix chip and B-H

Looper will be detailed in sections 3.4 and 3.5 respectively. All these techniques will

be considered with respect to their individual uses, applications and relevence to this

work.

3.2 The Transmission Electron Microscope

In 1925 Louis De Broglie published his theory of wave particle duality [1] and the

idea that electrons are waves with very short wavelengths, calculated by equation

3.1:
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3.2. THE TRANSMISSION ELECTRON MICROSCOPE

λ =
h(

2m0eV
(

1 + eV
2m0c2

)) (3.1)

Where p is momentum, h is Planck’s constant h = 6.626 × 10−34Js, V is the

acceleration voltage, e and m0 are the charge and rest mass of the electron respec-

tively and c is the speed of light. This theory led to the invention of the electron

microscope by Ernst Ruska in 1931, with the aim of increasing resolution beyond the

limits of optical microscopes [2, 3]. Using equation 3.1, the wavelength of the accel-

erated electrons can be calculated in a typical TEM of 200kV acceleration voltage

to be λ = 2.51pm.

TEMs are typically held under vacuums of :10−6mbar; this ensures that the

electrons move through the column unimpeded, this vacuum also protects the gun

and internal components of the microscope, stopping them from becoming contami-

nated. They have three main sections, the upper column, the specimen region and

the projector and image acquisition region, as shown in figure 3.1. The upper column

contains the electron gun, generating the electrons and accelerating them at 200keV

down the column, and the C1 and C2 lenses and apertures, which define and control

the electron probe onto the sample. In the specimen region the sample sits in the

centre of the objective lens, between the two pole pieces, see section 3.2.3. The ob-

jective lens is the primary imaging lens of the microscope further explained in figure

3.2.3. The lower region of the microscope projects the electrons onto the viewing

screen and the camera, explained further in section 3.2.6. This region controls the

imaging and diffraction modes being used and the final magnification of the image.

The final resolution of the microscope is typically limited by aberrations within the

magnetic lenses; the FEI Tecnai T20 TEM used in this study has a maximum reso-

lution of :2Å. The following sections will explain the various parts of the column in

more detail working from the electron gun downwards.
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3.2. THE TRANSMISSION ELECTRON MICROSCOPE

Figure 3.1: Schematic diagram of CTEM showing relative positions of lenses,
apertures and the electron beam path.

3.2.1 Electron Gun

The electron gun is typically placed at the top of the electron column. There are two

main types, thermionic and field emission. Traditional thermionic sources utilise

Tungsten tips; these are heated until the energy of the electrons overcomes the

work function of the material, and the electrons are emitted; the work function is

the minimum amount of energy required to remove an electron from a solid. The

current density of this emission is governed by the Richardson-Dushman Equation

shown in equation 3.2.

Js = AT 2e
−W
kT (3.2)

Where Js is the current density of emission, T is the emission temperature, k

is the Boltzmann constant, W is the work function of the material and A is the

Richardson constant (10 ×6 Am−2K−2) [4]. This equation shows that to increase
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3.2. THE TRANSMISSION ELECTRON MICROSCOPE

the current density of the emitted electron, the work function must be reduced.

The Tecnai T20 that is used in this study utilises LaB6 crystals on the filament to

raise the melting point, this also reduces the work function to 2.4eV from 4.5eV in a

Tungsten tip [5], thus reducing the temperature required to achieve the same current

density. The LaB6 filament in the T20 is heated to :1700K to produce a current

density of 106Am−2 [5].

Field emission guns (FEGs) apply a large electric field gradient across a tungsten

tip with the tip itself forming the cathode. This causes the electrons to quantum

mechanically tunnel out of the filament and towards the anode. FEGs are considered

to be better than thermionic guns because they are sharper which allows for a more

coherent beam of electrons both spatially and temporally [6]. This type of filament

raises the brightness from 5×1010Am−2Sr−1 in LaB6 guns to 1×1013Am−2Sr−1 at an

operating temperature of 300K, where brightness is the electron current density per

unit solid angle of the source [5]. Heat assisted FEGs use the field emission method

but also moderately heat the tip, this acts to reduce the work function as well as

keeping the tip free of contaminants. This combination is known as a Schottky field

emission gun and is utilised in the Philips CM20 TEM used in this study. After

emission, the electrons are accelerated through a series of anodes until they reach

their operating energy of 200keV.

3.2.2 The Upper Column

All TEMs control the path of the electrons with magnetic lenses. These are made

up of a core of iron, the polepiece, with a hole drilled in it, the bore. This is then

surrounded with a coil of copper wire. When a DC current is passed through the

coils, an axially symmetric magnetic field is created within the gap of the lens, as

shown in figure 3.2 [7]. This field deflects the electrons through the Lorentz force

and is used to focus the beam.
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Figure 3.2: Schematic diagram of magnetic lens showing field lines and the electron
path relative to the pole pieces.

Figure 3.1 shows a schematic diagram of a conventional transmission electron

microscope (CTEM). Once the electrons have left the gun, they pass through the

condenser system. There are two main lenses within the condenser system between

the C1 and C2 apertures. The C1 lens forms a demagnified image of the source

crossover, this demagnifies the gun crossover by approximately an order of magnitude

[4]. This effectively acts as a source for the rest of the microscope. The C2 lens then

controls the convergence angle of the beam hitting the sample; It can also be used

to control the coherence of the electrons hitting the sample [8]. The most common

two uses of this are parallel beam illumination where the coherence of the beam is

maximised, and convergent beam illumination used for probing local areas on the

sample. Finally the C2 aperture defines the maximum convergence angle of the

beam, these typically range from 20µm to 200µm in diameter [5, 7].

3.2.3 Objective and Specimen Region

After passing the C2 aperture, the electrons enter the objective system. In a conven-

tional TEM the two pole pieces of the objective lens surround the sample rod. This

means that the sample sits in the centre of the lens field of :0.8T . The rod is used to
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mount the sample in the correct position as well as tilt, rotate or change the height

of the sample. The sample is held at eucentric height, which is the central point

between the upper and lower polepieces. Specific rods are also capable of applying

magnetic fields or currents accross the sample.

Figure 3.3: Schematic diagram of CTEM showing the beam path through the
objective lens system and sample

The objective lens has a magnification of 50-100 times, and is the primary imaging

lens of the microscope. The electrons pass through the upper pole piece and are

incident on the specimen, which scatters the beam both elastically and inelestically.

The lower objective pole piece then focusses the electron beam to form a diffraction

pattern on the back focal plane, illustrated in figure 3.3, this is further discussed in

section 3.2.4 [7].

3.2.4 Back Focal Plane

The diffraction pattern is formed on the back focal plane (BFP) of the objective lens.

When the electrons pass the sample, the planes of atoms act as a diffraction grating

and cause them to Bragg scatter. The interference of the electrons at the back focal

plane forms the diffraction pattern. Figure 3.4 shows the beam path as the electrons

are scattered from parallel atomic planes.

where h, k and l are the Miller indices which define the crystalline plane with

respect to the unit cell. The Bragg equation below defines when constructive inter-
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Figure 3.4: Schematic diagram showing beam path of Bragg scattered beam

ference occurs in the diffracted beams, this is when the difference in the beam path

is equal to an integer multiple of the electron wavelength. This law is only applicable

if λ > 2d which is why this diffraction does not occur with visible light [9, 7].

nλ = 2dsin(θ) (3.3)

Where n is an integer, λ is the electron wavelength, d is the planar spacing and

θ is the incident angle of the electrons. The main properties that can be readily

determined by the diffraction pattern include crystallinity, crystallographic charac-

teristics including lattice parameters and symmetry, grain morphology and sample

orientation. Equation 3.3 leads to typical diffraction angles of up to :100mrad.

The crystal structure can also be defined in terms of a reciprocal lattice, this

defines the spatial frequencies of the crystal rather than the atomic positions. In

this way every crystal has two lattices associated with it, one in real space and one

in reciprocal space [9]. The diffraction pattern is an image of this reciprocal lattice,

with the origin in the centre and units of spatial frequency (m−1). The easiest way

of thinking of this is that each visible point in the diffraction pattern represents a

particular set of planes in the crystal, with a consistent spatial frequency [10]. These

planes of atoms are defines by their Miller indices, as mentioned above. Figure 3.5

shows schematic examples three different lattice planes in a cubic structure defined

by their Miller indices [7, 10].
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Figure 3.5: Example schematics of lattice planes in cubic structure.

Examples of how the crystal structure of the sample effects the diffraction pattern

are seen in figure 3.6. All diffraction patterns contain a bright central spot of direct,

unscattered electrons, as well as a distribution of scattered electrons at characteristic

deflection angles. When the sample is polycrytaline, the crystals in the sample

are all similar but at different orientations to the incident beam; this causes the

diffraction spots to become rings, shown in 3.6b. For non-crystalline samples the

distance between atoms is less narrowly defined, therefore these rings become more

diffuse in the diffraction pattern as in 3.6c. The diffraction pattern can be seen on

the imaging plane by adjusting the strength of the intermediate lenses, discussed in

3.2.6, to project the wavefunction of the back focal plane onto the viewing plane.

Figure 3.6: TEM diffraction patterns of (a) single crystal, (b) polycrystalline, (c)
textured-polycrystalline and (d) amorphous samples [11].

3.2.5 Bright Field and Dark Field Imaging

There are two main types of contrast imaged in a TEM, diffraction contrast and phase

contrast. In this study, phase contrast imaging was used to image magnetic structure,
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which will be further discussed in section 3.3. Diffraction contrast is where intensity

differences in the image are due to differences in diffraction from different parts of

the sample [4]. To form diffraction contrast in the TEM, the objective aperture is

used to select specific parts of the diffraction pattern to form the image, blocking

unwanted diffracted beams. The two most common types of this are bright field and

dark field. Bright field (BF) imaging is where only the central (undiffracted) beam is

selected and the scattered electrons are blocked by the aperture, shown schematically

in figure 3.7. The size of the aperture used can also be chosen to determine the limit

of which beams contribute to the image [5, 4]. The contrast in BF images arises

from the difference in electron scattering across the sample.

Figure 3.7: Schematic of beam path for (a) bright field (b) dark field imaging in
shifted aperture and (c) tilted beam modes.

If only the scattered, or part of the scattered electrons are selected it is called

dark field (DF) imaging. This technique is widely used for identifying areas of the

sample of particular atomic mass or crystallographic orientation [12, 13, 14]. There

are two possible methods of DF imaging. Either the aperture is shifted (fig.3.7b) or

the beam is tilted to centre the diffracted beam on the back focal plane (fig. 3.7c).

The latter is the most commonly used as the former utilises electrons from off axis

trajectories which are more susceptible to lens aberrations and astigmatism [7]. The

in focus imaging used in this study concentrated on BF imaging for the structural

investigation of samples.
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3.2.6 Lower Column and Image Acquisition

The lower column consists of the intermediate and projector lenses. This set of lenses

is used to project the image onto the image plane and controls the magnification.

The intermediate lens can also be varied to project either the diffraction pattern or

the real space image onto the viewing screen [5]. This can be controlled and provides

a variety of magnifications by altering the camera length of the microscope.

At the base of the column a phosphor screen is placed in the image plane for direct

viewing by the operator. The most common detectors used for image acquisition

in CTEMs are charge coupled devices (CCDs), these use a scintillator material to

convert the electrons into light which is then channelled onto the CCD chip. This

is connected to a PC for live imaging. The limitations of this camera and possible

alternatives are discussed in section 3.4.

3.2.7 The FEI Tecnai T20

In this study the FEI Tecnai T20 CTEM was used used for non-magnetic imaging and

sample characterisation. This microscope uses an LaB6 thermionic source with an

acceleration voltage of 200keV . It utilises two detectors: an Olympus SIS Megaview

III, for standard imaging and a Gatan Image Filter (GIF) used for higher resolution

imaging and elemental mapping. This microscope has Lorentz lenses and is capable

of operating in field free mode, discussed in section 3.3.1. However is predominantly

used for BF and DF direct imaging.

3.3 Magnetic Imaging

The Philips CM20 FEG TEM/STEM is a specialist microscope used for magnetic

imaging [15], and is used in this study for magnetic characterisation and manipula-

tion. This microscope is also the basis for the magnetic imaging techniques developed

in chapters 4 and 5. This section considers the CM20 and how it is designed for this

type of imaging, and discusses the various techniques used in magnetic microscopy.
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3.3.1 Field Free Mode

In a CTEM, the sample sits between the pole pieces of the objective lens, at this

position the magnetic field of the sample can be in excess of 0.8T. This would sig-

nificantly influence any magnetic structure or behaviour we are likely to see within

a sample. For this reason, the CM20 is modified to allow for field free imaging. The

microscope is equipped with two mini-lenses (Lorentz lenses) above and below the

specimen. These become the imaging lenses when the objective lens is turned off

allowing the sample to sit in field free space. As well as this, the lens gap has been

increased to :20mm to allow room for the magnetic stage [15]. The resultant layout

is shown schematically in figure 3.8.

Figure 3.8: Schematic diagram of the Objective and Lorentz lenses

The result of the use of these lenses in this microscope is that the point resolution

drops from 0.36nm with the objective lens on to 2.1nm using only the Lorentz lenses

[15]. In addition to the advantage of field free imaging, the use of the Lorentz

lenses leaves the objective lens available. A weak current can be passed through

the objective lens, creating a controllable external field perpendicular to the sample

plane. The sample can then be tilted to introduce an in plane component of the

applied field. This setup allows in-situ magnetising experiments to be performed

using a maximum perpendicular field of :0.8T .
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3.3.2 Lorentz Microscopy

Magnetic domains were first observed using a TEM by Hale et. al. in 1959. They

did this in a CTEM by simply using the microscope out of focus and running the

objective lens at zero milliamps creating field free space around the sample [16]. In

the same paper they also postulated the use of the objective lens to make dynamic

observations on reversing films. Since then the field of imaging magnetic structures

in the TEM has gained the universal name of Lorentz microscopy. As mentioned

in section 3.2.5 there are two main types of contrast, diffraction contrast and phase

contrast, Lorentz microscopy uses the latter. This is where contrast arises through

the interference of the electron waves passing through the sample [17]. In this section,

the source of phase contrast will be discussed from classical, wave equation and

quantum mechanical approaches.

Classical Approach

From a classical point of view all of Lorentz microscopy is based on one simple

concept. As the electrons pass through a magnetic thin film, they are deflected by

the Lorentz force due to the magnetic induction of sample. The Lorentz force is

governed by equation 3.4. This shows that this force acts perpendicular to both

the magnetic induction of the sample and the velocity of the incident electrons. An

effect of this force is that magnetic domains of opposing polarities will deflect the

electron beam in opposite directions. This difference in deflection is the basis of

gaining magnetic contrast and is shown schematically in figure 3.9. Note in this

diagram that the lower Lorentz lens is situated below the objective aperture. This

is because the objective aperture is in the back focal plane of the objective lens, not

the Lorentz lens. The result of this is that, when operating in field free mode, the

beam must be slightly convergent on the sample to produce minimised central spots

on the diffraction pattern. It is worth noting that within the microscopes used in

this study this positioning is only true in the Philips CM20 and not the FEI Tecnai

T20.
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FL = −e [v ×B] (3.4)

where FL is the Lorentz force, e is the magnitude of the charge on an electron, v

is the velocity of the incident electrons and B is the magnetic induction of the thin

film.

Figure 3.9: Schematic diagram of Lorentz deflection of electrons though a magnetic
thin film in the CM20.

The resultant deflection angle (β) can be quantitatively calculated using equa-

tions 3.5 and 3.6 [18, 19].

β(x) =
eλ

h

∫ ∞
−∞

B⊥(x, y)dz (3.5)

Here β(x) is the angle of deflection, B⊥ is the in plane component of the magnetic

induction perpendicular to the deflection angle and λ and h are the wavelength of the

electrons and Plank’s constant respectively. For an area of uniform magnetisation,

this can be integrated to:

β =
eλBSt

h
(3.6)

where BS is the saturation induction and t is the thickness of the thin film [18].

A 200kV microscope using electrons with wavelength λ = 2.51pm passing through

20nm of permalloy (BS ≈ 1T ) results in a deflection angle of β = 1.2 × 10−5rad or

12µrad. This is small when compared to Bragg scattering angles of up to : 10s of

mrad.
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Wave equation approach

The wave equation approach, shown mathematically in equations incidentwaveeqn

to intensitywaveeqn1 is a method of calculating TEM phase contrast images by

treating the electrons as waves and the magnetic sample as a phase object inducing

a phase shift in the transmitted electrons. Lorentz microscopy exploits this phase

shift allowing the magnetic structure, to be determined.

This approach calculates the wavefunction at the specimen, the back focal and

the image planes, defined in figure 3.1, as the electrons pass down the microscope.

The electrons incident on the sample at the specimen plane are described by a

simple wave equation 3.7: While the sample then introduces a phase shift on the

electrons producing a modified wavefunction for electrons exiting the sample, shown

in equation 3.8.

ψi(r) = eikz (3.7)

ψe(r) = A(x, y)ei[kz+φ] (3.8)

where ψi and ψe are the wavefunctions incident and exiting the sample respectively,

A(x, y) is the amplitude function in terms of the spatial frequency axes, k is the

wavenumber and φ is the total phase shift. The wave passing through the back focal

plane of the microscope can be described by equation 3.9. This wavefunction is in

reciprocal space, dependent on the spatial frequency axes kx and ky.

ΨBFP (kx, ky) = FT [ψe(r)]× APF (kx, ky)× eiχ(K) (3.9)

Here FT is a the Fourier transform operator, APF (kx, ky) is the aperture function

and χ(K) is the transfer function, in terms of the spatial frequency, of the microscope.

This can then be inverse Fourier transformed to calculate the wavefunction reaching

the image plane, equation 3.10, and the modulus taken to give the image intensity,

3.11.
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Ψim(x, y) = FT−1 [ΨBFP (kx, ky)] (3.10)

Iim(x, y) = Ψ∗im(x, y)Ψim(x, y) (3.11)

Equation 3.11 is the result of wave optical calculations. However to fully under-

stand Lorentz images, the phase of the electron wave must be considered along with

the phase shift induced by a magnetic sample. Figure 3.10 shows two electron beam

paths, P1 and P2, enclosing a magnetic sample. These beams will experience both

a magnetic and electrostatic phase shift, φm and φe, induced by the magnetic vector

potential, A, and the mean inner potential, V , respectively. Equation 3.12 shows the

relationship between the electrostatic phase shift, φe, and the electrostatic potential,

V, where t is the sample thickness and E is the electron accelerating voltage.

φe =
πV t

λE
(3.12)

Figure 3.10: Schematic diagram showing two electron beam paths enclosing a
magnetic specimen.

The magnetic phase shift induced by the interaction between the electron beam

and the magnetic induction is quantified by the Aharonov-Bohm effect [20]. Equation

3.13 defines the magnetic phase change for the two beams illustrated in figure 3.10

[21].
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φm(r) = − e
h̄

∫ ∞
−∞

(A.n̂) dz (3.13)

Where e is the magnitude of the charge on an electron, h̄ is the reduced Planck’s

constant, n̂ is the unit vector parallel to the electron beam. The magnetic vector

potential, A, can be written as a function of the magnetic induction [21].

A(r) =
1

4π

∫ ∫ ∫
∇×B(r′)

|r − r′|
d3r′ (3.14)

Where B is the magnetic induction. This integral is a convolution and can be

expressed as in equation 3.15.

A(r) =
1

4πr
⊗∇×B(r) (3.15)

Ignoring displacement and conduction currents this can be written in terms of

the magnetisation, M(r), shown in equation 3.16, this is then substituted back into

3.13.

A(r) =
µ0

4πr
⊗∇×M(r) (3.16)

φm(r) = − eµ0

4πh̄r
⊗
∫ ∞
−∞

(∇×M(r)) · n̂dz (3.17)

This integral can be calculated through the thickness of the material, defining

the thin film to be the x − y plane, resulting in 3.18. The total phase shift is the

sum of the electrostatic and magnetic phase shifts.

φm(r) = − eµ0t

4πh̄r
⊗ [∇×M(r)] · ẑ (3.18)

φ(r) = φe + φm (3.19)

Equation 3.18 shows the relationship between the magnetic phase shift and the

magnetisation of the sample as the curl of the magnetisation. Figure 3.11 shows the
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Figure 3.11: (a) Schematic diagram and simulated images of the (b) magnetisation
and (c) curl of M (∇×M(r)) for a 500× 500nm square sample of 20nm thick

permalloy.

relationship between M and ∇ ×M(r); 3.11c shows the z-component of the curl

which is dependent on the x-y plane of the magnetisation. The intensity of this

image is representative of the phase shift in the wavefunction, as described in 3.18.

The total phase change given in equation 3.19 can be used to quantitatively calculate

contrast in Lorentz microscopy. In the following sections, a variety of Lorentz modes

in the TEM will be discussed.

3.3.3 Fresnel Imaging

Fresnel imaging is the simplest method of Lorentz imaging, and the easiest to im-

plement. It is predominantly used for in-situ imaging as well as recording real time

videos of magnetic processes. Equation 3.6 shows that the deflection of the electrons

is proportional to the integrated magnetic induction of the sample. This means

that magnetic domains of opposing induction deflect the beam in opposite direc-

tions. Therefore two adjacent magnetic domains, with antiparallel induction, will

cause the electrons to have either divergent or convergent deflection [18, 22]. This is

illustrated in image 3.12.

This method produces magnetic contrast by simply defocussing the Lorentz lens.

Doing this effectively moves the object plane for the lens by a set distance ∆. At de-

focus, the convergent or divergent beams lead to bright and dark fringes respectively

at the domain wall positions. The intensity and width of these fringes is dependent
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Figure 3.12: Schematic diagram of beam path and image intensity during Fresnel
imaging.

on ∆, as a higher defocus will lead to a greater divergence or convergence of the

beams.

While the DW positions will produce intensity fringes, the domains themselves

have near constant intensity, only varied by the topographic contrast and the mag-

netic ripple. Magnetic ripple is characterised by small contrast fringes visibly similar

to the ripples in water. This comes about from small changes in direction of the local

magnetic induction. These changes oscillate around the mean direction of induction

and can therefore be used to determine the net direction of the magnetic induction

[17, 7]. As the defocus is increased, the contrast arising from the domain walls also

increases, however, this comes at the cost of the resolution. Therefore when choosing

a defocus value a compromise between the two must be reached.

Image 3.12 shows that outside the sample there is no magnetic deflection, there-

fore the deflected electrons from the sample interfere with the background electrons

resulting in a bright and a dark fringes either side of the wire in the image. This

edge contrast is shown in figure 3.13. This contrast can be used to identify the net

direction of the magnetic induction within the sample. For example in figure 3.13

the dark edge changes side either side of the domain wall. This method is easily

implemented and shows clear qualitative magnetic information. The contrast gained

from this method is only linear with the integrated magnetic induction for low val-

ues of defocus however is mostly used in the non-linear regime as using it with low

values of defocus produces very low contrast [23]. This means that it is generally a
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Figure 3.13: Series of Fresnel images of a vortex DW in a 20nm thick 500nm wide
permalloy nanowire, showing variation in both DW and edge contrast as defocus is

varied from 130 to −130µm.
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non-quantitative technique with respect to the magnetic induction.

3.3.4 Foucault Imaging

Foucault imaging is another type of Lorentz microscopy, which uses the edge of the

objective aperture to gain domain contrast in an in-focus image. Figure 3.9 shows

how the magnetic deflection of the electrons leads to a splitting of the central diffrac-

tion spot on the back focal plane. In Foucault imaging, the edge of the objective

aperture is used to block one these spots. The domain that produced that spot gets

reduced in intensity significantly [22, 18]. This is shown schematically in figure 3.14.

Figure 3.14: Schematic diagram of beam path through the sample and back focal
planes during Foucault imaging, illustrating the use of non-parallel illumination to

maximise the central spot separation in the back focal plane.

The position of the edge of the aperture determines the direction of sensitivity

for the Foucault image. Figure 3.15 shows two such images of the same domain wall

with orthgonal sensitivity. These two images show the magnetisation distribution

throughout the sample, shown schematically in 3.15c. This method is highly depen-

dent on both the exact position of the objective aperture, and the beam path. For
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this method to work the size of the central diffraction spot must be minimised on

the back focal plane, so that any splitting of this spot caused by a multiple domain

sample may be maximised.

Figure 3.15: Examples of two foucault images of a transverse domain wall with
orthogonal sensitivity, shown by arrows (a+b), and their associated schematic (c).

The final intensity of the domains is non-linear with magnetic induction so this

is a purely qualitative technique and is highly sensitive to objective aperture drift.

However, when aligned correctly, this technique produces high levels of domain con-

trast and is therefore very useful for magnetic imaging [17, 18, 24]. This method

is harder to implement than Fresnel imaging but gives more information about the

relative orientation of the magnetic induction of the domains.

3.4 Medipix/Timepix Acquisition

Current state-of-the-art TEM CCD detectors enable recording of high spatial reso-

lution images. However they are limited in taking short exposures and low electron

dose images. These limitations arise mainly because TEM CCD detectors do not

directly collect electron intensity as the high electron kinetic energies would quickly

lead to damage. Instead, images are indirectly recorded by detecting the light gen-

erated in a scintilator layer that is coupled to the CCD chip. This results in the

electrons being scattered in the scintillator layer, inducing a noise in the image. Ad-

ditionally, during the readout phase of the CCD, the electron beam must be deflected

away from the detector to minimise undesired counts.
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Direct radiation detectors have been used on TEM and STEM imaging and have

shown significant benefits over conventional detectors [25, 26]. The layout and

mounting of this detector at the base of the Philips CM20 is shown in figure 3.16.

The simplest quantitative comparison between CCD and Medipix detectors is the

detective quantum efficiency (DQE); this is a ratio between the square of the SNR

into the detector to the SNR of the image. Effectively the DQE is a measure of

any image noise induced by the detector itself. CCDs have DQE values up to :0.5

whilst direct electron detectors such as the Medipix induce less noise and therefore

have higher values.

Figure 3.16: Photographs of the Medipix detector housing (a) with the components
separated showing the CERN readout card and the IEAP USB.

The Timepix chip is controlled using the Pixelman software, a screenshot of which

is shown in figure 3.17. This software is used for controlling the energy threshold

limit for the electron detection and the acquisition time, as well as allowing for both

hardware and software triggering of the acquisition [27].

Performance and detector comparison

The imaging performance of the Timepix detector was investigated at a variety of

exposure times and compared to a conventional TEM CCD camera, Gatan model

794 Multiscan CCD, located directly above it.

Foucault images of a 300nm wide, 20nm thick permalloy wire containing a domain

wall were aquired on both the Medipix and the CCD camera. Figures 3.18a-c show

images obtained on the TEM CCD camera as the exposure time was reduced from

4ms to 1ms, 3.18d shows the corresponding schematic. In fig. 3.18a, both the wire

and the pinned domain wall are clearly visible. In figs. 3.18b and c, as the exposure
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Figure 3.17: Screenshot of Pixelman software

time was reduced to 1ms, the image became noisier and the presence of a ghost

image was also observed. This latter effect is due to the image exposure time being

comparable with the characteristic deflection time of the electron beam blanking

(performed by electromagnetic coils in the projection system of the TEM). From

this we can conclude that the shortest acceptable timescale that could be imaged

using the TEM CCD camera was approximately 4ms.

Figure 3.18: Images of low exposure timess from (a-c) the CCD with corresponding
schematic (d) and (e-h) the Timepix detector
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Figs 3.18e − h show images of the same nanowire containing a trapped domain

wall recorded on the Timepix detector at exposure times from 1ms down to 10µs.

In fig 3.18e, at 1ms exposure time, a clear image is obtained of the nanowire with a

noise level that is visibly lower than in fig 3.18c. As the exposure time was reduced,

the nanowire became less visible with the images becoming less intense and more

dominated by noise. The source of noise in the Timepix images arises primarily

because of the limited number of electrons striking each pixel during the exposure

period. Statistically, 11µs is required to achieve an average intensity of 1 e- per

pixel. The electron distribution in the beam is statistical in nature, obeying Poisson

statistics meaning that the major source of noise for the shorter exposure times is

statistical shot noise. A secondary and more minor source of noise is the charge

sharing that can occur between pixels due to the high electron energies [26]. In the

two shortest Medipix exposures, shown in 3.18g − h, the image of the wire and the

domain wall can still just be discerned. This illustrates that the shortest acceptable

timescale for single exposure imaging is limited to timescales of 100µs− 1ms by the

available electron beam current.

An important benefit of Medipix2/Timepix type of detector is that the readout

process does not add noise to the image as it does for TEM CCD cameras. This makes

it possible to perform integral mode imaging where multiple short exposure images

are acquired and summed together. Figure 3.19 shows a series of integral mode TEM

bright field images of a 300nm wide notched nanowire where the exposure time for the

individual exposures, ε, was reduced from 5ms to 500ns while maintaining constant

total exposure time = 0.01secs. Thus, the number of frames, n, in each integral

mode image was n = 0.01/ε.

From figure 3.19 it can be seen that the notched nanowire is observed clearly

across the range of frame exposure times. However, for ε = 500ns a slight blurring

of the image was apparent. The total acquisition time for this image was between

20 and 25 minutes due to the large number of frames required, n = 20000, acquired

at a rate of 13fps. Thus, the blurring would be expected to arise from drifting of
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Figure 3.19: Series of integral images with varying single exposure times but
constant total exposure of 0.01s. The red lines show the region from which the

intensity of linescans were obtained.

sample position during this time. Increasing the frame rate would reduce this effect.

The Medipix detector were used in this study for high frame rate, low exposure time

images to develop the high temporal resolution imaging technique further explained

in chapter 5 [28].

3.5 SHB B-H Looper

The SHB 109a B-H looper is a magnetic measurement system designed to apply

variable magnetic fields to samples of up to 6” in diameter and measure its effect.

There are two sets of coils, one slightly larger than the other. The smaller of the

coils can only hold a 3” wafer but can achieve fields of up to 200Oe compared to

only 75Oe for the larger coils.

The main measurement of this system is an induction coil on the sample plane

positioned at the back of the coils. This measures the magnetic flux within the

sample and can be converted into magnetic induction (flux density) by multiplying

by the sample’s cross sectional area. In this study, this facility is used along with

the varying magnetic field to produce hysteresis loops. The software attached to this

equipment is also used to calculate measurements for saturation induction, coercivity

and remanent magnetisation from the hysteresis loops. This equipment can also

measure resistance, magnetostriction and permeability, although these capabilities

have not been used in this study.
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Chapter 4

Linear Phase Gradient Imaging

4.1 Introduction

Understanding the magnetic structure and behaviour within nanostructures is of fun-

damental importance for the development of magnetic based and spintronic devices.

Imaging this behaviour both directly and indirectly is crucial for this understanding

and techniques such as Kerr microscopy, electron holography and Lorentz microscopy

have been used for identifying and characterising magnetic structure and behaviour.

As described earlier, the University of Glasgow specialises in Lorentz microscopy

within TEMs. The three main magnetic imaging methods within these instruments,

Fresnel, Foucault and DPC, all have their limitations. Fresnel imaging is the easiest

to implement, however due to it being out of focus the information with respect to

both size and magnetisation is generally considered to be non-quantitative. Foucault

solves this as it is an in-focus technique, however the manner by which it blocks part

of the central diffraction spot means that the domain contrast is not proportional

to the magnetisation and is therefore purely qualitative. DPC is capable of high

resolution imaging and quantitative measurements of magnetic induction; the JEOL

ARM200 recently installed at the University of Glasgow has reached a maximum

resolution in DPC mode of 0.7Å[1]. Because of this DPC is widely considered to be

the most capable technique. It is however a scanning technique and therefore unsuit-

able for viewing dynamic processes. The ideal method would be a high resolution, in
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focus technique, capable of quantitatively and directly observing magnetic processes

without resorting to scanning modes.

This study aims to explore the possibility of a new TEM based magnetic imag-

ing technique. It aims to improve on current techniques by quantitatively imaging

magnetic induction in thin film samples, whilst maintaining spatial resolution and

not resorting to scanning modes. This is not meant as a replacement for DPC, but

rather as a simpler way to gain quantitative magnetic information in in-situ TEM

images.

This new technique involves replacing the simple circular objective aperture in

a TEM with a specifically engineered, semi-electron-transparent graded aperture.

This aperture is effectively a wedge with varying thickness. Equation 4.1 shows how

the electron intensity, I, varies with the sample thickness, t, where I0 is the incident

intensity and λ is the mean free path for inelastic scattering in the sample [2].

I = I0e
−(t/λ) (4.1)

The electron transmission (transparency) through the wedge will vary as the

thickness does, giving a transmission gradient. When placed in the back focal plane

of the microscope, this will perturb the diffraction pattern by reducing the intensity

across the pattern in reciprocal space in accordance with equation 4.1. The electrons

passing through a magnetic sample are deflected, resulting in a splitting of the cen-

tral diffraction spot. The graded aperture modifies the complex disturbance in the

back focal plane along the axis of the aperture gradient by generating an intensity

difference between the split spots. This will lead to intensity contrast between the

magnetic domains. Figure 4.1 shows a schematic diagram of this imaging method in

a TEM.

This type of imaging by gaining phase gradient contrast through wedge or dou-

ble wedge absorbers has been demonstrated previously in X-Ray Microscopy [3, 4].
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Figure 4.1: Schematic diagram of Phase Gradient Imaging within a TEM.

The difference between this and Foucault imaging is that the wedge apertures will

be fabricated such that the electron transmission is linear with respect to position.

This together with the fact that the magnitude of the spot splitting is linear with

magnetic induction leads to the intensity difference in the image being proportional

to the magnetic induction in the sample allowing the possibility that quantitative

information may be extracted. The aim of this study is to develop this technique

both in simulation and experimentally to quantitatively calculate the induction in

magnetic samples. While this information will only be one-dimensional in the direc-

tion of the wedge gradient, it will be simpler to implement than current quantitative

imaging techniques. Also while this technique may produce immediately visible mag-

netic contrast, there will be several steps of image manipulation before this becomes

quantitative with respect to magnetic induction.
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4.2 Theory of Phase Gradient Imaging

Before this technique can be experimentally implemented, it must be mathematically

simulated to predict what levels of contrast can be expected. This technique was

done using the mathematical wave equation approach introduced in chapter 3. This

will allow the resultant images to be predicted as well as providing a method of

extracting quantitative magnetic induction information from the final image, how

this is done will be discussed in the following section. This mathematical theory

will then be modelled using image formation in Digital MicrographTM (DM); as well

as confirming the results from the theory, this model will allow us to visualise how

the magnetic contrast may vary with the conditions of the aperture wedge. Both of

these calculation methods will be used to explore the validity of this imaging method

and identify any limiting factors within it. Further, they will provide the necessary

proportions of the phase gradient aperture to maximise magnetic contrast. Once the

simulations are understood this technique can be experimentally implemented by

fabricating the wedge apertures using electron beam deposition and to image known

magnetic structures on the Philips CM20.

Theoretical image calculation

As discussed in chapter 3, the wave equation approach to image calculation treats

the electrons as waves and the magnetic sample as a phase object, inducing a phase

shift in the transmitted electrons; it is this phase shift that is imaged in Lorentz

microscopy. This method defines the waveform as it passes through the TEM with

respect to the specimen, back focal and image planes. The initial wavefunction

exiting the sample, f(x) is a function of the intensity amplitude, A, sample thickness,

z, and the induced total phase shift, φ, shown in equation 4.2; This total phase shift is

the sum of the magnetic (φm) and electrostatic (φe) phase shifts shown in equations

4.3 and 4.4 respectively, where Bs is the saturation magnetic induction, t is the

sample thickness and V is the electrostatic potential, V = 21V in Permalloy [5].

Equation 4.3 is the differential form of magnetic phase equation 3.18 introduced in

chapter 3 and is a simpler form of the phase equation and becomes relevant for use
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in equation 4.14 at the end of this derivation.

f(x) = A(x)eiφ (4.2)

dφm
dx

=
−eBst

h̄
∝ Bst (4.3)

φe =
πV t

λE
(4.4)

φ = φm + φe (4.5)

The wavefunction in 4.2 is Fourier transformed to give the wavefunction of the

amplitude at the back focal plane, F(k), as displayed in figure 4.1.

FT [f(x)] = F (k) (4.6)

This is then multiplied by the aperture function, defined as a linear transmission

modification across k-space, resulting in equation 4.8 where APF (kx, ky) is the aper-

ture function defined in terms of the electron transmission across the aperture, m

and c are the gradient and midpoint of the transmission gradient aperture with m

measured in percentage of transmission per micrometre and Ψ(k) is the wavefunction

in a back focal plane after the aperture modification.

APF (k) = mk + c (4.7)

Ψ(k) = F (k)(mk + c) = mkF (k) + cF (k) (4.8)

Equation 4.9 is a standard Fourier transform showing how the transform of the

differential of a function is related to the transform of the original function. This

can be rearranged as below to give an expression for kF (k).
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FT

[
df(x)

dx

]
= i2πkF (k)

kF (k) = FT

[
1

i2π

df(x)

dx

] (4.9)

This is then substituted into 4.8 resulting in 4.10.

Ψ(k) = m

[
FT

[
1

i2π

df(x)

dx

]]
+ cF (k) (4.10)

Equation 4.10 represents the wavefunction in the BFP directly below the graded

aperture. This is then inverse Fourier transformed to give the wave equation in the

image plane, Ψ(x), shown in equation 4.11.

Ψ(x) =
m

i2π

d(f(x))

dx
+ cf(x) (4.11)

f(x) is then substituted from equation 4.2. The differential from 4.11 is expanded

as shown in equation 4.12, producing the wave equation of the final image 4.13.

(
df(x)

dx

)
=

(
d[Aeiφ]

dx

)
= A

(
deiφ

dφ

)(
dφ

dx

)
+ eiφ

(
dA

dx

)
= ieiφA

(
dφ

dx

)
+ eiφ

(
dA

dx

) (4.12)

Ψ(x) =
mAeiφ

2π

(
dφ

dx

)
− imeiφ

2π

(
dA

dx

)
+ cAeiφ (4.13)

The final image intensity, Iim, is calculated by multiplying Ψ by its complex con-

jugate. This gives the final equation, 4.14, which will be used to calculate image

intensities from the transmission amplitude and the magnetic and electrostatic phase

images of simulated samples.

I(x) = Ψ(x)∗Ψ(x) = A2c2 +
mA2c

π

(
dφ

dx

)
+
m2A2

4π2

(
dφ

dx

)2

+
m2

4π2

(
dA

dx

)2

(4.14)
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Equation 4.14 is the final intensity equation, from which the integrated magnetic

induction will be extracted. The first term is the in focus image in terms of the

amplitude A and the central intensity transmission from the aperture, c; this term

contains no phase information and is effectively the bright field image. The second

term contains dφ
dx

, this is what we want as it can be used with 4.3 to quantitatively

calculate the magnetic induction of the sample. This term is dependent upon both

the gradient, m, and the central transmission, c, of the aperture. The third term of

equation 4.14 is a squared term of phase gradient; this term means that to calculate

the magnetic induction the image intensity equation will need to be solved quadrat-

ically. The final term is an amplitude gradient term; assuming a uniform sample

thickness this term will only be non-zero at the sample edges and is expected to be

dominated at these edges by the electrostatic phase contribution.

Equation 4.14 was used to simulate phase gradient images in Digital MicrographTM

for a 600nm diameter circular sample of 5nm thick Permalloy, containing a magnetic

vortex at the centre of the disk. The input conditions of magnetic phase, electrostatic

phase and intensity amplitude of the wavefunction leaving the sample are shown in

figure 4.2a, b and c respectively. The change in amplitude between outside and inside

the sample shown in figure 4.2c was taken from previous experiments of 20nm thick

permalloy.

This simulated sample was run through equation 4.14 using m and c values of

1.5%µm−1 and 0.5 respectively, producing the images shown in figure 4.3. This shows

the final intensity image, a, and the individual term images, b− e, representing the

four terms in equation 4.14. Figure 4.3 also compares line profiles through the centre

of each of these images and their relative magnitudes; the y-axis of this figure has the

same scale for each profile but has been offset to display their relative differences more

clearly. It can be seen that the final term of this expression has negligible magnitude

when compared to the first three; this example has amplitude and phase inputs from

experimentally typical values and therefore the final term will be disregarded for the

remainder of this study. This means that the final expression for the image intensity
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Figure 4.2: Wavefunction terms of initial magnetic state showing (a) magnetic
phase, (b) electrostatic phase and (c) normalised amplitude. These are inputted

into equation 4.14 to give the results shown in figure 4.3.

becomes 4.15.

I(x) = A2c2 +
mA2c

π

(
dφ

dx

)
+
m2A2

4π2

(
dφ

dx

)2

(4.15)

Image simulation

As well as using the wave equation approach, this imaging technique is modelled

using image formation in Digital MicrographTM (DM). As before the sample was

first defined with a magnetic phase, an electrostatic phase and an amplitude image;

these are substituted into equation 4.2 to give the wave equation leaving the sam-

ple at the sample plane. DM is used to Fourier transform this wave equation and

multiply it by an aperture image representing the transmission of the aperture in

the BFP, producing the wavefunction at the back focal plane, this is then inverse

Fourier transformed and multiplied by its complex conjugate to form the final image

intensity. This method is equivalent to the mathematical approach described above;

the difference being that this uses image formation at each plane to model the TEM

rather than the final calculated equation.

This method was used to simulate this imaging technique on a continuous sample

of 20nm Permalloy with three magnetic domains separated by two 180◦ domain walls.
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Figure 4.3: Comparison of images and intensity profiles of the final calculated
intensity (a) and the four terms (b-e) from equation 4.14. Images are shown on the

same grey scale. The y-axes of the graphs have been relatively displaced on the
same scale to more clearly show the intensity differences between the equation

terms.
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Figure 4.4a shows a simulated sample magnetisation and line profile of this sample,

4.4b and c then show the magnetic phase, φm, of the sample and the transmission

probability of the phase gradient aperture respectively. In this case the aperture

varies from fully transparent to fully opaque over the full width of the diffraction

pattern. In this sample both the electrostatic phase shift and the amplitude terms

are considered to be constant.

Figure 4.4: Initial state of the sample showing (a) the y-component of the
magnetisation, (b) the magnetic phase of the sample and (c) the transmission

probability over the diffraction pattern.

Figure 4.5: Diffraction pattern intensity before (a) and after (b) modification by
the phase gradient aperture shown in 4.4c.

Figure 4.5 shows how the aperture illustrated above modifies the diffraction pat-

tern. 4.5a shows the unmodified diffraction pattern generated by the Fourier trans-
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form of initial wave equation and illustrates the intensity of the diffraction pattern

just above the aperture. This is then multiplied by the transmission probability

profile in 4.4c, producing the diffraction pattern intensity just after the aperture, the

profile of which is shown in 4.5b. The modified diffraction pattern is then inverse

Fourier transformed and multiplied by its complex conjugate, equations 4.16 and

4.17, generating the final simulated image intensity. The initial magnetisation and

final image intensity of the continuous, three domain sample, are shown in figure 4.6a

and b respectively. The intensity in 4.6b is reversed from the initial magnetisation

state due to the negative gradient of the aperture. Where Ψ(x) is the final image

wavefunction and I(x) is the image intensity.

Ψ(x) = FT−1
[
FT

[
A(x)eiφ

]
× APF (k)

]
(4.16)

I(x) = Ψ(x)∗Ψ(x) (4.17)

The simulations gained from this method indicated that this technique will pro-

duce a significant difference in intensity between magnetic domains, as shown in

figure 4.6b, however these results will be verified using the wave equation approach

to the simulations.

4.3 Simulation and aperture tuning

Before the phase gradient apertures could be manufactured, the images simulated

with the methods described above had to be analysed. These simulations also allowed

us to tune the variables of the wedge to maximise potential magnetic contrast. For

this theoretical tuning we used the continuous, three domain sample of 20nm Permal-

loy introduced in the previous section. To design the wedge aperture, the diffraction

pattern must be understood in real space in the TEM, i.e. the real space splitting of

the central diffraction spot must be calibrated with respect to the objective aperture.

A. Johnston demonstrated in 1995 that the separation between the split diffraction
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Figure 4.6: Comparison image between initial sample magnetisation (a) and final
image intensity (b).
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spots in the Philips CM20 is 3µm [6, 7, 8]. This was used to calibrate the necessary

size of the wedge aperture in real space. This assumption was later discovered to

be misinterpreted, was corrected and the experimental wedges reengineered to allow

for this. This second attempt at the experiment used the lessons learned prior to

the discovery of this mistake to improve this imaging technique further. This section

and sections 4.4.1 and 4.4.2 outline work done using the assumption of a 3µm spot

splitting before the correction and further work is outlined in section 4.4.3.

The contrast in the image was investigated with respect to the wedge variables to

determine the visibility of the magnetic contrast (C). For this purpose contrast was

defined as in equation 4.18 where Imax, Imin and Imean are the maximum, minimum

and mean intensity of the image respectively. For the purposes of this study a

contrast level of C > 0.1 is defined for the contrast to be visible. This value was

chosen to be sure of overcoming both image noise and any unwanted scattering from

the aperture.

C =
Imax − Imin

Imean
(4.18)

Figure 4.7 shows the intensity profile of the diffraction pattern (blue) from the

three domain sample superimposed onto a graph of transmission probability across

the aperture (red); in this figure the x axis is shown in both real and reciprocal

space. The phase aperture (red) is defined by two variables, the gradient measured

in transmission percentage per micrometre, m, and the transmission probability

through the centre of the diffraction pattern, c. Note that c is not necessarily the

centre of the wedge as the aperture can be moved with respect to the diffraction

pattern. This means that while the gradient is fixed after aperture fabrication, the

midpoint value is dependent on aperture positioning in the back focal plane.

Given the definitions of C, m and c above, the image contrast was investigated

with respect to both varying m and c. This research found that, as expected from

equation 4.15, as m increases so does the contrast, this is expected as increasing m

increases the difference in transmission between the two spots. It was also found that
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Figure 4.7: Intensity line profile of diffraction pattern with a to-scale phase aperture
superimposed onto graph, shown in both reciprocal and real space dimensions.

the contrast increased as c was decreased, this is because increasing c increases the

background term, A2c2, and therefore Imean, faster than the magnetic intensity term

thus reducing the magnetic contrast. Combining these two effects leads to figure 4.8

which shows lines of constant contrast with respect to m and c. The blue shaded

region of figure 4.8 indicates where C > 0.1, and therefore theoretically visible.

Assuming a gradient of 1.5%µm−1, the diffraction pattern should be able to be

placed anywhere on the graded aperture and still produce visible magnetic contrast.

This correlates to the aperture varying from fully opaque to fully transparent over

66µm in real space.

As described earlier, the total phase shift is made up of the electrostatic and mag-

netic phase shifts, defined in equations 4.4 and 4.3. Equation 4.15 shows that the

final image intensity is related to the phase gradient. Figure 4.9 compares the phase

and phase gradients between magnetic and electrostatic phases for the 5nm thick

Permalloy circle of 600nm diameter. This shows that in this case the electrostatic

phase gradient is approximately five times larger than the magnetic phase. This
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Figure 4.8: Graph lines of constant contrast with respect to c and m, the blue
shaded region indicates the area of practical visibility as defined by C > 0.1.

means that the electrostatic contrast will be significantly more visible than the mag-

netic contrast, however this is only relevant at the sample edges meaning that it

should be readily identifiable from the magnetic contrast.

So far in this chapter the graded aperture has been considered to only have an

effect on the amplitude of the electron transmission. However as the electron beam

passes through the aperture it is also Bragg scattered in exactly the same way as

it would through a sample. This poses a problem for this imaging technique as it

produces a source of electron scattering that is unwanted in this technique. For

this reason, the Bragg scattering by the aperture must be minimised, this is done

my tuning the deposition of the aperture to maximise the amorphousness of the

material. This will be further discussed in the next section.

4.4 Experimental Phase Gradient Imaging

4.4.1 Wedge fabrication

The theoretical work has indicated that to be sure of gaining visible magnetic contrast

the transmission gradient of the aperture needs to be above 1.5%µm−1. To fabricate
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Figure 4.9: Images and profiles of the electrostatic and magnetic phases and phase
gradients. Note the final image intensity is related to the phase gradient images

through equation 4.15
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the graded aperture, electron beam deposition was used in the Nova 200 dualbeam

system [9]. However, before that could be done, the mounting of the aperture had

to be considered. Figure 4.10a and b shows images of the objective aperture blade

from the Philips CM20 microscope, showing that the blade contains circular slots

designed to hold 2mm diameter disks, the apertures are then held on these disks.

Our aperture will be fabricated on a Si3N4 TEM membrane substrate, described in

chapter 2, these substrates are formed of 2mm square blocks of silicon and will not

fit the aperture blade slots.

The circular slots mean the corners of the samples must be milled to form a 2mm

circular sample whilst keeping the membrane at its centre unbroken. This was done

by attaching the samples to a rod using soluble glue, allowing it to be more firmly

held. A diamond saw was then used at low RPMs, and the sample rotated, milling

the sample circular. This process was highly susceptible to the membrane breaking,

however very few intact samples were required so this method was pursued. Figures

4.10c and d show images of these samples before and after milling. They also show

a complete and a broken membrane on the square and circular samples respectively.

These circular samples could now fit into the aperture rods and the fabrication

process was able to proceed.

One of the main issues with this imaging technique was electron scattering from

the aperture. This must be minimised by ensuring that the graded apertures be as

amorphous as possible. The wedges will be fabricated from platinum using electron

beam deposition (EBD) in the FEI Nova 200 Dualbeam instrument. This method of

fabrication was chosen as it allows high degrees of control over the deposition area

and can be programmed to deposit different depths at different locations, making it

ideal for fabricating wedges. Previous studies have found that the platinum deposited

with EBD contains small areas of crystalline platinum with crystals of up to a few

nanometres [10, 11, 12]. The only controllable variable which is likely to affect the

crystallinity of the deposition is the electron probe current. This current varies the

speed of deposition and therefore the atomic layering. As an initial experiment,
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Figure 4.10: Photographs of the (a) bottom and (b) top of the objective aperture
rod, showing 2mm diameter slots. As well as photographs of the Si3N4 membrane

sample (c) before and (d) after milling.
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EBD was used at a variety of currents to deposit 20nm of material. Diffraction

patterns were taken of these samples to determine their levels of scattering. Figure

4.11 shows these patterns along with their in focus and line profile counterparts.

The first scattering intensity peaks were used as a measure of the scattering from

the aperture; these peaks (indicated by the red arrow) are at a spatial frequency of

4.15nm−1 from the centre of the pattern. These patterns show no further significant

diffraction rings indicating that the sample is amorphous. The amorphous scattering

ring indicated by the red arrow is a result of the average separation of the atoms

within the amorphous structure. Minimising the intensity of this ring will minimise

any potential problems that this scattering may induce. It can be seen that the

sample 4.11c, deposited at 0.098nA has the lowest intensity ring of :600 counts

compared to :620−650 with deposition currents of 1.6nA and 0.4nA. This difference

is small but was still utilised and all subsequent wedges were deposited at 0.098nA.

Figure 4.11: In focus images, diffraction patterns and accompanying line profiles of
deposited platinum with electron currents of (a) 1.6nA (b) 0.4nA and (c) 0.098nA.
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For the first set of wedges fabricated, a total wedge width of :10µm was chosen.

Assuming electron opacity at its maximum thickness this aperture has a transmission

gradient of :10%µm−1, this is well above the required levels to observe magnetic

contrast. Each wedge was composed of 40 layers of Platinum, with each layer started

250nm offset from the previous. The maximum thickness, calibrated from previous

depositions, was 200nm, this was assumed to be sufficient for electron opacity [9, 13].

Initial TEM images of these wedges showed significant charging of the sample so

thermal evaporation was used to deposit a continuous layer of :10nm aluminium

to the back of the membrane to dissipate charge. Figure 4.12 shows SEM and

TEM images of these wedges with their accompanying transmission profiles; note

the transmission of the wedge is the square root of the TEM image intensity. The

transmission gradient of 4.12b was measured to be = 4.8%µm−1, while the wedge is

never fully opaque, this is still well above the required = 1.5%µm−1.

Figure 4.12: SEM and TEM images and normalised transmission profiles of 3
nominally identical phase gradient apertures. Showing the consistency of both the

fabrication method and the aperture gradient.
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4.4.2 Initial imaging - copper grid and magnetic samples

Before they were used experimentally, the transmission profiles of the wedges were

put into the simulation script to predict the magnetic contrast levels. Figure 4.13

shows these results, where 4.13a is the standard three domain sample used previously,

4.13b is the fabricated wedge aperture transmission calibrated to the magnitude of

the known spot splitting in real space and 4.13c is the resultant image intensity. This

final image has a contrast level of C = 0.8, which is significantly higher than the

visibility limit. These apertures were then loaded into the objective aperture rod of

the CM20 and the imaging process was tested.

Figure 4.13: Theoretical image calculation from deposited apertures, showing (a)
the initial induction, (b) the phase aperture calibrated to the size of the diffraction

pattern in DM and (c) the final image intensity.

The first object imaged was a standard sample of 20-30nm thick holey-carbon-film;

this is non-magnetic, but the edges of the holes will still produce gradients in the

electrostatic phase. This was chosen initially because we know that the electrostatic

phase gradient contrast is significantly higher than the magnetic phase gradient. The

mean inner potential, V, of carbon is :9V , slightly lower than the 21V in Permalloy;

however this will still allow us to gauge how large the magnetic contrast will be in
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reality. The results of this are shown in figure 4.14. This figure shows a bright field

image, a, an image with the aperture in place, b, and an intensity line profile across

one of the holes. In this example the central diffraction spot is placed approximately

in the centre of the wedge. The phase gradient image and the accompanying line

profile show electrostatic contrast in the form of bright and dark fringes at the top

left and bottom right of the holes respectively, this correlates with the direction

of the aperture gradient in the back focal plane. The magnitude of the intensity

fringes either edge of the hole, 4100 and 2450 counts for the bright and dark fringes

respectively and taking 3000 counts as the mean, correlate to contrast values of 0.36

and 0.18 respectively. Given these values, if the difference between the magnetic

and electrostatic contrast is as large as predicted in 4.9, then the magnetic contrast

should still be visible with these wedges.

Figure 4.14: (a) In focus, (b) phase gradient images, and (c) intensity line profile of
the phase gradient image for 20-30nm thick holey-carbon-film taken using the

apertures shown in 4.12.

Figures 4.15 and 4.16 show the results of magnetic phase gradient imaging with

these apertures. The sample consist of 1µm squares of 20nm Permalloy. Figure

4.15a shows a Fresnel image of the magnetic structure in a flux closed state with

DWs forming a cross at its centre. 4.15b then shows an in-focus image with non-

parallel illumination, this is effectively a bright field image of the sample with an out

of focus image of the aperture superimposed onto it. This shows the direction of the

transmission gradient with respect to the object with the image being darker on the
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right hand side indicating a thicker portion of the wedge, as well as clearly displaying

defects within the aperture which may affect the desired magnetic contrast. 4.15c

then shows a phase gradient image. The lower of the two squares within this image

shows one of the magnetic domains clearly, however this is due to the aperture defect,

visible in the image indicated by the red arrow, blocking part of central diffraction

spot. The upper of the two squares, away from any defects, shows no significant

magnetic contrast. This is concerning as our simulations indicated that the contrast

should be clearly visible.

Figure 4.15: (a)Fresnel, (b) nonparallel illumination with a phase aperture and (c)
phase gradient image of 20nm Permalloy squares, (d) schematic of magnetisation
orientation in squares, showing the effect of aperture defects on the final magnetic

contrast.

The experiment was repeated and figure 4.16 shows four images of the same object.

Figures 4.16a and b are a standard in focus bright field image and a Foucault image

with the sensitivity direction marked by the arrow respectively. This shows that the

magnetic structure in this case is different to that of figure 4.15, formed of three

domains but still displays flux closure. Whilst moving the central diffraction spot

over the aperture in an attempt to observe magnetic contrast, figure 4.16c was seen,

this appears to show visible magnetic contrast in a phase gradient image. However,

when expanding the diffraction spot by going off parallel illumination, figure 4.16d, it

was observed the central diffraction spots were separated over the edge of the aperture

wedge. The means that one of spots is off the aperture entirely, while the other is on

its edge. This condition is very similar to Foucault imaging with the difference being

that the blocked part of the beam is passing through a semi-transparent objective
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aperture. For this reason this was referred to as a pseudo-Foucault condition.

Figure 4.16: (a) In focus, (b) Foucault with sensitivity direction shown, (c) phase
gradient image and (d) non-parallel illumination image, showing the magnetic
contrast gained due to pseudo-Foucault conditions at the edge of the wedge.

In summary these phase gradient apertures gain no discernible magnetic contrast

unless pseudo-Foucault conditions are reached with either the edges of the wedge

or defects within the wedge itself. However figure 4.14 did appear to show visible

electrostatic contrast of up to C = 0.36 in 20 to 30nm thick carbon. We previously

calculated that for a 20nm thick permalloy sample, the electrostatic contrast will be

approximately 5 times the magnetic contrast. If this holds true then the expected

magnetic contrast from these aperture would be below the theoretical visibility limit

of C > 0.1. This does not correlate with the initial calculations that these apertures,

where gradients of 4.8%µm−1 should be more than sufficient to produce visible mag-

netic contrast.

This led me to question the original assumption that the central diffraction spots

are split by 3µm in real space. Figure 4.17 shows how this value will be proven, where

L is the distance between the specimen and objective planes which in the CM20 is

:3mm, and D is the deflection distance in real space. We know that for a sample of

20nm thick Permalloy with a saturation induction of 1T , β = 1.21× 10−5rads. This

results in a spot separation of :72nm.
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Figure 4.17: Schematic diagram of the proof of real space spot separation in the
aperture plane.

4.4.3 Steeper wedges

The erroneous assumption of the 3µm spot spacing led to incorrectly calculating

the aperture gradients required to observe magnetic contrast and the conclusion

that steeper aperture wedges were necessary. For this reason new apertures were

fabricated utilising the maximum EBD resolution of the FEI Dualbeam instrument,

this is limited by the electron probe size and is approximately 20nm [13]. The

aperture deposition was again set at 40 layers, and the current set at 0.098nA but

the offset between steps was set at this resolution limit with a 50% overlap; this

produced the wedge shown in figure 4.18a. Figure 4.18b and c are SEM, TEM and

transmission profiles of two further apertures deposited with slightly larger offsets.

The transmission profiles shown in figure 4.18 illustrate that the transmission

gradients are not constant; while this was not intentional it does provide very steep

gradients close to the thin edge of the aperture. These apertures were inserted into

the objective aperture rod and the subsequent phase gradient images are shown in

figure 4.19.

This figure shows a series of images taken as the diffraction spot is scanned across

the aperture at the points indicated on the transmission profile shown in figure 4.19b.

Figure 4.19c and f are both pseudo-Foucault conditions at the thick and narrow edges
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Figure 4.18: SEM, TEM and transmission profiles of narrow apertures.

Figure 4.19: (a) In focus image of wire, (b) transmission profile of steeper wedge
detailed in 4.18. (c-f) Phase gradient images from four points on the aperture,

shown in (b), giving pseudo-Foucault contrast at (c) and (f), no magnetic contrast
in (d) and a small amount of visible contrast at (e).
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respectively while d and e are taken with the diffraction pattern at different positions

within the confines of the aperture. Image e is taken at a higher transmission gradient

than at d; it also has a lower value of the central transmission; both of these lead to

theoretically higher levels of magnetic contrast and correlates to the images where

fig 4.19d shows no magnetic contrast while fig 4.19e has a small visible magnetic

contrast within the pad, this is confirmed in figure 4.20 where the intensity profile

shows a change in intensity over the top of the pad. This contrast confirms that this

imaging technique can produce visible magnetic contrast. However with the current

set of wedges this contrast is very small and is only visible for antiparallel domains.

Figure 4.20: Image and line profile of visible magnetic contrast from the steepest
point on the steepest wedge: (e) on 4.19.

The transmission gradient (m) and midpoints transmission (c) at point e in figure

4.19 are measured to be 220%µm−1 and 0.44 respectively. As mentioned in section

4.2, if the image amplitude, transmission gradient and midpoint transmission of the

aperture are known, then equation 4.15 can be solved quadratically to give dφ/dx.

Equation 4.3 can then in turn be used to calculate the magnetic induction of the

sample. The amplitude is calculated by assuming that the in-focus image, shown in

4.19a, is formed of the square of the amplitude with 100% aperture transmission, i.e.

A =
√

(In− focus− image). This along with the values of gradient and midpoint

transmission above were used to calculate the magnetic induction from figure 4.20.

This is displayed in figure 4.21.
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Figure 4.21: (a) In focus, (b) phase gradient image, (c) calculated magnetic
induction image and (d) line profile of magnetic induction across top of injection

pad.
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The quantitative induction difference between opposing domains, displayed in fig-

ure 4.21d, shows that the induction varies from a spatial average of 3.9T to 1.5T

either side of the domain resulting a difference in induction of 2.4T . If this were

centred about zero, this would correspond to two antiparallel domains of 1.2T mag-

netic induction, this agrees fairly well with the known induction of 1T for a sample

of 20nm thick Permalloy. It is known from simulations that these two domains are

180◦ to each other and should result in antiparallel inductions of equal magnitude.

This offset in the calculated induction, i.e. it not being centred about zero, may be

caused by an incorrect measurement of the midpoint transmission, c, resulting in an

error in the amplitude value. There are also errors present in the measurement of

transmission gradient as this is not consistent across the whole aperture and the ex-

act probe position has been estimated to within 100nm, in the case discussed above

this leads to an estimated error in the gradient measurement of ±50%µm−1, which

in turn leads to an error in the magnetic inducation calculation of ±0.4T .

This experiment has demonstrated that this technique is capable of producing

magnetic contrast with the capacity of extracting quantitative information. However,

the levels of contrast are still hampered by the maximum gradient of the wedge

aperture. This is limited at this point by the deposition method; gaining higher

gradients in the wedges would require thicker, steeper wedges which would be difficult

to fabricate using EBD while maintaining the linearity of the transmission profile.

4.4.4 Possible use of selected area aperture

As well as depositing steeper wedge apertures to produce higher magnetic contrast,

it may also be possible to place broader apertures in the selected area plane of

the microscope rather than the objective aperture plane used above. Figure 4.22

shows an out of scale schematic of how this works. The larger distance between the

object and the aperture, changing from 3 to 300mm in the CM20, means that the

spot splitting will be significantly larger allowing wider apertures to be utilised and

preventing the previous problem of producing wedges with sufficient gradient. This
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method would require that the back focal plane of the electrons be the same as the

selected area plane. This can be accomplished but is complex as it entails both free

lens control of all the lenses in the lower column and nonparallel illumination of the

sample. The nonparallel illumination means that the electron path changes to focus

the diffraction pattern further away from the sample. The free lens control then

ensures there is a minimum amount of interference from subsequent lenses before

the aperture can perturb the intensity.

Figure 4.22: Schematic of beam path for use of selected area aperture plane in
phase gradient imaging.

The need for free lens control in using the selected area aperture brings new com-

plexities to both the application of this technique and the quantitative calculation of

the magnetic induction. The difficulties associated with this potential mode would

deter from the main objectives which are to make quantitative magnetic imaging

easier in in focus, live imaging modes. As well as this, new microscope technolo-

gies such as the JEOL MagTEM microscope recently installed at the University of

Glasgow may provide a better solution for the further development of this technique.
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4.5 Summary and Conclusion

This imaging technique has been demonstrated to be capable of producing visible

quantitative magnetic contrast in in-focus TEM images. This has been severely lim-

ited in this study by the transmission gradients of the fabricated apertures. The

initial simulations predicted the potential for high levels of magnetic contrast; how-

ever due to the overestimation of the spot separation, these levels were not seen

experimentally. Despite this, the simulations provided experience in predicting the

behaviour of this technique, as well as demonstrating how the images will be affected

with varying aperture gradients and transmission levels. The first experiments at-

tempted, with wide wedges, did not produce visible magnetic contrast; however they

did show electrostatic contrast in the holey-carbon-film sample, indicating that this

technique will work and leading to the discovery of the true real space spot sepa-

ration. These initial apertures also provided a basis to investigate the deposition

technique and how the crystallinity of the deposited platinum varies with the elec-

tron current during EBD. This allowed us to optimise the amorphousness of the

apertures by minimising the current to 0.098nA.

After the new spot separation of 72nm was calculated, the new set of apertures

was deposited at the advised electron current producing wedges with varying gra-

dients up to 250%µm−1. The phase gradient images from the new set of wedges

provided confirmation of pseudo-Foucault contrast gained at the edges of the wedge.

Most of the wedge didn’t have sufficient gradient to gain visible magnetic contrast,

however contrast was seen at the thin end of the wedge where the gradient is close to

maximum. This contrast was only just above the visibility limit but was enough to

demonstrate a quantitative magnetic induction calculation, assuming equal and op-

posite magnetic domains, of 1.2± 0.4T in a 20nm thick permalloy structure with an

expected induction of 1T . While these induction calculations agreed with the known

values in the sample, they had significant errors in both magnitude and offset due

to the measurement of the probe position on the aperture. For this technique to be

widely viable the wedge apertures must be improved by making them both steeper,
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to increase the magnetic contrast, and maintaining the transmission gradient, to

minimise errors in the quantitative calculation. While these errors make it unlikely

that this technique will be viable without an improved fabrication method, it may

have applications in lower contrast systems. Low contrast microscopy techniques,

such as environmental TEM, may be improved by using phase gradient apertures to

increase relevant contrast.

As well as providing a new method of gaining magnetic contrast, this work com-

pliments the recent work done on generating vortex beams with phase dislocation

apertures [14]. These apertures separate the beam with respect to angular momen-

tum, which may be used to extrapolate magnetic information. These new methods

could be used in parallel to increase imaging further both of their potentials.
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Chapter 5

Temporal deflection Imaging

5.1 Introduction

Gaining temporal resolution within fast dynamic processes is difficult within a TEM

as magnetic processes at the nanoscale tend to occur on the tens of nanosecond time

scale, as determined by the alpha parameter and the exchange stiffness. The most

prevalent factor currently limiting this resolution is the minimum detector exposure

time. This time defines the shortest time frame that the detector can reliably image

without distortion; however images on these time frames are typically limited in

electron counts. This means that even if the detector exposures could be shortened to

the timescale of magnetic processes, then conventional electron sources are still going

to limit the number counts, and therefore the visibility of any potential feature. In

the case of the Schottky FEG used in the Philips CM20, the source produces between

0.1 and 1nA of electron current. This equates to between 624 and 6240 electrons

per microsecond or approximately one per nanosecond. For TEMs with conventional

electron gun sources, there is a practical limit of temporal resolution, based on the

number of electrons hitting the detector, of :1ms. However, magnetic behaviour

typically acts at time scales well below this, leading to a need for new imaging

techniques that can combine both high spatial and high temporal resolution[1, 2].

Time resolved magnetic imaging within TEMs has been investigated throughout

the last four decades. Over this time, two main methodologies for gaining this

102



5.1. INTRODUCTION

resolution have appeared: single shot [2, 3, 4, 5] and multi shot [2, 6, 7, 8] imaging.

Which method is chosen is dependent on the process being imaged.

If the process is unique and irreversible then the single shot approach is required

[9]. This process, first established by Bostanjoglo et.al. in the 1980s, is where the fast

process is imaged once with a single exposure of high intensity electrons [4, 10, 6].

As with most TEM studies, the defining factor of whether this imaging technique is

viable is the signal to noise ratio. An example of single shot imaging was performed

by LaGrange et.al. in which a 15ns exposure required an electron pulse containing

107−109 electrons [2]. Gaining this level of electron current requires modification to

the electron gun and is the largest problem currently facing single shot time resolved

TEM. One such microscope currently capable of utilising single shot imaging is built

at the Lawrence Livermore National Laboratory (LLNL); a modified JEOL 2000FX.

In this microscope, a 12ns, 211nm laser pulse is directed towards a 825µm Ta disk

photocathode, producing a 15ns pulse of 3 − 4 × 107 electrons, these high currents

make single shot imaging viable [11, 12, 6]. One of the main limiting factors of these

high current electron pulses is the electron-electron interaction, known as the Boersch

interaction, within the imaging lens system, which limits the spatial resolution of the

system [9, 6, 12].

While the single shot imaging is required when imaging irreversible processes, if

the process is reversible then multi shot, stroboscopic techniques can be utilised,

meaning that lower electron intensities can be used [13, 8]. This technique was first

developed in the 1970s by using beam blanking to produce stroboscopic images [7];

more recently high current density electron guns and faster, digital image acquisition

have allowed for the development of these techniques to image highly reversible pro-

cesses [8]. These newer techniques use femtosecond laser pulses to produces electrons

in a similar way as in single shot imaging. However the power and duration of the

laser pulses are tuned to produce only single electron pulses and time these pulses

with respect to the sample process. These single electron images are then summed

over millions of iterations to produce a series of images of the process. The ability to
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image these processes with iterated single electron exposures means that the problem

of electron-electron interaction is no longer present allowing the microscope to run

at optimal conditions for both temporal and spatial resolution [2, 6].

Outside the field of electron microscopy, as well as single shot and stroboscopic

techniques, temporal resolution can be achieved using streak imaging. This method

has been most commonly used in x-ray detectors which use specifically engineered

streak cameras to deflect the x-rays across the camera with respect to time [14,

15, 16, 17]. Figure 5.1 shows one such camera used by Chollet et.al. [14]; in this

device, the x-rays hit a photocathode, producing photo-electrons, these are then

accelerated by an electric field towards the slit. As the photo-electrons pass between

the deflection plates, they are swept by a fast voltage ramp, deflecting the beam and

converting temporal information into spatial information; the magnetic lens is then

used to focus the electrons onto the CCD [14]. These cameras are used extensively in

x-ray systems and synchrotrons and have been proven to reach temporal resolutions

as high as 280fs [18, 19, 20].

Figure 5.1: Schematic of X-ray streak camera detector [14].

In this chapter I describe the development of a streak imaging technique to ex-

tract temporal resolution from magnetic processes within transmission electron mi-

croscopes. The strategy taken was to investigate what might be possible by using

alternative detector technologies to those commonly used in TEMs. Medipix direct

radiation detectors were utilised to reduce the acquisition time of each single ex-
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posure [21]. The aim of this technique is to combine the short exposure times of

the Medipix detector with the streak imaging technique to increase the temporal

resolution beyond the minimum camera acquisition times without significantly mod-

ifying the microscope. This will use a bifilar TEM rod, explained in section 5.2.1, to

simultaneously induce magnetic behaviour within the sample and deflect the elec-

tron beam across the detector. This method will be used to image the domain wall

injection into Permalloy nanowires.

This technique will be developed throughout this chapter with the theory and

source of deflection discussed first, including the effect this has on the intensity at

both the image and diffraction planes. In section 5.2.3, the process that will be

studied is discussed; the injection into a domain wall will be simulated and predicted

streak images generated. The methods of sample preparation and image synchro-

nisation will then be introduced before the experimental results from Fresnel mode

images are first discussed in 5.3.3. The use of Foucault contrast along with a more

detailed discussion of the sources of noise and unwanted intensity will then be exam-

ined. Finally the use streak imaging in low angle diffraction mode will be discussed.

5.2 Theory of Temporal Deflection Imaging

There are two main parts to streak imaging: deflecting the electron beam, after the

sample, in a controlled and predictable way with respect to time, and capturing that

deflection on a single exposure image. This steak image will be integrally captured

and summed to form a final intensity streak. The latter of these requires both a

high speed camera and the ability to synchronise the camera acquisition with both

the image deflection and the magnetic process occurring within the sample. The

synchronisation method between the magnetic process and the detector exposure

will be developed experimentally in 5.3.2. The control of the deflected beam will

allow temporal resolution to be extracted from the image. Ideally, the deflection will

be linearly proportional with respect to time, creating a linear temporal streak. The

source of this deflection along with preliminary experiments guiding the shape and
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magnitude of this deflection will be further discussed in section 5.2.3.

One of the main aims of this method is to investigate what limit of temporal

resolution may be achieved without modifying the microscope. Similarly to the

stroboscopic techniques described above, the Schottky field emission gun utilised in

the CM20 produces an insufficient electron current to form an image on the sub-

microsecond timescale with a single exposure. Therefore this method will be per-

formed stroboscopically, summing multiple exposures. This constraint requires that

the process being imaged be repeatable and reversible. The magnetic contrast for

this technique will be gained through both Fresnel and Foucault imaging, described

in chapter 3. The relative magnetic image contrast between these two techniques

will be compared both theoretically and experimentally to maximise the magnetic

signal within the streak.

5.2.1 Bifilar Rod

The bifilar rod is a TEM sample holder, designed and built at the University of

Glasgow, which produces pulsed magnetic fields across the sample. The rod consists

of two parallel gold wires of 100µm diameter, positioned slightly below the sample.

An identical current is passed through both wires producing a cylindrically symmetric

magnetic field around each wire, as shown in figure 5.2. This shows that above the

wires there is a net field from left to right, and below from right to left. The sample

sits above the wires, in this field.

The main advantage of this rod is its use of currents to create fields. This allows

for fast, pulsed fields to be produced using current pulse boxes. Pulses up to 100A

may be generated, producing fields of up to 1kOe. This box is limited to pulse times

ranging from 100ns−5µs depending on the duty cycle of the pulses. These fast field

pulses have been used at Glasgow to inject and manipulate domain walls, as well as

investigating propagation field, pinning points of samples and domain wall velocities

in variety of magnetic structures and materials [22].
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Figure 5.2: Cross sectional schematic of bifilar TEM rod showing surrounding
magnetic fields and accompanying photos of the rod.

5.2.2 Image Deflection

The aim of this study is to use the bifilar rod to deflect the electron beam with

respect to time. However, any theoretical deflection of the beam by the field at the

sample plane will be cancelled by the opposite field below the current carrying wires,

producing no net deflection. Figure 5.3 shows one second exposure, in focus images

of a straight 300nm wide notched wire as a pulsed magnetic field is applied with

a 50% duty cycle. In this series of images, the applied pulsed field is 0Oe in 5.3a,

rising to 200, 400 and 600Oe in b, c and d respectively.

Figure 5.3: Series of Medipix images showing image deflection at (a) 0Oe, (b)
200Oe, (c) 400Oe and (d) 600Oe pulsed magnetic fields, showing a deflection

proportional to the applied field of :2.2nmOe−1.

These figures demonstrate that, contrary to theory, the image is deflected by the

field in the bifilar rod and that this deflection is proportional to the applied field.
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Figure 5.4 shows an optical microscope image of the parallel gold wires in the bifilar

rod; this shows that the wires are not consistent in either width or direction. These

defects in the construction will cause a variation in the field and are most likely the

source of the beam deflection. While the image deflection is always proportional

to the field, the magnitude of the deflection was dependent on the sample position

within the rod. For this reason the deflection magnitude had to be calibrated each

time the sample was loaded into the rod.

Figure 5.4: Optical microscope image of bifilar rod wires, showing the two parallel
100µm diameter gold wires with a 100µm gap.

The proportionality between the applied current and the image deflection means

that the deflection of the beam, and subsequently the speed and magnitude of the

image streak, will be controlled by increasing the current in the gold wires linearly

with respect to time.

To fully understand this technique, the deflection of the beam within the TEM

must be understood with respect to both the image and the back focal planes. Fig-

ure 5.5 shows a schematic diagram of the electron beam path within a TEM. This
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illustrates how the beam passing down the column is affected by the field pulse. The

electron path is deflected just below the sample plane; this deflection tilts the ex-

isting electron trajectories, displacing both the central diffraction spot and the final

image.

Figure 5.5: Schematic diagram of electron beam path with the pulse on and off,
showing the effect of the beam deflection on the image and diffraction planes.

Figure 5.6a shows the deflection of the diffraction pattern at a camera length of

39m and a pulse height of 5Oe. We know that the deflection is proportional to the

applied field and can therefore calculate the deflection gradient on the back focal

plane to be 9µm−1Oe−1. Figure 5.6b then shows the deflection induced by a 40Oe

field relative to the largest objective aperture. This demonstrates that the deflection

of the pattern is on the same order of magnitude as the curvature of the 100µm

circular aperture; this magnitude was important for the application of magnetic

contrast imaging.
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Figure 5.6: (a) Calibration image of beam deflection in the back focal plane for a
5Oe pulse at 39m camera length and (b) a 40Oe pulse shown relative to the

curvature of a 100µm objective aperture.

5.2.3 Domain Wall Injection

To develop this imaging method, the injection of a magnetic domain wall into a

300nm wide permalloy nanowire from an elliptically shaped pad was investigated.

This process, shown in figure 5.7, was chosen as it fulfils the criteria, based on quasi-

static observations, of being highly repeatable and reversible [23]. The nanowire

structures are also near-one-dimensional objects which respond to fields along their

major axes. When applied by the bifilar rod, these fields produce image deflection

perpendicular to the wires, making them ideal structures for the development of this

imaging process.

The wire is first saturated along its axis with the application of a high magnetic

field, typically several hundred Oersted, and then reduced to remanence producing

the single domain state shown experimentally and in simulation in 5.7a and d respec-

tively. This shows that while the wire is in a single domain state, the pad forms a

vortex flux closure state. An injection field is then applied in the opposite direction

to the saturation direction; the vortex is displaced within the pad. As the vortex
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passes below the axis of the nanowire the magnetisation of the wire reverses injecting

a domain wall which is then pinned at the notch. Figures 5.7b and e show static

images and simulations of the injected DW state. The domain wall is pinned at the

notch in the wire. If the field is increased further the wall is depinned from this state

reversing the rest of the wire, shown in 5.7c. With the DW pinned at the notch,

then the field can be reversed, forcing the wall back into the pad and reforming the

original magnetic state seen in 5.7a; this way the injection process is both reversible

and repeatable. The offset of the wire to the pad allows the chirality of the injected

DW to be predicted to be the same as in the pad vortex for 90% of injected walls

[23].

Figure 5.7: Fresnel images and simulations of DW injection and pinning at notch
showing both saturation states (a,c,d) and the DW pinned state (b,e) of a 300nm

wide nanowire in 20nm thick permalloy.

Simulations

Magnetic modelling is an essential part of the technique development, the injec-

tion process and the predicted LTEM images will be computationally simulated to

allow for the resultant theoretical intensity streaks to be created. The simulation
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of the injection process was performed using OOMMF (object oriented micromag-

netic framework) software. The simulations in this study were set up to give output

magnetic structures as an applied field is increased incrementally throughout the in-

jection process. These simulations will then be used to create simulated Fresnel and

Foucault images of each step, which in turn will generate simulated streak images.

This section will outline the process of this simulation and display and discuss the

results. The magnetic contrast levels within the streak will be essential for this pro-

cess to be viable, therefore the difference in contrast between Fresnel and Foucault

imaging will be investigated. How the predicted contrast changes with the length

and speed of the streak will also be examined along with the effect of increasing

the number of iterations. This information will be needed to effectively tune and

implement this process experimentally.

To accurately predict the resultant image streaks, first they must be generated

from the simulations. The object to be imaged is a 300nm wide permalloy nanowire

with an elliptical injection pad. OOMMF was used to simulate the injection with

the field ramped linearly between 0 and 150Oe over 1.5µs, in time resolved steps

of 0.01µs. Each step was defined in the simulation by the time restraint of 0.01µs

and not by the value of dM
dt

as used commonly. At each step the field is increased

proportionally to the desired ramp, and the magnetisation is relaxed for a simulated

time of 0.01µs, the resultant structure is saved before the field is increased for the

next step. These simulations used input material properties of saturation induction

Bs = 1.08T , exchange stiffness A = 13 × 10−12J/m and zero magnetocrystalline

anisotropy, as well as a damping parameter from the Landau-Lifshitz-Gilbert equa-

tion α = 0.5. This is a default value approximately an order of magnitude higher

than the real value for permalloy, this was chosen as it allows for the solver to con-

verge the magnetisation in a reasonable simulation time and showed us an accurate

picture of the injection mechanism [24].

Once the simulation is complete the OOMMF files are split into Mx, My and Mz

components and imported into Digital Micrograph�which is then used to generate
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the predicted Fresnel and Foucault contrast images. Figure 5.8 shows OOMMF,

Fresnel and Foucault images of the wire in identical states showing how these imaging

processes relate to each other.

Figure 5.8: (a)OOMMF,(b) Fresnel and (c)Foucault images of the magnetic
structure in 300nm wide 20nm thick permalloy nanowire, showing pad vortex and

vortex domain wall at the notch.

The injection process was first simulated between 0 and 150Oe. Figure 5.9 shows

Fresnel images of these states as well as a series of intermediate states displaying the

process of domain wall injection from the pad to the notch. This shows that between

0 and 60Oe the vortex within the pad moves with the field but the magnetisation

within the wire changes very little. For this reason subsequent simulations and

simulated streaks were only run from 60Oe upwards to save on computational time.

Figure 5.10 shows the simulated foucault contrast of the same states with both

directions of sensitivity. If Foucault imaging is to be used in this study the sensitivity

perpendicular to the wire, shown on the left of figure 5.10, will have to be used due

to the deflection of the beam in the diffraction plane, this will be further discussed

in section 5.3.
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Figure 5.9: Simulated series of Fresnel images showing various stages of domain
wall injection in a 300nm wide 20nm thick permalloy nanowire as the externally

applied field is increased form remanence to 150Oe.
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Figure 5.10: Simulated series of Foucault images showing various stages of domain
wall injection in a 300nm wide 20nm thick permalloy nanowire as the externally
applied field is increased form remanence to 150Oe with directions of sensitivity

parallel and perpendicular to the wire axis.
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Simulations of streak images were generating by displacing the static images,

shown in 5.9 and 5.10, with respect to their relative time within the injection process.

The magnitude of this deflection was chosen to be 100nm per image, as this agrees

with the approximate width of the experimental streak; this also maximises the

width of the simulated streak and therefore the simulated visibility of any changes

in magnetic contrast whilst maintaining the appearance of a streak.

Figure 5.11: Theoretically streaked simulated foucault images between 60 and
150Oe with the accompanying intensity line profile of over the green region shown.

Two streaks are shown in figure 5.11, these are the Foucault contrast streak with

directions of sensitivity both parallel and perpendicular to the wire along with an

intensity line profile of the perpendicularly sensitive streak. Comparing these images

to the static ones shown in 5.10 shows that the magnetic contrast is significantly

reduced within the streak. The image deflection diminishes the contrast of the

domain wall due to the averaging operation inherent in the streak. The large number

of counts in the wire and background compared to small variation within the wall

means that when the image is streaked, the relative intensity, and therefore the

contrast, of the wall is reduced. The systematic spikes in the intensity shown in 5.11c
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are an artefact of the discrete image displacements used to simulate the streaks.

These simulations also provide the opportunity to predict the expected levels of

magnetic contrast within both static and streaked images. This contrast is defined

by equation 5.1, where C is the contrast, and Imax and Imin are the maximum and

minimum intensities of the domain wall contrast feature respectively and Imean is

the mean intensity within the DW feature. As discussed in chapter 3, we can expect

the noise in the Medipix images to be dominated by statistical shot noise. Shot

noise obeys Poisson statistics and is therefore equal to the standard deviation of the

signal, σ, which is equal to the square root of the mean intensity, Imean.

C =
Imax − Imin

Imean
(5.1)

A feature was defined as observable to the human eye if C > 0.02. This ratio,

between the signal of the domain wall feature and the background intensity, effec-

tively describes the observability of any structure in the image. As well as this a

structure will only be visible if the signal is significantly larger than the image noise,

i.e. Imax − Imin >>
√

(Imean). Equation 5.1 was applied to the static images shown

in figures 5.9 and 5.10 as well as the streak images in 5.11 and their Fresnel equiv-

alents. This led to a contrast, C, of 0.34 in the static Fresnel and 0.60 in the static

Foucault images; these get reduced through the averaging process of the simulated

streak to 0.006 and 0.010 respectively.

While these calculations show that both the Fresnel and Foucault streaks produce

theoretically unobservable magnetic contrast, i.e. C < 0.02, the Foucault signal is

significantly higher. This leads to the conclusion that Foucault imaging is a better

prospect for observing magnetic contrast experimentally, however for these magnetic

features to be visible, the counts will need to be increased sufficiently for Imax −

Imin >>
√

(Imean).
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5.3 Magnetic streak imaging

5.3.1 Sample Preparation

The nanowire and injection pad structures were milled into 20nm thick continuous

Permalloy (Fe20Ni80) films. They were fabricated using focussed ion beam lithogra-

phy (FIB), discussed in chapter 2. Figure 5.12a and b show SEM and TEM images

of these structures respectively. As well as the defined structure, the TEM image

shows that the intensity of the image increases significantly in the milled area. This

is expected as the Permalloy in this area has been removed. However the line profile

of 5.12b demonstrates that the intensity in this area is not consistent; the ion etching

proceeds along some crystallographic directions faster than others. In the polycrys-

talline Permalloy film this means that some grains get milled away before others

leaving an uneven surface when the milling reaches the membrane. This variation

in intensity will produce unwanted contrast within the streak image which will be

superimposed on any magnetic contrast changes, reducing the probability of it being

observable.

For this reason electron beam deposition, outlined in chapter 2, was used to deposit

a 200nm thick layer of platinum surrounding the nanostructure. This platinum serves

a dual purpose. Firstly it fills the FIB milled area, removing the inconsistencies. It

also reduces the surrounding TEM image intensity to near opacity. This decrease

in background intensity increases the relative intensity, and therefore the contrast,

of the desired magnetic information within the streak. Figures 5.12c and d show

SEM and TEM images of this platinum deposition. Once these first samples were

deposited, it quickly became apparent that the deposition area was too small and the

image was streaked beyond the area of reduced intensity. Therefore the deposition

area was increased to that shown in figures 5.12e and f . The intensity profile attached

to 5.12f shows how the platinum deposition has reduced the intensity surrounding

the wire to less than 20% of the wire itself.
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Figure 5.12: SEM (a,c,e) and TEM (b,d,f) images of FIB milled nanowire and
surround platinum deposition steps along with normalised intensity profiles from
the areas displayed on the TEM images. Succesive images show (a+b) original

milled nanowire, (c+d) initial platinum deposition and (e+f) wider deposition to
cover whole streak.
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5.3.2 Exposure Synchronisation

Synchronisation of the image acquisition and the magnetic field pulse was achieved

through voltage pulses supplied by a series of current pulse boxes (figure 5.13). The

Hewlett Packard 150MHz 8110A pulse generator is the master timing box, this

starts the imaging process by producing two 0.5µs, 4V pulses. The first of these

pulses, channel 1, triggers a single square pulse from the Agilent 15MHz 33120A

waveform generator. The rising and falling edges of this pulse triggers the injection

and reversal pulses respectively from the 100A pulser supply (figure 5.14). The

injection and reversal pulses cannot be directly triggered by the HP 150MHz pulse

generator because the rising and falling edges are not large enough to trigger the 100A

pulser supply directly; the trigger pulse is also too short to separate the injection and

reversal pulses sufficiently to image the injection. The delay between the edges of

the trigger and the injection pulses, shown in blue and red in figure 5.14 respectively,

are an effect of the capacitors used and are experimentally consistent. The frequency

of the square pulse from the Agilent 15MHz waveform generator is set at 27MHz as

this is well beyond the expected exposure times but fast enough to reverse the wire

back to its original state before the next pulse.

Figure 5.13: Schematic diagram of experimental setup during pulse acquisition.
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Figure 5.14: Voltage profile of square trigger pulse from the Agilent 15MHz
33120A waveform generator(blue) and injection and reversal pulses from the 100A

pulser supply (red).

The second pulse from the HP 150MHz pulse generator, channel 2, is connected to

the Medipix detector. The rising edge of this pulse triggers the start of the detector

exposure. Figure 5.15 shows how this is timed respective to the other trigger pulses.

The important factor here is that the delay between the major start pulse and the

injection pulse in the bifilar rod (shown in blue and black respectively in fig 5.15)

is fixed by the hardware. However the delay between the first and second pulses

from the HP 150MHz pulse generator can be altered on the nanosecond scale to

control the detector exposure start point. This way, the camera exposure can be

synchronised to the injection.

The injection pulse applied through the bifilar rod, shown in black in figure 5.15,

comes from the 100A pulser supply. This box has a maximum pulse length of 5µs

and figure 5.16 shows a series of these pulses of varying maximum voltage. This rod

has been previously calibrated and is known to produce a field of 10Oe at the sample

per 100mV . Therefore the voltage ramps shown in figure 5.16 produce fields at the
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Figure 5.15: Full pulse profile showing initial pulse HP 150MHz pulse generator
(blue), square trigger pulse from the Agilent 15MHz 33120A waveform generator

(red), Medipix trigger pulse (blue) and injection pulse in bifilar rod (black).

rod with maximum values of 20, 40, 60 and 80Oe.

The position of the detector acquisition time with respect to the injection pulse

also plays a major part in this synchronisation. We know that the minimum practical

exposure time for the Medipix detector is approximately 0.5µs. Exposure times of

this order of magnitude, along with careful control of the exposure start time allows

us to separate specific sections of the image streak. The second 4V pulse from the

150MHz pulse generator, shown as the second blue peak in 5.15, externally triggers

the Medipix detector. Timing the Medipix exposure to highlight the start and end

stages of the streak allows us calibrate the total streak width, while removing both

ends of the streak and concentrating on the linear section reduces the maximum

intensity of the image, increasing the magnetic contrast in the image.

Experimental optimisation of the pulse frequency found that the detector can only

be triggered up to a maximum of 42 frames per second. Above this, the acquisition
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5.3. MAGNETIC STREAK IMAGING

Figure 5.16: Pulse profile of injection voltage in bifilar rod from the 100A pulser
supply. Showing four different field pulses at differing voltage heights.

frame rate didn’t match the input pulse frequency indicating that the maximum rate

had been reached. Although the Fitpix chip is capable of bursts of 80fps [25], it

cannot sustain this synchronously. The limit of 42fps is due to the speed of the

processor in the PC used.

The electron gun used in the Philips CM20 microscope has an electron current

between 0.1 and 1nA, which corresponds to between 6.241 × 108 and 6.242 × 109

electrons per second or a maximum of 6242 electrons per microsecond. In a 254×254

pixel image this relates to 0.1 electrons per pixel per microsecond. This very low value

means that thousands of integrated 1µs exposures will be required to gain sufficient

counts to form an image. However with a frame rate of only 42fps, gaining thousands

of images takes minutes and therefore may be vulnerable to drift or instability within

the microscope. This is very important as it limits the practical overall exposure time

of the detector.
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5.3. MAGNETIC STREAK IMAGING

5.3.3 Fresnel streaks

The simplest magnetic imaging method to implement is Fresnel image streaking,

therefore this was done first. It has already been established from figure 5.7 that a

60Oe field pulse is sufficient to inject a DW to the notch. This is was repeated and

verified with the Medipix images shown in figure 5.17. The region of illumination

used in this figure was defined by parallel illumination and a 200µm C2 aperture;

this illumination gives the added effect of maximising the beam area to within the

deposited platinum, eliminating the possibility of streaking beyond the blocked area.

Figure 5.17 shows the static states that are expected within the streak, from posi-

tively saturated to wall injection and subsequent ejection; these images were taken

in a series of 4000 integrated exposures of 1µs each. The most observable change in

magnetic structure is the dark edge contrast switching from the upper to the lower

edge. This change when imaged as a streak in the direction shown will appear con-

tinuous. The added contrast created by the presence of the DW needs to be visible

within the streak for this technique to be viable.

Figure 5.18 shows that the contrast, defined in equation 5.1, for the DW within

the static image is 0.89 for 4000 exposures of 1µs duration; this is above the required

level of 0.02 however we also know from figures 5.9 to 5.11 that the streak process

significantly reduces the magnetic contrast.

Control of the delay time and exposure times allow us to visualise specific parts of

the streak and neglect others, this is demonstrated in figure 5.19. Figure 5.19b and

c show 1µs exposures at the start and end of the steak respectively, associated with

the pulse shape and exposure limits shown in figure 5.19a. Given that we know the

time and field strength at each of these images, they are used to calibrate the total

streak width with respect to time and field.

Once the streaks have been calibrated and the expected magnetic structural changes

seen, the linear section of the streak can be examined. The area of the streak la-

belled as linear in figure 5.19a was examined using 1µs exposures. Figure 5.20 shows
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Figure 5.17: Fresnel images showing initial, injected and ejected states in 300nm
wide permalloy nanowire; the arrow shows the direction the image will be streaked

during the magnetic pulse.

Figure 5.18: Fresnel image and intensity profile across the centre of a vortex DW in
notched 300nm wide nanowire.
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5.3. MAGNETIC STREAK IMAGING

Figure 5.19: (a) Graph of 60Oe current pulse, and two integrated Fresnel streak
images of 4000, 1µs exposures, taken at (b) the start and (c) end of the streak.
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a Fresnel streak composed from 4000, 1µs exposures at 40fps, (identical to the static

images shown in 5.17) taken from the linear region of the pulse. It is worth noting

that these images take 1.5 minutes to gain just 4ms of total exposure, compared to

the 1s single exposure images shown in 5.17. From figure 5.20, the edge contrast at

the extremes of the streak is visible, labelled A, however no magnetic changes are

immediately observed within the streak itself, nor is the domain wall immediately

apparent at any point.

Figure 5.20: Streaked Fresnel image, integrated over 4000 1µs exposures centred
around the area marked ”linear” in figure 5.19.

The Medipix images shown in figure 5.20 are formed of 256×256 pixels, the streak

shown has a magnitude of 184 pixels. This was generated by the 600mV (60Oe)

pulse shown in figure 5.16. This pulse ramps from 0 to 60Oe in 2µs, the resultant

streak can therefore be interpreted to a have a temporal resolution of 350ns. This

initial experiment did not produce visible magnetic contrast within the streak, as the

simulations predicted; however the high calculated temporal resolution of the streak

is encouraging and the simulations suggest that Foucault imaging will have a higher

magnetic contrast in the streak.
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5.3.4 Foucault streaks

The final part of the experimental setup is aligning the microscope correctly to

maximise the magnetic contrast. Foucault alignment requires exact positioning of

the objective aperture, explained in chapter 3. Image 5.6 shows how the diffraction

pattern shifts with the magnetic pulse with respect to the curvature of the objective

aperture. This shift means that to maintain the Foucault condition throughout

the streak, the aperture must be positioned as shown in figure 5.6b. Due to the

direction of the streak compared to the magnetisation of the wire, this required

position determines that the magnetic contrast will be sensitive to the magnetic

induction perpendicular to the wire.

As in the Fresnel case, the static domain wall contrast must first be studied.

Figure 5.21 shows Foucault images of the injection pad and DW with sensitivity

perpendicular to the wire both before and after injection along with the intensity

line profile across the wall. Using equation 5.1, where Imax = 250, Imin = 115 and

Imean = 175, produces a C = 0.77.

This contrast is highly dependent on the exact position of the objective aperture.

Consequently the aperture drift within the microscope can cause loss of the Foucault

condition. Figure 5.22 shows how the Foucault image contrast changes over a 6

minute period due to the objective aperture drift. This illustrates that the mean

intensity of the wire changes with time along with the visibility of the DW, beyond

the displayed limits the magnetic contrast isn’t apparent. This drift means that the

total time of acquisition is limited to :6 minutes. The timing limit of 42fps on the

Medipix detector combined with this 6 minute time frame results in a practical limit

of the maximum total number of exposures of :16000.

We know that the magnetic contrast from the DW is expected to be reduced

significantly within the streak. The level of this reduction in contrast was experi-

mentally investigated by deflecting the image of the wire, with a static DW present,

with varying maximum pulse amplitudes. The DW remains present throughout the
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5.3. MAGNETIC STREAK IMAGING

Figure 5.21: Foucault images of injection pad and 300nm wide permalloy wire (a)
before and (b) after DW injection with (c) an intensity line profile of the DW.

Figure 5.22: Foucault images taken over 6 minute period showing development of
Foucault condition due to objective aperture drift.
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5.3. MAGNETIC STREAK IMAGING

streak, allowing us to observe quantitatively how the contrast of the domain wall

varies with the amplitude of the streak. This was done with pulse amplitudes of

0, 20, 40 and 50Oe, shown in figure 5.23a, b, c and d respectively. These images

were taken using 2000, 1µs exposures; this low number of exposures was used to

be certain that the Foucault condition was maintained throughout. These results

show that the contrast decreases from 0.38 in the static image to within the image

noise in the 50Oe deflection. These deflections are on the same order of magnitude

as the expected deflections during a 60Oe injection pulse, therefore this limit will

likely be important with gaining observable magnetic changes in injection streaks.

Not only must the condition be maintained throughout the time frame, it must also

be maintained throughout the streak. We know from figure 5.6b that the shift in

the diffraction pattern is of the same order of magnitude as the curvature of the

objective aperture, therefore holding the Foucault condition for the full streak will

be difficult.

The reduction in contrast within the streak and maintaining the Foucault condition

are both going to be significant issues with this technique. Therefore we need to

understand and minimise any other sources of contrast that may arise and find a

way to increase the relative magnetic contrast within the streak.

The area of illumination of the sample was defined by the C2 aperture. Figure 5.24

shows static and streaked images of just the 200µm C2 aperture. The static image

illustrates that the aperture is not circular but has imperfections. The streaked

image shows that these imperfections produce streaked intensity changes indicated

by b. This streaked contrast is of the same order of magnitude as any expected

magnetic contrast and therefore we must be aware of it when analysing images.

The relative contrast of the magnetic signal can be increased by removing the

background, non-magnetic, intensity from the streak. This is achieved by capturing

a normal Foucault streak then intentionally removing the Foucault condition and

running an identical bright field (BF) streak. The BF streak has the same width
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Figure 5.23: Static DW Foucault streaks of 300nm wide nanowire with varying
field amplitude, with accompanying intensity profiles of areas shown. Displaying

reduction in magnetic domain contrast as the streak amplitude is increased.
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Figure 5.24: Static and streaked images of C2 aperture with a 60Oe ramped pulse,
showing non-circular shape of the aperture and the resultant contrast within the
streak. (a) and (b) point to a notch on the C2 aperture and its resultant streak

intensity.

as its Foucault counterpart but will contain no magnetic information; it will also

contain any contrast variation from the imperfect C2 aperture. Digital Micrograph

is then used to calculate the intensity difference image between the BF and Foucault

streaks, removing the background intensity and increasing the relative contribution

of the magnetic signal. The magnitude of this background intensity will not match

perfectly with the magnetic image as the Foucault condition, by definition, reduces

the intensity, however it will still help significantly with increasing the magnetic

contrast.

Figure 5.25 shows how this BF removal works in practice. It displays an example

of a Foucault and the corresponding bright field streak, the third image then shows

the difference image. The streak contrast area marked a on 5.25 is the contrast

generated from the notch, this is identical in the bright field streak and therefore all

but disappears in the difference image. The contrast marked b is from the deflection

of the C2 aperture imperfection, this is known as it only appears after the streak

exceeds the original area of illumination. The contrast from the C2 aperture is

visible in the difference image because there is a slight difference in sample position

between the Foucault and bright field streaks. During the difference calculation, the
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Figure 5.25: Series of images showing the BF, and Foucault streaks and the
resultant difference image from a 300nm wide wire deflected with a 60Oe magnetic

pulse.

streak images are aligned with respect to the notch on the nanowire, not the C2

aperture; this means that the contrast from this feature does not cancel perfectly in

the difference image resulting in the contrast highlighted by c in the figure 5.25. The

problem of the contrast gained from the streak of the C2 aperture will be avoided by

positioning the C2 streak contrast on the far side of the notch to where we expect to

see the wall, where it can then be neglected. This image doesn’t show any specific

magnetic changes but it does demonstrate the technique that will be used.

We already know from figure 5.23 that for images of 2000 exposures, the reduction

of magnetic contrast observability due to the streaking will make the domain wall

unobservable. Therefore the number of exposures was extended to the the limit of

the aperture drift time, i.e. :16000. At 42fps acquisition rate this corresponds to

a total acquisition time of just over 6 minutes.

Figure 5.26 shows one streak over a 60Oe, 2µs pulse with its accompanying in-

tensity profile over the area shown in green. The red arrow in this figure displays

the position of the expected domain wall, recall the DW structure from figure 5.21.

The reduced intensity shown between 250 and 350nm on the line profile displays

this possible domain wall more visibly. However the intensity level indicates this

could just as easily be generated from either the C2 or the objective aperture or the
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in-focus edge of the wire itself. This streak reaches over 145 pixels, meaning that

each pixel represents 14ns, with a wire width of 35 pixels, this creates a temporal

resolution of :0.5µs. This is slightly lower than the Fresnel streaks as the deflection

is larger when the image is defocused.

Figure 5.26: Example of one of the best Foucault streak difference images and
accompanying intensity profile from the area marked.

The presence of a domain wall in this streak, and several others like it, is far from

conclusive. Unlike Fresnel image streaking where the problem was the magnetic

contrast levels, the main issue limiting Foucault streaking is the objective aperture

stability. If the aperture stability or Medipix frame rate were increased such that

the number of exposures could be increased by an order of magnitude or more, then

the magnetic contrast changes could become visible over the noise.

5.3.5 Low angle diffraction streaks

Low angle diffraction imaging exploits the distortion of the central diffraction spot

in reciprocal space due to the Lorentz interaction of the beam with the magnetic sam-

ple. It quantitatively images this deflection directly and allows magnetic information

about the sample to be interpreted. In LAD mode the C2 aperture defines the co-

herence of the beam and the area of parallel illumination, the aperture imperfections

will not be discernible. When imaging crystal structure, the electrons are scattered
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through angles of β = 10−3−10−4rad; this is typically imaged with camera lengths of

several tens of centimetres [26]. However we know that the Lorentz deflection angle

from magnetic samples is only in the order of :10µrad, therefore camera lengths

between 50 and 1000m are typically required to visualise the magnetic separation

[26, 27]. The intensity in this mode is also predicted to be deflected over a much

larger area than its in-focus counterpart, this leads to higher potential resolution

within the streak with respect to both field and time.

Figure 5.27 shows a set of initial images taken at the three important magnetic

states, namely positive saturation, negative saturation and with a DW at the notch.

The corresponding LAD patterns are also shown, these patterns were taken with a

1s exposure at a camera length of 100m. The periodic fringes indicated by A on

figure 5.27 are the 3.35µm−1 fringes related to the multiple edges of the nanowire,

platinum deposition and surrounding Permalloy film. On the central and right hand

LAD images, referring to the wire section of the sample, the bright spot indicates

the magnetic structure. This is clear due to its shift of position as the DW passes

through the wire between 5.27b and d. The right hand LAD pattern of the notched

wire with the DW present in 5.27c shows two bright spots clearly separated, this

separation, due to the two magnetic domains now in the wire confirms this detail as

purely dependent on the magnetic behaviour. The LAD patterns of the injection pad

include what appears as a ring surrounding the central magnetic spot (still formed

from the wire), this ring is a consequence of the vortex present in the pad.

The applied field, parallel to the wire produces a Lorentz deflection in the direction

shown in figure 5.27. When streaked this deflection axis will essentially become a

continuous bright line, therefore to observe any magnetic contrast changes, these

changes will need to be off axis. The intensity changes described in the previous

paragraph are on this deflection axis and therefore will be within the main streak; this

will make them unobservable. Figure 5.28a and c show LAD images at the negative

and positive single domain states, respectively, and injected domain wall state in

Figure 5.28b taken at a camera length of 39m, with their intensity profiles. The
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Figure 5.27: LAD images of pad, wire and notch in 300nm wide permalloy
nanowire in three magnetic states with their accompanying Fresnel images; showing

clear differences in the LAD pattern in both the pad and notched regions as the
DW is pinned at and passes the notch.
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contrast limits have been set to highlight the difference in the intensity surrounding

the LAD spots. This shows that when the wall is present, there is a small increase in

intensity in the area either side of the main spots. This increase in intensity is due

to the presence of the wall; the magnetisation within the wall is perpendicular to the

wire and the intensity is therefore off the deflection axis, meaning that it could be

visible within the streak. The increase is however small so will require a very high

number of exposures to become observable.

Figure 5.28: Surrounding intensity changes in LAD images in (a) negatively single
domain, (b) pinned domain wall and (c) positive single domain states along with
accompanying intensity profiles. Displaying change in off-axis intensity due to the

presence of the DW.
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With the desired intensity changes now understood, the LAD streaks must be

calibrated. Figure 5.29a shows a static LAD image of the nanowire at a camera

length of 39m, figure 5.29b then shows a streaked image with a 50mV (5Oe) pulse at

the same camera length. We know that the deflection is directly proportional to the

field. Therefore we can calibrate the deflection as 9µm−1Oe−1. Extrapolating this

to the 60Oe needed to inject a domain wall indicates that the streak will extend well

beyond the view of the camera. This could be fixed by running at a higher camera

length but this would mean that the streak covers fewer total pixels, reducing the

potential temporal resolution. For this reason the streak was shifted to the point

where the end was on the camera. It is then possible, taking the maximum point of

the streak as 60Oe and knowing the pulse shape, to measure the point of injection

in both field and time.

Figure 5.29: LAD images taken at 39m camera length showing static pattern (a)
and a 50mV streak (b), these were used to calibrate the streak magnitude in

reciprocal space.

The main advantage of using LAD mode is independence of both aperture and ob-

ject drift, this stability was capitalised upon by running the LAD streaks for 200, 000

to 300, 000 exposures. The images shown in figure 5.30 show a streak from a 60Oe
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Figure 5.30: Final LAD streak at four different contrast limits, taken with 300, 000
exposures, and intensity profile of area marked in images.
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pulse, comprised of 300, 000, 1µs exposures seen with varying contrast limits. The

false colour used in these images in an attempt to highlight the intensity variations

more easily. Although this method did allow for these large numbers of exposures,

this work was performed at the end of the electron gun’s life with extremely low

beam current, hence the low number of counts shown in figure 5.30e. These images

display the gradual brightening of the beam at the end of the streak caused by the

non-linear section of the pulse, shown in figure 5.16. The intensity profile of the area

marked, shown in figure 5.30e, displays a slight increase in the intensity between the

areas marked A and B; this increase in intensity is only slightly above the noise level

of the image and could be due to the domain wall, or what appears to be columns

of increased signal marked as C and D in 5.30d. We know that the deflection of

the LAD is 9µm−1Oe−1 and we know the scale of the image, using this combined

with taking the point of maximum intensity as at 60Oe allows us to calibrate the

deflection with respect to field and time, as shown on the second x-axis of figure

5.30e.

5.4 Summary and Conclusion

This imaging process has potential, however all three methods used in this study

had limitations that lead to unconfirmed results. The Fresnel imaging mode pro-

duced no visible magnetic changes within the experimental streak. The edge con-

trast in the initial and final states is observable but the DW is not. We know from

the Fresnel simulations that the expected magnetic contrast within the streak is

extremely low and it is unlikely, even with an increase in exposures, that the DW

would become visible.

The initial Foucault results confirmed the higher contrast to the Fresnel mode

predicted by simulations. Figure 5.23 showed that the expected decrease in the

magnetic simulation due to the streak is significant. Contrast calculations from this

figure showed that at the required field magnitude the DW will be unobservable

within the streak, leading to an increase in the number of exposures taken to 16000.
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The removal of the bright field streak lead to streak images with potential DWs

visible within the streak, however these DWs could not be verified. These images

will need substantially higher contrast before these walls can be verified as injection

rather than streaked intensity from other sources.

Using LAD mode in the microscope should have generated higher intensity counts

as the beam is condensed to a point. The problem arose from the low number of

intensity counts, seen in figure 5.30, due to the low beam current produced at the

end of the electron gun’s lifetime; increasing this current may allow the counts in the

streak to be increased above the noise level and therefore clarify the signal. Another

option of improving this technique by transferring it into another microscope with

a brighter source and more stable objective aperture; however due to the specialist

equipment used, i.e. the Medipix detector and the bifilar rod, this could not be done

at the time of this experiment.
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Chapter 6

Domain Wall structure in

Synthetic Antiferromagnetic

Nanowires

6.1 Introduction

The nucleation and propagation of domain walls in magnetic nanowires has at-

tracted recent attention over the last decade in both academia and industry due

to its potential application in magnetic storage media [1, 2, 3, 4, 5]. These de-

vices, including race track memory, are envisaged to utilise spin polarised currents

to move domains in a nanowires in an attempt to produce non-volatile memory de-

vices with high performance and reliability [6, 7, 8]. Much of the work in this field

has concentrated on single layer Permalloy nanowires due to their simple, soft mag-

netic properties with minimal magnetostriction and anisotropy effects [9, 10, 11, 12].

However domain walls in these wires have widths comparable to the wire width. This

limits the potential bit-density of the storage media as these relatively wide walls

contain no stored information. These devices are also limited by the Joule heating

associated with current induced domain wall movement; this has the potential to

damage and degrade the devices by heating the wire beyond its Curie point, limiting

their application.
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The aim of this study is to use antiferromagnetically coupled multilayer nanowires

to generate domain walls with simpler structure and narrower width to both trans-

verse and vortex domain walls. These structures will solve both of the above lim-

itations by reducing the distance between domains in bit media, increasing their

potential aerial density and having the ability to be moved with current densities of

up to order of magnitude lower than traditional walls.

6.2 Synthetic Antiferromagnets

Synthetic antiferromagnets (SAFs) are multilayer structures formed of two ferro-

magnetic layers separated by a nonmagnetic metallic layer. This spacer layer is the

electrical conductor through which the Ruderman-Kittel-Kasuya-Yosida (RKKY) in-

teraction occurs. This interaction, also known as indirect exchange, is a coupling

between two magnetic materials through a nonmagnetic metallic spacer layer. The

conduction electrons in this spacer act as a mediary between the two magnetic layers

with the electrons getting spin polarised by one of the magnetic layers and coupling

it to the other. The spin polarisation of the conduction electrons, and therefore

the interlayer coupling, oscillates between ferromagnetic and antiferromagnetic with

increasing distance from the initial polarisation point. The period of oscillation for

this interaction, i.e. the distance by which the coupling decays from ferromagnetic

to antiferromagnetic and back to ferromagnetic again, is material dependent and

has been proven to range between 10 and 20Å for transition metals such as cop-

per [13, 14], chromium [15, 16] and ruthenium [17, 18]. An example of this for a

chromium spacer of varying thickness between two layers of iron is shown in figure

6.1 [17]. This graph shows that the coupling oscillation changes on the angstrom

scale and fluctuates sharply with the peaks at 7 and 25Å denoting antiferromagnetic

alignment. The sensitivity of the period of oscillation means that to ensure the cou-

pling is both continuous and maximised the mean thickness of this spacer layer and

any variation in that thickness needs to be accurate to within an Angstrom.
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Figure 6.1: RKKY oscillation for a chromium spacer of varying thickness between
two layers of iron [17].

In this study the structures were be formed of Co80Fe20 ferromagnetic layers sep-

arated by a Ruthenium spacer layer. Co80Fe20 was chosen because cobalt iron alloys

they are soft, isotropic magnetic materials with high magnetic moments and the

magnetocrystalline anisotropy is minimised at this specific composition. It also has

a high Curie temperature making it ideal for this type of magnetic study [19, 20]. In

addition to this, Co, Fe and Ru are all suitable for plasma deposition at the Univer-

sity of Leeds in which films can be deposited with thickness accuracy of :1Å[21].

When the two magnetic layers are antiferromagnetically coupled, the net structure

is known as a synthetic antiferromagnet (SAF). When a domain wall forms in a SAF,

the two antiparallel magnetic layers mean that two coupled wall structures form, one

in each layer. Figure 6.2 illustrates a schematic of such a wall; this figure shows how

the coupling between the layers forms a flux closure path (shown by red arrows). This

flux closure means that the stray fields are dramatically reduced when compared to

a domain wall in a single layer wire, decreasing the magnetostatic energy even when

the individual layers are single domain.
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Figure 6.2: Schematic diagram of a domain wall in a SAF structure, red arrows
illustrate the path of the magnetic flux within the material.

These changes in the magnetostatic energy and ground state magnetic structure

led to a change in the predicted domain wall structure compared to their single layer

equivalents. Figure 6.3 shows a micro-magnetic simulation of a domain wall in a SAF

nanowire, with the magnetic orientation of the upper layer shown in a, compared to

a transverse wall in a single layer wire of equivalent total thickness; the lower layer

of the SAF structure in 6.3a has equal and opposite magnetisation to the upper

layer. This simulation was done on a SAF with two 5nm magnetic layers separated

by 1.5nm ruthenium layer and a single 10nm thick single layer wire in a and b

respectively. The SAF structure had an assumed interlayer coupling of −0.5mJm−2

[22]. It can be seen from figure 6.3 that the DW in the SAF is considerably narrower

than in the single layer case, this is due to the reduction in the magnetostatic energy

between the two systems. These narrow walls have the potential of increasing the

areal density of magnetic storage devices by reducing the required distance between

bits. These walls would also be expected to have a high magnetisation gradient,

increasing the spin torque induced by an applied current; this increase in torque

means that the walls will be capable of moving under significantly lower current

densities, again potentially improving spintronic technologies.

So far the SAF structures discussed have had two magnetic layers of equal thick-

ness; however these samples have several issues associated with them. The equal

magnetic layers mean that when viewed in transmission balanced SAF structures

have zero net magnetic moment as all moments are cancelled by the opposing layer.

For the purposes of transmission electron microscopy, this means that the Lorentz

deflection of the electron beam is equal and opposite as the electrons pass through
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Figure 6.3: OOMMF simulations of DWs in (a) the upper layer of a 100nm wide
Co(5nm)/Ru(1.5nm)/Co(5nm) SAF nanowire and (b) a single 10nm thick Co

nanowire [22].

each of the layers; this means that any domain walls within these structures will be

invisible to Lorentz microscopy. The second problem with these so called balanced

SAFs is that there is no dominant magnetic layer. The equal layer thickness means

that any behaviour induced by the application of magnetic fields or currents will

apply to both layers simultaneously and allowing neither layer to dictate the total

magnetic structure.

Both of these problems can be solved by introducing an imbalance to the rela-

tive magnetic layer thicknesses. This entails depositing one of the ferromagnetic

layers thicker than the other, generating a net magnetic moment proportional to

the imbalanced between the layers. This structure could be considered to be a syn-

thetic ferrimagnet, however for the purposes of this study it will be referred to as an

unbalanced SAF.

The presence of net moment and stray fields in unbalanced samples has several

advantages; firstly the thicker layer will control the net magnetic behaviour. For

example under the influence of an external magnetic field the thicker layer will be

most strongly influenced by the field while the behaviour of the thinner layer will be

dictated by the RKKY coupling to the thicker layer. This is only possible in unbal-

anced samples because the Zeeman energy is proportional to the net magnetisation.

This dominance of the thicker layer will allow us to control the magnetic behaviour

with an external field in the same way as in a single layer film and will be used in
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this study to inject and manipulate DWs to investigate magnetic behaviour in SAF

nanowires. The second main advantage of this imbalance is that these walls should

be more easily visible in Fresnel imaging mode. The net moment means that when

viewed in transmission, the Lorentz deflection of the electrons from the thicker layer

is greater that from the thinner, generating a net deflection and resulting in a visible

domain wall.

The issue with unbalanced SAFs is that the flux closure and the reduction in the

magnetostatic field within these samples are compromised when compared to their

balanced equivalent. This difference in magnetostatic fields between the balanced

and unbalanced samples may alter the narrow domain wall structure seen in the

balanced sample in 6.3. In this study both balanced and unbalanced samples were

investigated and their domain wall structures compared with respect to the ratio of

their layer thicknesses.

6.2.1 SAF Hysteresis

Hysteresis loops, explained in chapter 1, are typically used to gain an overall picture

of the magnetic behaviour as the applied field is varied. In the case of SAF mate-

rials, these loops illustrate how the two magnetic layers interact. Figure 6.4 shows

schematics of the expected hysteresis loops from balanced and unbalanced SAFs.

Both loops reach saturation at high applied fields with both magnetic layers aligned

parallel with the field. As the field is reduced, the Zeeman energy associated with

the field reduces and the interlayer coupling becomes more prevalent. To minimise

the coupling energy the parallel magnetic layers begin to diverge and move towards

antiparallel alignment whist still being held by the eternal field, this is displayed by

the black arrows in figure 6.4b. As the field is reduced below the coupling strength

the thicker layer moves back to parallel with the applied field and the RKKY interac-

tion forces the thinner layer into an AFM state. One of the most important impacts

of this reversal process is that, when viewed in the TEM there is a large amount of

magnetic ripple produced by the relative magnetic layers. The stable states both be-
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fore and after the reversal produce very little ripple, allowing the operator to clearly

see this reversal occurring. The antiferromagnetic alignment between the layers is

reached as the coupling field overcomes the applied field. Reducing the field further

to remanence results is a remnant magnetisation Mr equal to the difference between

the upper and lower layer magnetisations. In the balanced SAF this is zero, hence

the loop shape of 6.4a.

Figure 6.4: Diagrams of typical hysteresis loops in both (a) balanced and (b) 2:1
unbalanced SAF films.

As the field is increased in the opposite direction, but kept below the coupling field,

the thicker layer determines the total magnetic structure. As the field is increased

the field causes the thicker layer to reverse in the same way it would a single layer

film, with the RKKY interaction holding the thinner layer antiparallel to it. The

result of this reversal is the thicker layer ending parallel to the new field direction

and the thinner layer antiparallel to it. In this study this reversal between the two

different AFM states is the most important as it was during this reversal that the

desired domain walls formed.

The applied field is then increased beyond the exchange field producing the oppo-

site effect as the first reversal. Both layers move as the Zeeman energy, forcing both

layers parallel, is balanced with the interlayer coupling, forcing both layers antiparal-

lel. Until the field is sufficiently high to force the structure into a ferromagnetic state

with both layers parallel to the field. All three of the these reversals will produce
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significant ripple within an TEM image and will therefore be readily identifiable by

a user [23, 24, 25, 26].

The first experimental step of this study was to find how the RKKY coupling

varied with our specific choice of ferromagnetic and spacer materials. As explained

previously, we would expect the coupling to oscillate between ferromagnetic and an-

tiferromagnetic with changing spacer thickness [17]. The positions of these coupling

peaks for our materials was found by taking hysteresis loops of a set of balanced SAF

samples with varying Ruthenium thickness. Figures 6.5a and b shows two sets of

loops surrounding the first and second antiferromagnetic coupling peaks respectively.

The AFM peak is defined as the point where both the coercivity and the remnant

magnetisation are minimised. These peaks are also characterised by a flattening of

the magnetisation around remanence as the two layers reverse into an AFM state

from an initial saturated position. From figure 6.5 it can be seen that the first and

second peaks occur at 7Å and 20Å respectively.

Figure 6.5: Hysteresis loops of balanced SAF structures with varying ruthenium
thickness, these loops surrounds (a) the first AFM peak at 7Å and (b) the second

AFM peak at 20Å.
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6.3 Mathematical Simulations

In this study, the structure of the domain wall will be investigated with respect to

the thickness ratio between the two magnetic layers. Figure 6.6 shows OOMMF

simulations and the respective x-axis magnetic induction of the top (thicker) layer of

a series of 100nm wide SAF nanowires with thickness ratios varying from a balanced

sample in 6.6a to a 2:1 ratio in 6.6f . The thinner layer in each case is controlled by

the interlayer coupling and forms the exact opposite of that shown in this figure.

Figure 6.6: OOMMF simulations of DW structures in 100nm wide SAF multilayer
nanowires magnetic layer thickness ratios varying between 1:1 to 2:1. Displaying

change in DW structure with thickness ratio.

Figure 6.6 demonstrates how the structure varies with thickness. The balanced

sample wall shown in figure 6.6a is symmetrical across the wire with equal wall width

at both the upper and lower edges. This series of images shows that as the upper layer

increases in thickness the wall structure changes. This is most clearly demonstrated
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by comparing the two extremes shown in 6.6a and f . The 2:1 sample wall shown in

6.6f is wider on the lower edge than on the upper, similar to that of a transverse

wall in a single layer nanowire. Domain walls in single layer nanowires of comparable

widths and thicknesses would be expected to be transverse. The narrow walls are a

result of the minimisation of magnetostatic fields in these multilayer samples and the

residual fields generated by the unbalance in thickness is the source of the change of

wall structure. This variation in structure will be investigated experimentally in this

study with the expectation that as the thickness ratio increases the wall will change

from a narrow to a transverse type structure.

6.4 Sample Fabrication

The first set of SAF samples were plasma sputtered at the University of Leeds,

these utilised the second AFM peak with a Ruthenium spacer thickness of 20Å. The

thickness of the upper Co80Fe20 layer was varied to produce both balanced and un-

balanced samples with layer structures of Co80Fe20(100)/Ru(20)/Co80Fe20(100) and

Co80Fe20(100)/Ru(20)/Co80Fe20(50) respectively, with the thickness measurements

in angstroms. This was accompanied by one sample of equal 100Å Co80Fe20 layers

and 12Å ruthenium, to produce ferromagnetic interlayer coupling and was used as a

control sample. Each of these samples was deposited on both solid and membrane

substrates so all relevant measurements could be taken.

Focussed ion beam milling was then used to fabricate nanowire structures with

widths of 800nm and elliptical injection pads. Investigation of the magnetic be-

haviour in these wires found that the domain wall injection into the wire occurred

above the interlayer coupling field. This meant that the type of domain wall that

was injected at this point could not be predictably identified.

The desired domain walls between the two opposing AFM states need to be able

to be injected repeatedly and predictably. For this reason a new set of samples

were deposited with the 20Å spacer layer being replaced by a 7Å layer utilising
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the first AFM coupling peak. The thicknesses of the magnetic layers were altered

compared to the first set so that while the unbalance ratio varied, the total thickness

of the magnetic material was kept constant at 200nm. 20Å of Ruthenium was also

deposited below and on top of the SAF to minimise contamination and damage

during fabrication and imaging. Figure 6.7a and b show cross section images of the

1:1 balanced sample and the 2:1 unbalanced sample respectively. These images show

the Co90Fe10 and the spacer layers clearly, the EBD platinum layer is deposited to

protect the sample when cutting the cross section.

Figure 6.7: Cross sectional images and associated schematics of (a) 1:1 balanced
and (b) 2:1 unbalanced SAFs.

Figure 6.8 then shows a minor hysteresis loop of the 2:1 unbalanced continuous

film. This loop shows that a magnetic reversal occurs between :40 and 60Oe. This

is a reversal between the two opposing AFM states and the domain walls generated

during the reversal will be of the desired type. The limits of the loop at ±100Oe are

the limits of the applied field in the B-H looper.
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Figure 6.8: Minor hysteresis loop, measured in the B-H looper, of 2:1 unbalanced
sample with 7Å ruthenium spacer layer.

6.4.1 Samples fabricated by focussed ion beam milling

The FEI Nova 200 dualbeam instrument was used to fabricate nanostructures in the

balanced and unbalanced films. Two types of nanostructure were used, a curved

nanowire with 90◦ corner and a straight, notched nanowire with a diamond shaped

injection pad. Both of these structures were deposited with widths of 200nm, 600nm

and 1µm, as shown in figure 6.9. These structures were chosen as they provide two

different methods of nucleating a DW. A domain wall is formed in the curved wire

with the application of a magnetic field perpendicular to the 90◦ corner. This creates

opposite domains in the two arms of the wire which form a stable domain wall when

the field is reduced to remanence. The straight wire forms a DW with the standard

technique of a DW being injected from the pad and pinning at the notch.

Figure 6.10a shows a Fresnel image of the 1µm wide wire with a −180Oe applied

hard axis nucleation field in the direction shown. Figure 6.10b to f then show the wall

behaviour as this field is reduced to remanence and increased in the opposite direction

until the wall is ejected from the wire. This series of images show that the multilayer

system is acting like a single layer FM wire. As well as this unanticipated behaviour,
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the nucleated DW shown most clearly in the remanent image, and marked in red, is

a transverse DW and not the narrow wall predicted previously. This led us to believe

that the milling technique altered the interlayer coupling in the SAF surrounding

the milled area. The domain walls marked by the in red in figure 6.10 show that the

magnetic behaviour directly surrounding the milled area acts identically to the wire

itself and seemingly independently from the rest of the continuous film. The size of

this magnetically independent area within the continuous film is in the same order

of magnitude as the width of the wire.

This change in magnetic behaviour is believed to be most likely caused by sample

damage from tail of the gallium beam or ion implantation and was unobserved in the

20Å sample [5]. It was therefore concluded that that this damage is only significant

enough to alter the coupling at the first AFM peak, as this peak is more highly

dependent on the spacer thickness. While this damage may be reduced by tuning

this technique with regards to ion current and the number of milling passes used, it is

unlikely to be removed entirely; therefore FIB milling was replaced as the fabrication

technique and EBL attempted.

Figure 6.9: SEM images of curved and straight wires at 200nm, 600nm and 1µm
widths milled in the 2:1 unbalanced, 7Å spacer sample.
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Figure 6.10: Fresnel series of the 1µm as a hard axis field is varied, showing
nucleation and remnant domain wall states as well as the ejection between 50 and

90Oe.
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6.4.2 Samples fabricated by electron beam lithography

Electron beam lithography, was used to fabricate wires of 600nm, 800nm, 1µm and

1.2µm in both balanced and 2:1 unbalanced SAFs. Figure 6.11 shows in TEM focus

images of these wires and intensity profiles across them. The lower edges of these

wires, indicated by A in figure 6.11, are darker than the rest of the wire. This

reduction in intensity, confirmed by the intensity profiles shown, indicates a sudden

increase in the sample thickness indicative of flagging. This flagging has been formed

from an imperfect lift-off during EBL, outlined in section 2.5, and results in both

magnetic and spacer layers being distorted. This means that the orientation of

the three layers in the SAF is unknown and may produce unpredictable magnetic

behaviour.

Figure 6.11: In focus TEM images of 2:1 thickness ratio SAF, EBL milled
nanowires with (a)1.2µm, (B) 1µm, (c) 800nm, (d) 600nm widths. Intensity

profiles across the wires clearly display a drop in intensity at the lower edge due to
the thickness increase of the flag.

Figure 6.12 shows Fresnel images of the 1µm wire in a 2:1 thickness ratio as the

applied field is varied. Figure 6.12a displays a structure under a positive 650Oe

applied field, this structure is uniformly magnetised in a ferromagnetic state as indi-

cated by the strong dark edge running the full length of the structure, highlighted by

the blue arrow. The large and small red arrows in this figure represent the direction

of magnetisation of the thicker and thinner magnetic layers respectively. In figure
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6.12b the field has been reduced to remanence and domain structures are observed

to have formed. There is a long domain wall across the width of the pad and another

at the junction between the pad and the wire. Both of these walls have dark and

bright fringes indicating that they are 360◦ walls formed as the narrow layer col-

lapses into an AFM state with respect to the thicker layer. The strength of the dark

edge along the bottom of the structure in figure 6.12b has reduced compared to a,

indicating that this structure is now in an AFM state and confirming that the DWs

seen in this figure are 360◦ walls. In figure 6.12c, an AFM domain wall has been

injected into the wire near to one of the notches. This occurs at −40Oe which is

approximately the same as the AFM reversal in the continuous film, shown in figure

6.8. By figure 6.12d, at -80Oe applied field, the domain wall has passed through the

wire and the dark contrast that was dominant in the lower edge of figure 6.12b has

now shifted leaving the wire in the opposite AFM state to that shown in 6.12b. The

apparent change in wire length between 6.12a and b is due to the tilt angle used

for the magnetic field application, imaging the wire in transmission whist at these

angles produces this seeming shortening of the wire.

This series of images shows that that the DW is injected at the same approximate

field as the AFM reversal in the continuous film. This is encouraging as it indicates

that the DW shown in figure 6.12c is most likely an AFM wall. However these

structures are not ideal as the flagged edge alters the edge contrast and makes the

magnetic states, and therefore the DW type, harder to identify conclusively. The

behaviour observed in the non-flagged region shows that the interlayer coupling is

stable and AFM walls are forming. However the contrast change induced by the flag

along with its tendency to form undesired pinning points makes these wires and this

fabrication technique unsuitable for further investigation. For this reason the argon

milling was used as a fabrication technique in an attempt to remove the possibility

of flagging.

160



6.4. SAMPLE FABRICATION

Figure 6.12: Fresnel series from 1µm EBL wire in 2:1 thickness ratio with varying
applied field, displaying (a) FM, (b) positive AFM, (c) DW and (d) negative AFM

states. Large and small red arrows indicate net direction of the thick and thin
magnetic layers respectively.

161



6.4. SAMPLE FABRICATION

6.4.3 Samples fabricated by argon ion milling

As discussed in chapter 2, this fabrication process uses EBL to generate a hard mask

negative of the desired pattern on top of the magnetic multilayer before irradiating

the whole sample with argon ions. The hard mask protects the desired nanostructure

allowing the surrounding area to be milled. This method of fabrication avoids the

possible flagging complications of EBL while maintaining milling spatial resolution.

Figure 6.13 shows in focus images of argon milled wires in a 2:1 thickness sample

of 1µm, 800nm and 600nm widths. These images show that these wires have no

flagging as well as well-defined edges and notches.

Figure 6.13: In focus TEM images of (a)1µm, (B) 800nm and (c) 600nm argon
milled nanowires in a 2:1 thickness ratio SAF.

We know from previous experiments that a ferromagnetic state is only reached with

applied fields between 400 and 700Oe. Figure 6.14 shows a series of Fresnel images

with an applied field varying over a minor loop well below these known values. This

loop shows how the magnetic structure changes from a positive AFM state, shown

in figure 6.14a, to a negative AFM state. Between 140Oe in figure 6.14a and 0Oe in

b we see an increase in the magnetic dispersion characterised by an increase in the

ripple contrast. Figure 6.14c then shows that a field of −80Oe is sufficient to reverse
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the AFM structure in the pad causing a DW to be injected into the wire. This

wall in characterised by both the bright fringe of the wall itself and the change in

edge contrast either side of the wall. In figure 6.14d, the DW from 6.14c has moved

through the whole wire and a 360◦ wall has formed, characterised by the bright and

dark fringes of the visible wall. This wall then annihilates at −240Oe in figure 6.14e,

the edge contrast in this image in unchanged from d and the area left of the wall in

c (marked with the red arrow), indicating that the wire is still in an AFM state.

This behaviour demonstrates that the magnetic coupling is sufficient to hold the

SAFs in an AFM state throughout the injection and that this injection occurs well

below the interlayer coupling fields. Having established that argon milling produces

clean edge wires with the desired interlayer coupling. This method was used to

fabricate nanowires to investigate the structure of AFM DWs in wires of varying

widths and layer thicknesses.

6.5 Domain Wall structures

Five different SAF samples were deposited, characterised by the ratio of their ferro-

magnetic layer thicknesses, the table below shows the structures of these five samples.

It can be seen from this table that while the thickness ratio was varied, the total

thickness of magnetic material was maintained at 200Å. This was done to ensure

that any magnetic contrast seen when viewed in transmission (as in a TEM) was as

comparable as possible between samples. Both the ruthenium capping layers and

the 7Å spacer layer were consistent between samples.
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Figure 6.14: Fresnel series from 800nm in 2:1 unbalanced sample, argon milled wire
with varying applied field around a minor injection loop, showing AFM wall

injection at : − 80Oe. All images shown are in AFM states.
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SAF samples

Thickness Ratio Lower layer (Å) Upper layer (Å)

1 : 1 100 100

1 : 1.25 111 89

1 : 1.5 120 80

1 : 1.75 127 73

1 : 2 133 67

The continuous films were argon milled into nanowires of 700nm, 800nm and

900nm widths. Figure 6.15 shows a TEM image and line profile of the 900nm wide

wire in the 1.25:1 sample. This figure shows that the edges of the wires are not

perfect; the upper edge (right hand side of profiles) is more gradual than the lower.

The range of this gradual edge is shown by the red markers on the line profile

in 6.15 and is measured to be :250nm. This is an effect of the argon beam not

being perfectly optimised. The variation of the edge should have no effect on the

interlayer coupling and therefore the behaviour of the nanowire, however it will affect

the Fresnel contrast observed during Lorentz microscopy; the edge contrast in this

technique is dependent on the gradient of magnetisation at the edge of the wire,

therefore this gradual edge will produce less contrast than its steeper counterpart.

Figure 6.15: In focus and intensity line profiles of SAF nanowires of width (a)
700nm, (b) 800nm and (c) 900nm.

Figure 6.16 shows a series of Fresnel images throughout a full sweep from negative

to positive saturation of the 800nm wire on the 1.25:1 sample. 6.16a is a negatively

saturated state taken at −900Oe displaying a clear dark fringe on the upper edge of
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Figure 6.16: Fresnel images of a full sweep from positive to negative saturation of
the 800nm wire on the 1.25:1 sample. Showing (a) positive FM, (b) positive AFM,

(c) AFM DW, (d) negative AFM and (e) negative FM states.
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the wire, 6.16b then shows the remanence state at 0Oe, as expected as the field is

reduced the interlayer coupling overcomes the Zeeman energy and the thinner layer

reverses creating a net AFM structure. This reversal of the thinner layer generates a

single layer 360◦ wall shown in figure 6.16b, characterised by the neighbouring bright

and dark fringes. As the field is increased in the opposite direction, with the thicker

layer controlling the net state, an AFM wall is injected. Figure 6.16c shows this wall

pinned at an edge defect. Again the new magnetic state can be identified by the

change in the edge contrast, this is most clearly seen either side of the wall on the

upper edge of 6.16c. Figures 6.16d and 6.16e then show the positive AFM and FM

states respectively as the field is increased further.

This series of images, and similar versions for each unbalance ratio, allowed us to

identify the magnetic state of any part of the wire using the edge contrast. They

also show us the fields required to saturate the coupled layers into a ferromagnetic

state, this occurred between :400 and 700Oe and appears to be independent of

the unbalance ratio; this is because this required field is mainly dependent on the

interlayer coupling strength and not the layer thickness. For this reason, when

investigating AFM walls, the applied fields were kept below this value to ensure all

areas of the wire remain in an AFM state.

6.5.1 Magnetic behaviour of balanced sample

The first wires studied in this set of samples were in the 1:1 balanced sample. Figure

6.17 shows a series of Fresnel images of the 1µm wire as an applied field is varied

from positive to negative 750Oe. Figure 6.17a and b show a negative ferromagnetic

state at −750Oe and an AFM state at remanence respectively. These structures are

identifiable by their edge contrast and as a significant ripple contrast was observed

during the reversal between these two states, the 360◦ walls seen in figure 6.17b are

formed in one of the layers during this first reversal. Figure 6.17c then shows a

domain wall being injected from the pad at 300Oe, highlighted by the red circle,

with the two 360◦ domain walls from 6.17b still being present. Increasing the field
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to 750Oe results in the final ferromagnetic state shown in 6.17d.

The edge contrast does not change between the left hand side of figure 6.17c,

highlighted by the blue arrow, and that shown in figure 6.17d. We know that the

structure shown in d is in a ferromagnetic state. Therefore the wall in c must be

a single layer wall separating an AFM and FM states and not the desired wall

separating two AFM states. This is confirmed as the field required to form this wall

is within the range of the interlayer coupling and by the fact that the 360◦ walls

from 6.17b are unperturbed. If this wall had been in both layers then it would need

to cross the 360◦ walls and force them to annihilate.

The important result of figure 6.17 is that the desired domain walls between two

AFM states do not form. This is because there is no thicker layer to control the

net magnetisation and both layers are equally susceptible to the applied field. This

means that as the applied field is varied over the range shown there are only two

reversals, from FM to AFM and from AFM to FM. The reversal between the two

opposing AFM states which would form the desired walls, does not occur in this

sample.

The lack of injection process for AFM walls in the balanced sample does not

preclude their existence in these samples. The initial reversal from a ferromagnetic

state to an AFM state shown between figures 6.17a and b occurs in both layers

simultaneously, this process can create AFM walls. If for example, the top layer

reverses in the pad, forming an AFM state, but the bottom layer reverses in the

wire (possibly nucleated from a defect or pinning point) then as these two domains

converge an AFM wall will form. Figure 6.18 shows such a wall as the applied field

is varied.

Figure 6.18a most clearly shows that this wall has a narrow straight structure

perpendicular to the wire. Figure 6.18b to f then show how the Fresnel image of

this wall varies as the field is reduced to remanence. This series shows that while
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6.5. DOMAIN WALL STRUCTURES

Figure 6.17: Fresnel images of the 800nm wide wire on the balanced sample as
applied field is varied from negative to positive saturation.
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6.5. DOMAIN WALL STRUCTURES

Figure 6.18: Fresnel images of 2:1 thickness ratio 800nm wide wire containing AFM
domain wall at varying applied fields.
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the wall remains static, the Fresnel fringe gradually reduces in intensity to almost

invisibility at zero applied field. This happens because the Lorentz deflection, the

source of the Fresnel intensity, is equal and opposite in each of the layers, cancelling

the net deflection when seen in transmission. As the field is increased, it reinforces

the domains parallel with it, and the DWs in each of the layers are displaced with

respect to one another. This allows the walls to become visible, and is shown in the

cross sectional schematics in 6.18.

6.5.2 Wire Thickness Variation

As shown in the table above, the SAF structures were fabricated with varying relative

magnetic layer thicknesses. The thickness ratios varied from 1:1 balanced to 2:1

unbalanced samples. These samples were used to investigate the dependence of the

sample thickness ratio on the domain wall structure. For the purposes of this study,

the central wire width of 800nm was used to ensure wire consistency. Figure 6.19

shows two AFM walls from each thickness ratio. To ensure these walls were AFM

walls rather than single layer or FM walls, the applied field was kept within the

minor loop shown in figure 6.8. The edge contrast either side of the wall was also

compared to the known AFM states within the wires, as shown in figure 6.16.

Figure 6.19: Two domain walls from each of (a) 2:1, (b) 1.75:1 and (c) 1.25:1
thickness ratios and schematic diagrams of each wall in an 800nm wide wire, large
and small red arrows represent thicker and thinner layer magnetisation direction

respectively.
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Figure 6.19a and b shows that for the 2:1 and 1.75:1 samples, the domain walls

have a transverse structure, falling to the expected narrow walls structure in 6.19c

for the 1.25:1 sample. The difference in the DW contrast between the 2:1 and 1.75:1

samples, i.e. why the 2:1 wall is more visible that the 1.75:1, is because the 2:1 sample

has a larger net magnetisation and therefore a higher magnetisation gradient. This

higher magnetisation gradient causes a larger Lorentz deflection angle of the electron

beam, and therefore a brighter Fresnel fringe.

The change from transverse to narrow DW structures as the thickness ratio re-

duces is because of the difference in the magnetostatic energy. The flux closure of

the SAF structure reduces the magnetostatic energy by decreasing the net stray and

demagnetising fields. This reduction in magnetostatic energy is minimised when the

magnetic layers are of equal thickness in the balanced SAF; in unbalanced structures

the energy reduction is compromised and net magnetisation means that the stray

fields are still present. As with transverse and vortex domain walls in conventional

nanowires, the structure of the wall is determined by the balance between the mag-

netostatic and exchange energies assuming consistent anisotropy and applied field.

As the layer thicknesses get closer to a balanced state, the magnetostatic energy is

reduced and the narrow DW state becomes energetically favourable over the trans-

verse orientation. Figure 6.19 shows that the threshold for this change in structure

lies between 1.75:1 and 1.25:1 thickness ratio.

Figure 6.20 shows images and line profiles of a narrow DW from the 1.25:1 sample

and a transverse wall from the 2:1 sample in a and b respectively. The structure

of these walls is not directly comparable as the transverse wall is formed of two

separate 90◦ walls and the narrow wall is a single 180◦ rotation. However the full

width of the wall, i.e. the size of the gap between the two magnetic domains, can

be compared. The intensity profiles show that while the fringe of the narrow wall

has an approximate width of 200nm, the transverse wall has a full width of over a

micrometre. One of the central aims of this study was to investigate the potential

of these walls to reduce the distance between bits in magnetic recording media and

172



6.5. DOMAIN WALL STRUCTURES

Figure 6.20: Fresnel images and intensity profiles for narrow and transverse domain
walls in (a) 1.25:1 and (b) 2:1 samples respectively. Profiles are taken across the

wall in the centre of the wire.
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6.5. DOMAIN WALL STRUCTURES

therefore increase their bit-density. Figure 6.20 confirms the existence of these walls

and their significantly narrower structure compared to their transverse equivalents.

6.5.3 Wire Width Variation

Once it was established that the narrow domain walls form in the 1.25:1 sample, the

structure of these walls was investigated with respect to the wire width. Figure 6.21

shows images and intensity profiles of narrow DWs in 700, 800 and 900nm wide wires.

The intensity profiles of these walls have been fitted with Gaussian fits to measure

their widths. Full width half maximums (FWHM) and full width tenth maximum

(FWTM) of these Gaussians were used to measure this width. Note these are not

measures of the domain walls widths but the width of the Fresnel fringes. While

these are not measurements of the domain wall widths, they do allow for comparison

between walls as long as the defocus of the microscope is consistent. The intensity

profiles in figure 6.21 have had the background intensity removed to allow for the

fitting of the Gaussian. This is the source of the negative intensity shown.

The table below shows two examples of each of these measurements from each of

the wire widths. These demonstrate that while the FWHM and FWTM of these

fringes vary in width from 120nm to 175nm and from 220nm to 320nm respectively,

they are independent of wire width. This is as expected as once the magnetostatic

energy is low enough for narrow walls to form. Their structure is determined by the

exchange energy which is independent of wire width. As the wire width is reduced

further in the 1.25:1 sample, the stray field and therefore the magnetostatic energy

will increase; because of this it is postulated that as well as the thickness ratio, there

will also be a threshold in the wire width below which transverse walls will form.
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Figure 6.21: Images and intensity profiles after background removal of narrow
domain walls in the 1.25:1 sample in (a) 900nm, (b) 800nm and (c)700nm wire

widths. All images are taken with a consistent defocus of 42µm.
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Fringe width wrt. wire width

Wire Width FWHM (nm) FWTM (nm)

700nm 165 ± 10 295 ± 10

150 ± 10 270 ± 10

800nm 150 ± 10 275 ± 10

175 ± 10 320 ± 10

900nm 120 ± 10 220 ± 10

145 ± 10 260 ± 10

6.6 Summary and Conclusion

The narrow domain wall structures predicted in the synthetic antiferromagnets

have been proven to form experimentally. These narrow, uniform walls were only

found in samples with 1.25:1 thickness ratio, with DWs in nanowires above this

ration forming transverse states.

The initial investigation utilised the second AFM coupling peak with a 20Åruthenium

spacer layer. It was found that with this level of coupling, the DW injection field for

the fabricated nanowires was above the interlayer coupling field leading to FM and

single layer walls rather than the desired AFM walls. The second set of samples fixes

this by reducing the spacer layer to 7Å, increasing the coupling strength beyond the

required injection fields.

Having explored various milling techniques and their influence on the SAF struc-

ture and coupling; argon milling was used to fabricate nanowires of three different

widths in samples with varying thickness ratios. These samples were then used to

investigate the shape and structure of AFM walls as the wire dimensions vary.

The desired domain walls between two opposing AFM states were not able to be

injected in a repeatable fashion in the balanced sample; therefore the main focus

of this study was on the domain wall structure in the unbalanced SAF structures.
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The domain wall structure in unbalanced samples was observed to change with the

unbalanced ratio from transverse type walls in the 1.75:1 and 2:1 samples to nar-

rower straight walls in the 1.25:1 samples. This was due to the influence of the

magnetostatic energy. As with single layer samples, the domain wall structure is

mainly determined by the balance between the exchange and magnetostatic ener-

gies. The narrow walls form because of the reduction in stray fields and therefore

the magnetostatic energy within SAF structures. The closer a sample is to having

equal magnetic layer thickness, the lower the net stray field and therefore the lower

the magnetostatic energy. The change in the balance between exchange and mag-

netostatic energies as the thickness ratio varies is the source of the change in DW

structure. The only samples in this study that produced repeatable and predictable

narrow domain walls was the 1.25:1 sample. This was because while the magneto-

static energy is sufficient for the narrow domain walls to form, the unbalance ratio

is high enough for the thicker layer to determine the net magnetic structure and

therefore allow external fields to be used to inject domain walls into the nanowire.

The structure of the narrow DWs in the 1.25:1 sample were then investigated with

respect to wire width. It was found that narrow DWs formed in wires of widths

900, 800 and 700nm. The wall widths were compared by fitting Gaussian plots to

the Fresnel fringes and comparing their FWHM and FWTMs. It was found that the

domain wall width did not vary with wire width within error. This corresponds to the

wall structure being mainly determined by the exchange energy as the magnetostatic

energy has been reduced sufficiently for these walls to form. As the wire widths are

decreased below those used in this study, the shape anisotropy, which can be thought

of as a magnetostatic energy term, will increase. The investigation into the wall

variation with thickness ratio taught us that as the magnetostatic energy increases,

transverse walls will form. This lead to the postulation that as there will also be a

threshold of wire width, below which narrow DWs are not energetically favourable

and transverse walls will form.
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Chapter 7

Conclusions and Future Work

The work carried out in this study aimed to develop imaging techniques in trans-

mission electron microscopy to make quantitative and temporally resolved magnetic

imaging easier to implement and analyse than current imaging processes. The mo-

tivation behind this work was to investigate magnetic structures and behaviours in

nanostructures as this knowledge is essential for the further development of magnetic

memory and data storage devices. With the same motivation, the third project un-

dertaken investigated the existence and properties of narrow domain wall structures

in synthetic antiferromagnetic (SAF) samples. These narrow walls, a product of the

interlayer coupling between the layers in the SAF, reduce the distance between bits

in magnetic nanowires and therefore have the potential to increase the bit density in

magnetic recording media beyond the current level.

Linear Phase Gradient Imaging

The first imaging technique developed used specifically engineered graded trans-

mission apertures to linearly perturb the diffraction pattern with the aim of produc-

ing quantitative magnetic domain contrast proportional to magnetic induction. The

objective apertures were deposited using EBID with a varying transmission gradi-

ent of up to 250%µm−1. Most images gained using these wedges showed no visible

magnetic contrast, however those that did, displayed contrast only just above the

visibility limit. Figure 4.21 shows such a phase gradient image and the calculated
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magnetic induction of a 20nm thick permalloy sample. The errors in this calcula-

tion are mainly as a result of the measurement of the phase gradient and midpoint

transmission. This showed an induction difference of :2.4T indicating two opposing

magnetic domains of 1.2± 0.4T with an expected induction of 1T .

While these calculations agree within error with the expected values, this method

is still severely limited by the low levels of magnetic contrast. This could potentially

be increased by depositing steeper wedges and thereby increasing the transmission

gradient, however generating these wedges predictably with a continuous gradient

was not possible using EBID. The use of the selected area aperture suggested at

the end of chapter 4 would involve using free lens control on the microscope which

would deter form the main objectives on the technique to produce simply calculable

quantitative magnetic contrast. Any potential future work on this technique will

require an improved deposition method to controllably increase the transmission

gradient. The JEOL MagTEM microscope recently installed at the University of

Glasgow may also be capable of improving this technique as its imaging resolution is

higher than that of the CM20 at < 1Å. This work is complimentary to the wider field

with respect to the recent attraction of phase vorteces in TEMs. These techniques

also utilise specifically engineered apertures to gain electron vortex beams separated

by angular momentum. This technique may also have applications in soft matter

and biomedical microscopy as it may increase the visibility in these otherwise low

contrast systems.

If this technique were to become viable, then it will produce quantitative magnetic

information. Considering the already substantial capability if DPC imaging, this new

technique will be of most consequence when used in parallel with standard Lorentz

microscopy in direct imaging modes.
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Temporal deflection Imaging

This technique used a magnetic pulse TEM rod to produce an image streak across

the detector with respect to time. This was used with the aim of increasing tem-

poral resolution in magnetic imaging. The results of this technique in Fresnel mode

verified the prediction from simulation that the magnetic contrast within the streak

would not be visible over the background intensity. Foucault and LAD modes were

then utilised and both were also found to have limitations; Foucault mode was re-

stricted in its total exposure time by the objective aperture drift, maximising the

integrated exposure counts and therefore the total intensity. The limit was too low

for the Foucault intensity to become visible over the noise. Finally LAD mode was

attempted at the end of the electron gun’s lifetime; this led again to an inadequate

number of counts to observe the magnetic intensity over the noise.

To improve this technique in either imaging or LAD mode, the total intensity

counts in the image must be increased. This is limited by the total acquisition

time of the integral process. There are two main ways this can be improved; either

increase the stability of the system or the frame rate of the acquisition. The Foucault

imaging was limited by the stability of the objective aperture position, stabilising

this further will allow the Foucault condition to be held for longer, increasing the

maximum total number of acquisitions.

The JEOL ARM200 MagTEM at the University of Glasgow may be capable of

solving all these problems. The objective aperture positions in this instrument are

electronically controlled, rather than manually; this mechanism means that the aper-

ture is less susceptible to drift and the Foucault condition will be able to be held for

longer. The ARM200 also uses a cold FEG electron source rather than the Schottky

FEG used in the Philips CM20, this leads to a more consistent, and more intense

electron beam. Along with the improved and more stable sample positioning this

microscope is significantly more suitable for this imaging technique and may provide

the conditions needed to establish it.
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Domain Wall structure in Synthetic Antiferromagnetic Nanowires

The narrow domain walls predicted in simulations have been proven to form in SAF

nanowires of varying widths. These walls only formed in samples with magnetic layer

thickness ratio below 1.25:1, with samples of ratios above this, forming walls with

transverse structure. This change in structure with relative magnetic layer thickness

is due to the increase in magnetostatic fields with increase imbalance. Once the

apparent threshold of 1.25:1 thickness ratio was found, the Fresnel fringe width was

investigated with respect to the wire width. While these fringe widths are not equal

to the wall width itself they still allow for the comparison between walls. This study

found that these fringes didn’t vary within error as the wire width was varied from

900 to 700nm.

These narrow domain walls have been proven to exist, and the method of how

to produce them identified; however the exact width and specific structure of these

walls has yet to be investigated. This can be and is being done using DPC imaging in

the JEOL MagTEM microscope. DPC has the advantage over the Fresnel methods

used in this study as it is capable of quantitative induction measurements. These

measurements will allow the structure of these walls to be mapped with respect to the

magnetisation direction of both layers individually at sub-angstrom resolution. This

will be done for both 180◦ and 360◦ walls in single and multilayers. Fresnel images

will accompany these DPC images to confirm the structures and compare them with

previously imaged walls. The continued development of Lorentz microscopy in both

imaging and scanning modes will allow this work to be done with increased precision.

Once the structure of these walls is more fully understood, full comparisons of how

these walls vary can be done and their industrial application considered.
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