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Abstract

Global demand for renewable energy is at an aktimgh. Renewable
energy can be extracted from naturally availabtoueces such solar, wind, tides,
geothermal heat, sea waves and the others. Thentage of renewable energy in
the energy resources is increasing at an everasicrg rate. While much renewable

energy is large scale, it is also suitable forlrara remote areas.

The challenges facing today’s renewable energyplgupdustry are many,
especially in the wave energy field which is stiiderdeveloped. The number of
commercialised wave energy devices is very limdad the concepts implemented
for harnessing wave energy are very different betwthe different devices and
often struggle to be effective or survive oceamgoiconditions. Thus, major
research is required to find new and effective m@shfor harnessing wave energy
which are able to supply power to the grid with thigonversion rate and good
reliability.

The proposed Bristol cylinder device, in theohypwld be able to harness sea
wave energy and to convert it into useful eledyicand this device is studied in
detail here. This device is still new in terms ofgiical application in ocean
conditions. It needs power electronics and effectentrollers for high-efficiency
power extraction and to be successfully integratéd the power grid. When the
device was first investigated in the 1970s, powecteonics and variable-speed
brushless permanent-magnet machinery was simplyleneloped to the level it is
today, hence the revisiting of this device sevdealades later. A successful Bristol
cylinder wave device which can extract renewablergyn may well impact on the

renewable energy sector.

The wave characteristics were studied and simililaseng Airy Linear Wave
Theory and Stoke’s Second Order Theory. The dynahmacacteristics of the Bristol
cylinder are investigated when interacting with esyvtogether with the control
necessary to make it a functioning device. A ladlesgvave tank suitable to test the

Bristol cylinder is designed.




A surface magnet permanent magnet synchronous ajendPMSG) design
is considered in this research project. This gdoeraonfiguration shows its
suitability in producing high conversion-rate powenen working in a low speed
environment. The sizing exercise is performed temeine the size of the lab scale
PMSG. Analytical analysis and finite element analyis performed to study the
performance of the designed PMSG. A study of tHecefof the armature length
with the corresponding incident wave is done. Fieltented control (FOC) is
applied to control the speed of the generator. FOshown to be suitable for stable
control of the generator speed. Simulations usingTMAB are utilized and
Simulink is used to construct the model and evalilaé potential performance of
the control system design. In this thesis, thecaktinalyses and simulations of the
generator performances are carried out for seyggakrator topologies and sizes.
The grid side converter controller technique i®asnulated in MATLAB/Simulink

and the performance evaluated.
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Chapter 1

INTRODUCTION

1.1 Background

Renewable energy has emerged as one of the masissiesl topics in the
electricity generation field. Renewable energy baen labelled as green energy due
to its minimum pollution and the freely availabledasustainable sources. The total
energy generation from renewable resources is gagjeo increase by 3 % annually
[1]. Some renewable energy sources are now beingmegscially exploited; these
include the hydropower, biomass, geothermal, sadad wind power. The
technologies within these renewable energy areasstablished with energy entering
the energy supply market. Meanwhile wave and tetargy technologies are still
under development and they are not yet widely destnated nor commercialized.
There are several prototypes systems across théd veamd some of these are
generating onto the grid [2]-[5]. This has createahy new research opportunities in
the renewable energy sector. The aim is to devedopenergy absorption devices for
energy conversion purposes, and to control theseceke to maximize energy
conversion. The whole process of converting renésvaburces into useful energy is
very demanding and complicated. It involves designiew devices to tap the raw
energy, converting it to useful energy dependinghenpurpose, and transmitting it to

the required destination. The device has to bestodmd durable.

The study of wave energy is reported to have concert in 1970 [6].
However, due to the complexity and difficulty intecting the energy, it is still not
widely utilized. Ocean waves are complex, verygular and unpredictable. Deep
water wave power available throughout the worl@éstimated to be around 8000 to
80000 TWh in 2007 [6]. This shows that the potdntaharnessing energy from
waves is feasible and there have been severalestagound the world reporting on
the wave resources in a particular location [7]HT#here are now many early stage
marine energy systems being developed; althoughatknowledged that, while the




wave devices work in theory, there are bigger eimgiés ahead in terms of conversion

rates, robustness, control, cost, and maintendnte avhole system.

One system that is of particular interest in tleisearch is the Bristol Cylinder
type of device. While the device was developed bgriset alin 1979 [15], it is still
in the early research stage by Green Cat RenewadlitesUK; this report will
concentrate on the understanding of the natureeafvgaves, the operation of the
device, the design of generator that fits intoaind a control system that will use
incoming wave parameters to tune the turbine tdviddal waves. The device
requires a very low speed generator for some smasshence, close speed and
position control is needed.

To contribute towards achieving such aims, theaesh work reported in this
thesis uses Linear Small Amplitude Wave Theory 8takes Second Order Wave
Theory to study the nature and characteristics edfpdwater waves. Based on the
work done, these theories are the most suitableetptanation of the interactions
between waves and the device, and the control negents for the movement of the
wave device. This report also highlights the degigptess of a multi-pole PMSG that
fits into the particular device. Last but not kgas full scale control system is

proposed for maximization of the power and protecof the device.
1.2 Problem Definition

There are a few common wave devices which havedf@pplication for sea
wave energy generation. These include the Osagatvater Column (OWC) [16-18],
point absorber devices [19-21], surge devices [2R-@tenuator devices [25-27], and
the overtopping devices [28-30]. These deviceddifferent concepts in the way they
function and are unique in the way they harnesscamdert the energy. This report
will focus on the Bristol Cylinder wave device whits not classified under any of the

categories mentioned above.

For the Bristol cylinder, Evanst al [15] assumed a submerged cylinder with
Cartesian movement where the, work is done in batad and vertical directions

(two-dimensional theory); Mclver et al [31] assuneethree dimensional effect. For




this research, it is assumed that a cylinder platidthe water will moves in circular
motion. This is shown in Fig. 1.1. The device regsia very low speed generator
system, in the region of 6 rpm if the sea state&d® s period. A gearbox can be
utilized, or a high pole number generator (as usze). The power (or energy) from
this sort of device is likely to pulsate with evevgve, the degree to which the energy
pulsates needs investigation. In Fig. 1.1, thenddr is rotating around a central point
(the dashed circle) and it is held here at each lmnhdén armature (black). The
armature is centrally pivoting on a rigid structusech as a tower. The other end of
the armature is connected to the cylinder and ¢dlaetion at this point is created by
the generator. The cylinder itself does not rotateits own axis. In the figure, the
generator is shown as a gearbox and small genaiithmugh in this thesis a direct-
drive generator is proposed.

Bristol cylinder end section (typically for 5 MW
device, the length would be 50 m and diameter 16 m)

If cylinder phase and frequency
well matched then energy taken
from waves and cylinder acts as
a matched load

Oncoming
waves

Low speed generators

required at each end of

cylinder either internal (as
shown here) or external

Rotation of cylinder round point
(radius set by wave height,
frequency by wave period)

Cylinder upright in water

Fig. 1.1. A Bristol Cylinder representation

When Evanset al first conducted their research in the 1970s muicithe
power-chain mechanisms that are so common todaye wet available then.
Brushless rare-earth magnet machine were stilleity early-stage development and
the very strong material (sintered neodymium iromob (NdFeB)) was not available.
The electrical power train in this device will pedldy comprise of a diode or
controlled (with metal oxide semiconductor fieldeet transistors (MOSFETS) or
insulated gate bipolar transistors (IGBTS)) reetififollowed by a direct current (DC)
link, then through to an inverter to transform #meergy into an alternating current
(AC) electrical form for connection to the grid vea transformer and suitable

switchgear. By the nature of sea waves, the peroadd be up to 20 seconds and if




the power is pulsating, this may require substhmdiectrical energy storage on the

DC link in order to smooth the energy output [32].

1.3 Project Objectives

The main objectives of this research are desciiteéalv:

To study the wave behaviour and characteristice ihteractions between the
wave and the Bristol Cylinder wave device needdaalbscribed and understood.
The focus will be on the amount of energy transigfrom the waves to the wave
device and also the torque absorption capabilitythef wave device. From a
modelling point of view, critical inputs (that wilerve the purpose of simulation)
need to be identified and fed into the system famoum control.

To propose and design a lab scale wave tank whiltlaet as a testing bed for the
proposed energy caption system.

To design an AC PMSG that fits into the Bristol i@gler. This involves the sizing

of the rotor and stator, the choosing of raw matethe choice of generator
topology or configuration, winding and et al. Thgenerator must be able to
function at very low rotational speed. The desigh e carried out using Finite

Element Method Magnetics (FEMM) and PC-BIS€EEDsoftware.

To develop a control system necessary for the @riSylinder sea wave energy
capture device where the issues concerning hangestislow, propagating sea
wave, and pulsating power will be highlighted. Téevelopment, testing and
simulation will be completed using MATLAB/Simulink.

To simulate a grid side converter control technitpueaximize the power.

To conduct a sizing exercise to scale the lab @éeta@ full sized device.

1.4 Outline of the Thesis

The thesis is organised as follows:

Chapter 2 reviews the key aspects of wave energdytla application of the

Bristol Cylinder to conversion from the travellingaves of potential energy in the

waves to rotational mechanical energy. The quaatifbn of wave power is addressed




in terms of monochromatic waves. Theories that teagdiynamic wave behaviour and
their properties are discussed. An overview of ¢herent range of wave devices
under development is presented and the principhetions of the Bristol Cylinder
wave device is put forward. A lab scale wave taegigh is presented; its dimensions
based on the wave and wave device characterisgcdiscussed. A review of typical
wave resources in different global locations is ptated and a scaling exercise for a

full sized device is carried out. Finally the cagtiof a full scale device is presented.

Chapter 3 reviews the existing permanent magne) (Rachine technology
within the context of application to generators fenewable energy systems; this
review concentrates on the application to low sgedgenerators. The design aspect
of the generator is then presented which includescriptions of various generator
topologies, magnetic materials, windings, and g&oer sizing. The main
considerations are discussed and a generator ignedsspecifically for the Bristol
Cylinder. The designed generator is then analysatylanalytical and finite element
methods. A generator design, together with itégperance assessment, is presented.

Chapter 4 assesses the control strategies nee@edure that the wave device
will be fully utilized in terms of wave power deéwy and that the generator energy
conversion is high. An overview of the system cdagktions is given together with
the generator speed control system. The contrategfies are then simulated using
MATLAB/Simulink. The result is simulation of theraature length corresponding to
the incident wave. This is to protect the wave dedgainst storm damage where sea
conditions will be extreme. A mathematical modellué speed control system is put
forward and its effectiveness in maximizing the RBA8utput power is discussed.
The indirect FOC method is proposed and analysethig research. A few case
studies are outlined at the end of the chapterderoto evaluate the performance of
the whole system.

Chapter 5 addresses the importance of grid sideerter control. The UK
grid code is briefly reviewed. The control loopstim the controller are discussed
and the control strategy is then simulated usingM4AB/Simulink. The main goal is

to maximize the power transmission to the grid. Tbatrol system is simulated to




test its performance and to study on the feagjbilftconnecting the wave device to
the grid.

Chapter 6 presents the major conclusions from rdsearch project, and

discusses future research opportunities that gidighted by the work.




Chapter 2

WAVE ENERGY

2.1 Introduction

Wave power actually refers to the energy potertatied by sea surface
waves and the conversion of that energy to do meéui work which includes
electricity generation. Wave power is differentnfromther forms of marine energy
such as tidal power, ocean current power, tidal ggpwand power extracted from
temperature and salinity gradients [33]. Wavescangsed by wind as it blows over
the surface of sea. It can be a powerful sour@nefgy which is yet to be not utilized.
To date, wave power generation is hot a commoniave commercial technology
although there have been various attempts to uda 2008, the first wave farm was
constructed in Portugal which is the Agucadoura ®Rark [34] and yet this wave
farm is still in the experimental stage. There hbgen other systems that predate this
which have been individual prototype devices [3&ues that have led to the lack of
deployment are usually related to fact that actuave energy is random and low
frequency, and it is difficult for energy to be eented successfully and flow into a
utility grid. Often the environment is hostile wigxtreme conditions often occurring.
However, the issues concerned with power electramergy conversion [36],

pulsating power [32] and subsea power transmigSiohare being addressed.

Wave energy could play a crucial role in meetioiggl term renewable energy
targets, which will lead us to pollution-free orwlocarbon emission electricity
generation. It is projected that on the Scottislstwmast, the mean wave power is
often in excess of 60 kW/m of wave front. Offshar@ve power potential is projected
at 14 GW in Scotland which will provide some 45 T\&@hnually [38]. Like other
renewable energies, wave energy is unevenly didgatbover the world as shown in
Fig. 2.1. Later in this chapter, wave data foretéit locations will be addressed for

comparison.




Fig. 2.1. Global wave power distribution in kwW/n®]3

The advantages of wave energy are the sourcedsafrd available throughout
the year and it does not produce pollution suclgraenhouse gases. However, the
safety risks with wave power generation can beidenable due to the ocean location
of the systems. There will be capital costs invdluebuilding a stable system which
will act as the power station. There will be comgats that may be offshore or
shoreline (acting as a sea defense), which areelibe&tro-mechanical conversion
components; and on-shore components related teldotrical conversion and grid
connection. The cost of the former components atilfact a construction premium
due to their ocean-going nature and need to bengpooof. Sea foundations or
mooring can be very expensive top put in place. djeration and maintenance cost

may be low but there may be site access issue=eip ska locations.

The amount of energy available is massive. Howewawes can be small,
with short wavelength (low energy) or large, witim¢y wavelength (high energy) and
they are uncontrollable; sometimes it may be necgds shut down the system and
enter a survival mode during passing storms (imélas manner to wind turbines that
tend to feather their blades and shut down aboweta®0 m/s to prevent damage).
Suitable sites where wave are consistently strdng, manageable, need to be
identified; and if there is some sheltering frororsts that would be advantageous.
The transportation of electricity from the sea ofite land will be an issue. Subsea

cabling is expensive and DC transmission may beired when distances between




devices and the on-shore electrical hub and grithection are long. Since wave
energy conversion devices are still at the reseanchdevelopment stage, the cost of
producing energy is too high be economically comtipet However, with advancing
technology, both in terms of electro-mechanicalrgpeconversion and off-shore

power systems, this price should reduce.

It can be argued that the visual impact above waten shore is considerable,
however, this is very much an arbitrary assessmeirigd turbines have been
subjected to similar discussions. At this stageevd®vices do not seem to produce a
higher visual impact than wind turbines or shippiktpre important is the impact on
the environment both in terms of marine life andlegy and impact on the local land
and sea. It may disturb marine life, and this nemmtsect assessment; there will be
both vibrations and noise impact. There may alsoissees concerned with sea
transport in terms of shipping and fishing [40].nde there are many challenges to
address in the process of harnessing wave enefgyeefly and with minimal
environmental, social and economic impacts. Howeware devices need to be first

researched and developed before their impact camlipeinderstood.

2.2 Sea Wave Formation

Sea waves are formed by the combination of soltwigg earth gravity, sea
surface tension, and wind intensity. It can be adgilnat sea waves are a derivative of
wind, which is in turn a derivative of solar energg solar energy is the prime source
of wave energy. Fig. 2.2 shows the formation of sewes. Whenever the wave
propagation is slower than the wind speed abovenigrgy will be transfer from the
wind to the waves to set up a sea wave which isopggating wave of potential
energy (although kinetic energy is necessary tagéhe rotational motion within the
water). The wave size and wavelength is affectethbywind speed and fetch (which
is the distance over which the wind excites theasavlt is also affected by the depth
and topography of the seabed, which help to focuksperse the energy of the waves.
As the fetch increases then the shape will be retaigle and the waves will become
good swell waves, which have high amplitude, lomgiqul and long wavelength.
These are the ideal waves for harvesting by wawecele because they are strong,

more constant and predictable in the longer tenmFig. 2.1 it can be seen that




western continental seaboards in more northerlgootherly locations (for instance,
the north Atlantic of Scotland and Ireland, thetbonestern shores of South America
and South Africa and the shores of Western Australld Tasmania) are good
locations. Surge waves are due to storms and #@weséess predictable and can be
extreme. These are not good waves for harvestisigndmi waves are due to tectonic
plate activity rather than winds. These form onegle wave of extremely long
wavelength which has extremely high energy. Theseew cause devastation and are
obviously not harvestable.
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Fig. 2.2. Sea waves transformation - (a) eagle y&and (b) side view showing surge.

2.3 Wave Properties

Fig. 2.3 shows the basic wave mechanics in deeprveandition. The still
water level refers to the sea surface level inahsence of wind or waves. Wave
crests refer to the peak or top of the waves, whietrough refers to the lowest point
of the waves. Wavelengths refer to the horizoniatadce between the crests or
troughs of continuous sinusoidal waves. These ameotonic waves, i.e., the waves
are sinusoidal with one frequency. Real sea sthtege a spectrum of wave
frequencies. The wave height is the vertical distance between the crest and the
following trough, while the wave amplitude refeosthe vertical distance between the
still water level and the crest or trough (i.elf lae wave height). Real sea states will
have a range of wave heights at different frequenand are hence random. This

makes their short-term prediction difficult [41}feugh statistical breakdown over a
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time period from a set of location measurementse®nakeir long-term prediction

possible.

As the water becomes more shallow, the motion efwiater becomes more
elliptical and the wave velocity slows, shortenitige wavelength and eventually

begin to break. At this stage the water is givipgta energy to the beach or sea bed.

Wave Direction L Crest

_—
m Still Water

Level

Trough
O Orbit
O
O

Sea Bottom

Fig. 2.3. Basic wave mechanics at deep water.

The behaviour of the water is now more rigorousigreined in terms of wave

theory and the definitions of deep, intermediate stmallow water put forward.

According to the small amplitude theory of surfacater waves [42] which
was first developed by Airy in 1845, waves can lssgified based on the relative

depthD,, of the waterD,, can be obtained by using the following equation:
d
D, =— 2.1
=T (2.1)

whered is the water depth aridis the wavelength. In the case whBxg is more than
0.5, the waves are referred to as deep water waté¢sStudies [43-45] show that in
deep water conditions, the motion of the wateriglag have only a small net forward
displacement; and particles beneath the wave ealbgmove in circular orbit, this is
the an important characteristic in the operationthef Bristol Cylinder. While at
shallow water, as already stated, the particlesadlgtmove in elliptical orbit. At the

surface, the orbit radius is approximately equathe wave amplitude. At deeper
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depths into the water, the orbit radius will dese=aas illustrated in Fig. 2.3. Many
experimental observations have reported water garthotion; many of these are
straightforward experiments employing techniqueshsas dye or droplet techniques;
more sophisticated experiments use of electromagnedthods, doppler techniques

and drag devices. All these techniques have begredwith varying success [46].

Overall, wave energy move faster across the veatdace if the wavelength is

longer. For deep water waves, this relation caoliained as shown below [47]:
L
C== mils (2.2)
T

whereC is the celerity (wave speed),s the wavelength in m, aridis the period in s.
Compared to the wave period, the wavelength is nddfeeult to determine in the

ocean. If the period can be measured, the wavel sya@ebe estimated as from [46]
C = 156T (2.3)
In deep water, the wavelengthis given [47]

2
L=_9 97" _i5er2 (2.4)

whereg is the gravitational constant of 9.81 frémdf is the frequency of the wave.

The intermediate and shallow water depths can la¢sdescribed. Table 2.1
gives classifications for wave depths where shalleaves are less thadn/20 and
intermediate water is less than Q.$48]; however, there is also reporting of shallow
water being less than L/4 [49].

Table 2.1. Classification of ocean waves.

Dw (Range) Classification
<0.05 Shallow water waves
0.05-0.5 Intermediate depth waves
>0.5 Deep water waves
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The wavelength variation was tested in a micro wawk constructed in The
University of Glasgow. The tank is shown in Figd 2nd the results are given in Fig.
2.5. In shallow water, if the depthis less than a quarter of the wavelengtien the
velocity is

V =,/gd = 313/d m/s (2.5)

so that the wavelength in shallow water becomes

L= \/?_d _313/d (2.6)

f

The wavelength was measured using wave probes. Wigeprobe signals
were in phase then they were one wavelength apdrthas could be measured. The
measured wavelengths begin to follow the shallowehlength curve at about 2 m
wavelength. For 400 mm depth then this give3,@of 0.4/2 = 0.2. This illustrates
that shallow water is being approached at hightregaofD,, and this will have an
affect on the power available in the waves since Wwave power equation is a
function of the relative depth. Tests were caroed with no device in the tank. The
probes were formed from two parallel metal rods ahed wave-height was a
calibrated as a function of the probe impedancéaBview program was developed
in order to log the wave heights. One probe wasdfiand the one moved until it was

in phase. The distance between the probes thentigawveavelength [49].

Fig. 2.4. University of Glasgow micro wave-tank.
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Fig. 2.5. Comparison of measured wavelengths wadpdand shallow wavelength predictions

for micro wave-tank. The depth is about 400 mm [50]

Returning to the analysis of deep water wavesypthan energy flux crossing
a vertical plane parallel to a wave crest, i.ee, éimergy density of wavig;, can be

determined using the equation [51]

2 2
g, =R 3 g 2.7)
¢ 8 2

wheregs is the sea water density of 1025kg/mis the wave amplitude in m amtlis
the wave height in m. The wave power denBifyefers to the energy per wave period
and it can be calculated by dividing the energysdgrby the wave period as shown
in [51]

p=—a =N Ay (2.8)

Generally, high amplitude waves are more poweritlie wave energy can be
determined by wave height, wave speed, waveleragitl, water density. Using the
standard equation for deep water conditions, thennp®wer per meter of wave front,
Pis [52][53]:

0g’H? _og®H®_981.2H°

P=CE, =
S 16w 32rf

=981.H’T W/m (2.9)
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wherew is the wave

rad/s

frequency.

(2.10)

The graphs based on equations (2.1), (2.4), a®l é2e plotted and presented
in Fig. 2.6. This data will later be taken into saeration when designing the wave

tank to study the behaviour of the Bristol Cylind@verall, larger waves contain

more power but wave power is not only determinedthi® wave height, it is also

greatly affected by the wave speed, wavelengthvaatdr density.

0.25 2
1.8
0.2 1.6
. Deep Water 14
B 5
< 0.15 1.2
2 g
a g !
g 01 go8
Intermediate Depth w
= P 0.6
0.05 0.4
el 0.2
, .__Shallow Wateﬂ 0 ‘ ‘ ‘ ’
0 0.1 0.2 0.3 0.4 0.5 0 100 200 300 400 500
Wavelength (m) Wavelength (m)
(a) (b)
0.35 w
—o—P=10W/m
=& P=20W/m
0.3 ——P=30W/m7

Waveheght (m)

=v-P=40W/m
—#%—P=50W/m

10 15 20
Period (s)

(©)

Fig. 2.6. Graphs showing (a) the classificatiomafe based on the water depth and
wavelength, (b) The relationship between frequeary wavelength, and (c) The relationship
between wave-height and frequency for wave witfed#nt wave power.
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2.4 \Wave Characteristics

Ocean wave theory is the attempt to explain theireabf ocean waves.
Because of the irregularity and instability of wayéhey have different wave lengths
and amplitudes that need to be analyzed; the atigenof a sea state is very complex.
Local winds, ocean bottom structures, earthquaked,storms all have their impact
on the resultant waves. Waves of different freqyemeagnitude and direction all
exist together and are continuously crossing atetanting leading to energy transfer
within the wave spectrum [41]. To explain the nataf waves in a mathematical
context, it is more convenient to represent wavaagulinear wave equations with

some assumptions.

The first recognizable mathematical solution fanit&-height periodic waves
of stable form was developed by Gerstner in 18@1. [Blthough Gerstner predicted
the rotational movement for the velocity field, tiiass transport is not predicted and
the particle movements are opposite to that foumdther theories. Some findings
have proven that it is possible for each waterigdarto move in a circular orbit, and
for them never to collide with each other, andtfem to fill out the entire region just
below the wave surface [55]. Wahlen in 2007 deaith whe possibility of a
periodically-rotational two-dimensional travellingave with surface tension [56],
while Constantin and Strauss in the same year shkgtl large-amplitude steady-
rotational gravity water waves [57]. All these thies proved that the rotational wave

device can operate properly.

Linear waves are considered as small amplitude svadech can be linearised.
It is assumed that they are monochromatic waveshwimeans only one incident
wave with only one frequency can be studied at@mgy time. The linear theory is
correct if it is assumed that the wave steepnerggéigible. If the wave steepneSs
becomes visible (i.e., high) then non linear eBdmtcome significant in some cases,
so that non linear theory will need to be considefidhe wave steepness is defined by

the wave height divided by the wavelength where

s=" (2.11)
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The simplest and the most commonly used theornhasSmall Amplitude
Wave Theory first presented by Airy in 1845. Thiedry provides equations that
define most of the wave profile and do some prezhstwithin useful limits for most
practical circumstances. The Airy wave model alsgppses a sinusoidal profile in
deep water which can be modelled by mathematicahteaps [58]. To apply this

theory, few main assumptions are required [59]f 60]

The water is homogeneous and incompressible, affiacsutension forces are

negligible.
. The water is nonviscous and irrotational.
. The water depthd is uniform. This means the sea bottom is statgnar

impermeable and horizontal. Thus, not adding orongng energy from the
flow or even reflecting wave energy.

. The pressure along the air sea interface is constmnpressure is exerted by
the wind and the aerostatic pressure between the weest and trough is
approximately the same.

. The wave height is small compared to the wave keagt water depth.

The following dimensionless parameter, called tle@ewnumber, is often used

in equations defining the wave characteristics:

k=" (2.12)

The surface wave elevationis the height of the water particle which is eleda
above or below the still sea level. According te timear small amplitude wave

theory
n = acos( kt- wt) (2.13)

wheret is the time.

The horizontal particle velocity is expressed as
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2770 cosh k(z+ d) |
T sinh( kd)

cos( kx- wt) (2.14)

wherez is the water particle distance, which is the weltidistance from the still
water level.z is positive when in it above the still water leagld negative when the

water level is below still water level.

The vertical particle velocitw is

o 2R sinh[ k(z+ d)]
T sinh(kd)

sinh( kx-wt) (2.15)

while the horizontal particle accelerations defined by

u :% = 4njacosr‘.[k(2+ d)] sinh(kx— a)t) (2.16)
da T sinh( kd)

and the vertical particle acceleratignbecomes

o dw_ 4 asinh k(z+ d)]
dt  T? sinh( kd)

cosh( kx—wt) (2.17)

Once the linear displacements, velocities and acatbns are defined, the dynamic

pressurep is expressed as

_ gcosf{k(z+ d)] ~
p=0ga cosH{kd) cos( kx-w?) (2.18)

While the Small Amplitude Wave Theory has certamitations, particularly related
to the water depth, Stoke’s second order theorybeaapplied to deep water waves
moving towards being the shallow water waves [6llje equations for Stoke’s

second order wave theory are listed below [42][62].

From Stoke’s second order theory, the surface gt@vg ,becomes
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n, :%cos(kt—a)t)

2.19)
H 277 cosh(kd) (
-y 5 (kdl) [2+cosh{ &d)][ cof kx-cwt)]
The horizontal particle velocity,is
k d
u, = H;Tcost.( (z+ ))cos( kx—wt)
T  sinh(kd) (2.20)
3H 272 coshk(z+ d)) '
k —
"TanL sinf (kd) Lcos{ Zkox-wt))
and the vertical particle velocity is
inh(k
W, = Hzsin ( (z+ d))sin(kx—a)t)
T  sinh(kd) (2.21)
3H 2722 sinh( % (z+ d)) - B '
"o sinhf (kd) [sm(z(kx a)t))]
The horizontal particle acceleratio can then be denoted by
= 2HZ72 cosr.(k(z+ d))sin(kx—a)t)
T sinh(kd) (2.22)
3H 27 cosh( X (z+d))- '
"I sinht (kd) Lsin(2(lox-er))
while the vertical particle acceleratiow, becomes
W, = - 2ng2 smh.(k(z+ d)) cos{kx- )
T sinh(kd) (2.23)

_3HP sinh( X (z+ d))

TZL  sinh*(kd) oo Zlox=w))

Again, after defining the linear displacementspeéles and accelerations, the

dynamic pressurep, is expressed as:
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_ ogH cosh(k(z+ d))
b= cosh(kd)

e e CCCt)

4L sinh( xd) sinfi ( kd)

cos( kx-wt)
(2.24)

Using the equations above, as set of waveformseaseveloped to compare
the sea wave representation. These are plottedpessented in Fig. 2.7 for the
velocities and vertical displacements. Fig. 2.8wshahe acceleration and pressure

waves.

Overall, both theories provide similar values floe tvave parameters in deep
water condition. However, the differences are ¢jeabserved in the vertical particle
velocity and dynamic pressure. In contrast to lingaall amplitude theory, Stokes
theorem states that the phase velocity of sea waepends on the wave amplitude
due to the non-linearity of the waves. The pararsetssed to plot the graphs are
shown in Table 2.2.

Table 2.2. Wave parameters.

Parameters Value Parameters Value
Gravity, g 981 m¢% Wave Period] 1s
Water Densityg 1025 kg nr Water Particle Distance, Om
Wave HeightH 0.15m Wave Amplitudey 0.075m
Water Depthd 0.75m

In summary, waves travel as propagating wave ¢érgal energy. Kinetic
energy is needed to set up a rotating motion invtater. Within the framework of
Airy wave theory, the orbital motions are circlesdeep water and ellipses in finite
depth. The Bristol cylinder wave device harvestsrgy from the propagating wave
of potential energy formed by the sea wave. Thegoaw the wave is a function of

the square of the wave height and proportionahéonave period.
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2.5 Wave Energy Devices

Modern day research on wave energy devices carabed back to between
1970 and 1980 when several governments starteidtivnés in response to the oil
crisis at that time. Throughout the 1980s, manthefresearch projects were stopped
or reduced in scale due to several issues andgmsbéncountered. These were both
political (with cheaper oil and nuclear power) dadhnical (reliable power electronic
energy conversion was still being developed angdedn thyristor technology, and
also new forms of materials suitable for light-weidpw-cost high-strength turbines
were still being developed). Recently, a numbesmill companies have tried to
develop and commercialize a range of varying wanexgy devices, and promote the
devices as a non-polluting source of energy. Theearh in this field is now
receiving increasing amounts of funding from vasiogovernments and related

organizations.

The functions of a sea wave energy device areatodss the energy of sea
waves and convert the energy into useful formsnefrgy for domestic or industrial
use. It is therefore known as wave energy convefitkere are several significant
reviews of wave energy devices which describe asduds the various forms of
device developed which attempt to harness sea w@eay. Basically, wave devices

can be categorized into several types of devicesé&ltategories are:

The OWC.

The point absorber.

The flap or surge device.

The attenuator or contouring device

Overtopping devices.

o a0k 0w N PE

Other types that are unique and do not fall intp @ategory above.

The OWC operates much like a wind turbine, appgjytime principle of wave-
induced air pressurization in an enclosed chanibbas a semi-submerged structure
forming an air chamber with a top outlet though athreciprocating airflow flows
through it; this drives the bi-directional turbin&s the incidents wave surface rise

inside the chamber, the air will be compressed gmdhrough the top outlet. Some
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examples of OWCs and component bidirectional twbiare the Limpet and the
Breakwater Turbine developed by Wavegen [63][64f Denniss-Auld Turbine

developed by Oceanlinx [64], the Ocean Energy Bdeyeloped by Ocean Energy
Ltd.[66], the OWC developed by SeWave Ltd. [67]d aeveral others. They are a

relatively simple device to construct in terms oftptyping, hence their popularity.

Point absorbers refer to a buoy that is smaltiikeao the wavelength of the
waves, and floats at or near to the wave surface/nergy from all directions can
be absorbed by the vertical movement of the buotha@svaves pass. Depending on
the configuration of the resistance, the power-@ikend the type of device-to-shore
transmission, the resistance can be in various§oEramples of point absorber wave
devices are the PowerBuoy by the Ocean Power Témyiee [68], the CETO by
Carnegie Wave Energy [69], the Linear GeneratorSeabased [70] and several

others.

Surge wave devices harness energy from the haakzonovement of the
water particles in waves. They are normally sitdateshallower water and close to
shore. In shallow water, the circular movementhaf water becomes elongated into
horizontal ellipses. Examples for this form of dmviare the Oyster by Aquamarine
Power [71], the WaveRoller by AW-Energy [72] antiets.

Attenuator/Contouring devices are elongated flmptievices that are parallel
to the wave direction. When incident wave propagaieng the device, movement
within the device is generated which produces gndegamples are the Pelamis by
Pelamis Wave Power [73], the Wave Star by Wave Btergy [74], the Anaconda
by Checkmate Seaenergy [75] and others.

Overtopping devices rely on using a funnel or kgerarrangement on the
device to elevate part of the incident waves alibeemean sea level to fill a raised
reservoir. The seawater returns to the sea viavehtad turbine. Examples of this
device are the Wave Dragon by Wave Energy AS [id Multiple Stage Overtopping
Device by Wave Energy [76] and others.

Some of the wave energy devices need gears anchuliyd systems to
generate electricity, while some are direct drivev@/energy devices [77]. The wave
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devices each have their own advantages and dis@ademnwhen compared to the
others. The Bristol cylinder device falls under thixth category because it is
considered a unique and direct drive device. Thisb& the device under study for

this research and will be further describe in thgtrsection.

2.6 Bristol Cylinder Wave Energy Devices

The Bristol Cylinder wave device that is studiedeh@goes not come under any
of the categories discussed above. It is a senmsuded device that is marginally
buoyant which rotates synchronously with the inctderave, given an appropriate
speed control. The wave power absorption charatieof a submerged cylinder was
studied in [15] and [31], and these proved that grogeneration by such a device is
feasible and worthy.

The dynamic behaviour of the wave energy conversigstem needs to be
analysed in order to quantify the rotational motiminthe Bristol Cylinder when
driven by the waves. As mentioned earlier, the tikcnenergy transmitted to the
Bristol Cylinder by the potential and kinetic engf the sea wave passing produces
a rotational motion. Therefore, the rotational torque can be utilizedhees driving
torque for the electrical generating system wittiia Bristol Cylinder system. The
torque depends on rotational velocity which is tedlato the properties of the sea
waves, i.e., the wave height and period. If poweraases with wave period then this
means that the power in the device increases asyiwder rotational velocity
decreases. This is an interesting issue for tretredal power train because in rotating
electrical machinery, there is usually a torqueitliso that power increases with
velocity, not decreases. This represents a challezigctrical energy conversion

system within the device.

For the study of the system motion, a monochrongtiasoidal wave model
is used. Two main theories, the Small Amplitude evaleory and Stokes Second
Order wave theory, will be studied for the monochatic sinusoidal wave modelling.
In order to maximize the energy produced, the nmotibaracteristics of the system
have to be considered and analyzed. The rotatlmetadviour of the cylinder depends

on the incident waves. It can be observed thaetfi@ency of the energy conversion
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process performed by the cylinder only reachesmimam level when the cylinder
and incident waves are synchronized and there goppate wave height. The
rotational cycle period has to be near to the peobthe incoming waves bearing in
mind that the waves themselves, in a real sea, stallebe constantly varying in
height and period with an approximate mean frequeibe efficiency of energy
conversion will change according to the incidenvevérequency and height. Hence,
real sea wave conditions are far from ideal forgnp@xploitation because the actual
motion of waves is very unpredictable. In other dgprit is more desirable to control
the Bristol Cylinder to react according to the dent wave rather than choosing the
device to function only at a specific wave frequeaad wave height because it will
reduce considerably (possibly to zero if unsyncimed) the total amount of the
energy produced during a period of time charaaedrizy a variable wave motion.
This is similar to a synchronous machine, whichdset® rotate synchronously with
the supply frequency and the excitation is simitathe wave height in its role. The
radius of cylinder rotation will vary with wave lghit and this issue is solved with a
flexible dual-armed Bristol cylinder that is abtedhange its rotational radius. This is
illustrated in Fig. 2.9. As already stated, theibadea is to adjust on the rotational
period of the cylinder to the period of the wavksthis way, it will be possible to
maximize the energy conversion from a large rarfggave frequencies and heights.
From the technical point of view, it is difficulo trealize a system for flexible arm
because the marine environment is a hostile latadiod not compatible with the
mechanical complexity of such a system. Hencestilsunder development. Fig. 2.9
shows a mechanical armature system although ingd 3jrtist’'s impression shows the
cylinder anchored using four hydraulic or pneumatidably-linear actuators. This is
not an unrealistic option — the Pelamis [73] usedraulic actuators on to give

resistive hinging between its sections.

The result of the procedure is that both the roteti radius of the Bristol
cylinder and momentum of inertia will need to batouously adjusted for successful
operation. With a flexible arm characteristic ast ph the cylinder arrangement, it is
possible to obtain the desired period and radiusotation of the sea wave energy
converter. A prototype is being developed and acb@asangement is shown in Fig.
2.9. Fig. 2.10 shows the basic working principlettté wave device. Assuming the

incident wave comes from the left to the right, gussition of the vertical slider will
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be set, the rotational radius will be calculated #re position of dual arm locked, and
the Bristol cylinder will rotate clockwise in cirlar motion. More details about the
working principle of the Bristol cylinder will bexplained and shown in section 4.2
later in the thesis. The prototype device as iihjtideveloped by Green Cat Ltd. and
unsuccessfully tested is shown in Fig. 2.11. THi®ws a very high gearing
mechanism (greater that 10: 1 step up) to drivenallsDC machine (floor, bottom

right). This turned out to be a consistently weaklpin the system.

Twin generators - one
Egggggg\ for each armature |
A

(a) (b)
Fig. 2.9. Bristol cylinder arrangement — (a) frew (facing waves) and (b) side view.

Sea wave with cylinder
marginally buoyant just
below water surface

Wave propagation
+—
,,,,,,,, ',',.f *.4——— Cylinder rotates

around this orbit (but
stays upright in water)

Generator rotor turns
around this axis as
cylinder moves in a

circular orbit in water

DN

Generator maximum
stator diameter

Armature structure
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:> Direction
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Joint - Circular Motion

Vertical Slider -

Fixed Axis

Fig. 2.10. Dual arm Bristol Cylinder.
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Fig. 2.11. Green Cat prototype (10:1 gearing imncigr and DC machine).

The moment of inertid of a Bristol Cylinder rotating just below the saaface can

be treated as a solid cylinder rotating about dareal axis. This gives

J= VT(D%+ rZJ (2.25)

whereDy is the cylinder diameter,is the rotational radius amdis the cylinder mass.

The simulations in this study will use three sipéslevice. There is a small
size of device that is simply used in a micro wémek for cross checking cylinder
device, its movements and functionality. Therehis Green Cat prototype. This size
of device is used for the simulation work which stitutes the largest contribution to
this study. Finally there is a full sized deviceddor costings and simulations in the

next section. These will be related to a sizing@sge later in this chapter.

2.7 Proposed Wave Tank Design

In order to probe the performance of micro systemesluding the Bristol
Cylinder, a basic arrangement for a micro wave fargonstructed at The University
of Technology Sydney. An initial design is shownHig. 2.12. This was a similar
arrangement to that originally constructed at Tmaversity of Glasgow and uses an
overtopping beach. Earlier, the wave measuremestsaien from the wave tank in

The University of Glasgow.
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For this newly proposed wave tank, a length lofi2 chosen from the paddle
to the cylinder to make sure only completed wawaehethe Bristol Cylinder so that a
length of greater than about. or more is needed for the paddle to beach. This
distance should be large to avoid wave reflectivam the cylinder to paddle and
from beach to cylinder; these will cause turbuleacd interference with other waves.
Ideally there should be no reflected waves. Thé& laicthese will make the waves
more monochromatic and increase the accuracy oéxperiment. The width can be
set to about 1 m since the wave power is alwaysutzied for 1 m wavelength. It is
also advantageous to conduct experiments in a 2rdional plane with no end effect,
which will greatly reduce the complexity especialliien it involve generator, a wave

tank width of 0.5 m can be considered as well.

Initial construction photos of the system are shawfig. 2.13 and drawings
of the system are included in Appendix 1. This waaek is constructed at The
University of Technology Sydney. There are limias to the size of the wave tank
in the given area but it is aimed at being ablgit@ 100 mm waves at 1 Hz. The
system was used to test the behaviour of a sinyileder as shown later.

77, Paddhe Drive Mechanism

Adjustable (Rotatsnal § Shdeable) L7 )
Besch

L Fexible Cover

| Padde
Water Faw Directon | | |
Lock el
Water
Pump
| - ’
4 m 2m

Fig. 2.12. Proposed wave tank design.
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Fig. 2.13. UTS Micro wave tank construction.

2.8 Device Scaling

The device scaling is an important part in thisagsh as it is impractical to
build the sea going device directly. It is moreqgpi@al to construct a small scale
device. However, the performance of the small sdalece can be scaled to study the
performance of the sea going device. The scalinth@fdevice performance can be

done using the Froude number.

The Froude number is defined by [78]:

_ linertial force_ [oDA? _ V
FR_ ; - 3 -
gravity force | oD°g /Dy (2.26)

whereV is the wave velocity. We can neglect the viscdiexcts which are negligible

[78]-[79]. For similarity of the two conditions threlationship should be satisfied:
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\/D| g \/DFS Oes (2.27)

where the suffid is the laboratory model and the sufft§ represents the full sized
device. These are used through the analysis bdéiagsvassumed that the gravitational

acceleration is the same [80].

The mean average wave speed in the cross sectitme dull scale device
should be used for calculation of the Froude nusp@i]. The water depth is the

major factor to distinguish the two conditions d@hds the geometric scaling factor

is defined by:
D
A=—

D, (2.28)

From (2.27) and (2.28), and from [82], the scafmgjor for the wave periods is

T_VvM_ /D -1
L _M_ B _f (2.29)
Tes Vi Des

while the scaling factor for the wave surface elieves is:

(2.30)

The power is proportional toH?T therefore if we scale all three linear distanaes a
the time then we find that the power scales\b¥ Essentially! is the linear scaling
factor. However it may be that one linear directovrthe wave periods are not scaled

according to the Froude number.

2.9 Full Sized Prototype Costings

Fig. 2.9 illustrates these dimensions and extehdgddius of rotation of the
cylinder to clearly show the cylinder motion. Thaseconsiderable inertia in the
cylinder; for an ocean-going device the cylindeulddoe 15 m in diameter and 50 m

in length and marginally buoyant. From equatiof@)2t can be calculated that for a 5
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MW device and 3 m 10 s waves, the power is 50 x208132 x 10 = 4.5 MW. In
order to assess the validity of the system a fiiests costing exercise was carried out

as shown in Table 2.3.

The main cost of operation of such a wave energy faill be related to the
structural manufacture and installation of the dewoffshore. According to a report
by Green Cat Renewable Ltd., in UK a unit size diW of this particular wave
device will need capital cost of £6.35M for insadilbn, and estimated operational cost
of £210,000/annum. The electrical generation cafit v £100/MWh without the
capital grant (E90/MWh with 10% grant). This figsleows that it is already close to
competing with offshore wind energy generation ppraximately £75/MWh. In the
long term, it is likely to be competitive with Near and other power plants although

at this point, this is very subjective. The cap@tasts estimates are shown in Tabl& 2.

Table 2.3. Cost Estimation of Installation of Coermal Wave Device (Resource: Green Cat
Renewable Ltd.)

UK Price (4 MW
Component ) ) Sources
Commercial Machine)

Turbine 1,500,000 Northead Ltd
Power Take-off 250,000 Score Europe
Generation & Power Peebles, Alstom power

o 700,000

Conditioning converters
Towers & Control Cabin 800,000 Corus, Score Europe

Foundations 600,000 Amec
Grid & Substations 1,000,000 Scottish & Southern

Control 500,000 Trac International
Other 1,000,000 Various
Total 6,350,000

2.10 Sea Resources

To assess the size of the full sized device iteisessary to assess real sea
states and the statistical analysis of the frequeamc height probability spectra. One

likely location is in the North Atlantic and a sifjoant wave height and wave
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direction for the 2 October 2011 is given in Fig. 2.14. However thgnilicant wave
period or frequency is still not given in this map.

Significant Wave Height with YWave Direction
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Fig. 2.14. Wave height data for North Atlantic igion 2/10/2011 (Ocean Weather Inc.).

A more detailed, and typical, plot is shown in R2gl5, again this is for the
North Atlantic. This shows that a reasonable ratade device would be designed for
3 m 10 s waves. While 1-2 m 7.5 s waves are statigt more common these are
lower in power and the peak power rated would gy above this. It is also worth
looking at other locations. A second location iswh in Fig. 2.16 and this is for a
location near Taiwan. This location should have dowave energy resource and

indeed, 1-2 m 7.5 s waves would appear to be a reasonable device design point.
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Fig. 2.16. Probability of waves of Chenggong, Tai2].

With reference to the scaling procedure in the iprey section we have the
comparative data in Table 2.4. For the wave dewitle 4.5 MW as the input power,

it is estimated that at 50% power conversion rétte,output power can be found as
2.25 MW. The rated torque which is the requiredjtierto turn the wave device at the

rated speed and producing the rated power canbealculated.
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Table 2.4. Comparison of small prototype and fatlle device — key outline parameters.

Parameter Full scale device Small prototype (Fig..21)
Target wave period 10s 3s
Target wave height 3m 0.16 m (using ratio of ditars)
Diameter 15m 0.8 m
/ (using diameters) 0.5333
Length 50 m 1.5 m (short comparedijo
Wave power per m 90 kW/m 75.4 W/m
Device input power 4.5 MW 113 W
Output power 2.25 MW (50 % eff.) 28.3 W (25 % eiffitcy)
Rated torque 3581 kNm 13.5Nm
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Chapter 3

DESIGN OF A DIRECT DRIVE
PERMANENT MAGNET
SYNCHRONOUS GENERATOR

3.1 Introduction

Recently, the application of brushless PM machivesincreased rapidly with
the development of rare earth magnet and powetretec drive technology. This
leads to compact and high-efficiency machines. &haachines roughly lie in two
groupings — brushless permanent magnet AC machandsbrushless permanent
magnet DC machines. The former has multi-phasessidal current sets. The back-
electromagnetic force (EMF) in the windings shobll close to sinusoidal and if
position sensing is used then a shaft encoder lgh resolution is required. These
machines are used in high performance servo dandsgyenerators and their theory of
operation is derived from synchronous machinescédhey are often referred to as
permanent magnet synchronous generators (PMSGS. brashless permanent
magnet DC machine uses trapezoidal current wavefamd the back-EMF should be
close to trapezoidal. If position feedback is métl then this will be via Hall Effect
position sensors since only the switching positi@me required. The theory of
operation is derived from DC machine theory. Whhey can give higher torque

densities they can suffer from torque pulsatioreyltend to be used in power drives.

In reality, many brushless PM machines have intdrate characteristics and
can be used with either AC or DC control dependingthe position sensing and
control strategy [83]. Both types of machine canehgery different types of rotor
design which can use magnets on the surface rotamterior permanent magnets
(IPMs). IPMs can give advantageous characterigti¢srms of additional reluctance
torque components (useful for very high density affttient drives) and extended

speed operation, well into the field weakening eaquseful for vehicle drives [84]).
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In this application the machine is being used age@erator. The aim is to
design a generator to fit into the end voids inghetotype shown in Fig. 2.9. These
were initially used for a gearing arrangement améls PM machines as shown in
2.11, but these were found to be unsuccessfulhBynature of the application it was
deemed that a direct-drive surface-magnet PMSG dvbal suitable; and that two
would be needed, one for each armature. The rdasasing surface magnets is that
these machines are very high pole number and #w@spyn needed for the encoder to
enable full utilization of the rotor saliency woubé too high. Fitting IPM magnets in

narrow pole pitches is also difficult.

In this chapter the design procedure for the geaexas described. This is a
theoretical exercise. The prototype cylinder iseaigh goal. The company involved
(Green Cat Ltd.) had limited resources to enablestaction of what would be
expensive prototypes and the priorities of the camypchanged as this PhD study was
beginning. Therefore it was decided to continue phgject as a design exercise.
Before the design procedure is described, the dpuent of brushless PM machines

is discussed.

The main reasons for the growth of the brushlessniddhine market are the
developments in new materials with better magretaracteristics, and the reduction
of the cost and improvement in performance of tbeigr electronic converters (as
already mentioned). Brushless generators consttuetth the permanent magnets
have several advantages, such as minimal rotoedpsdimination of the external
source required to create the rotor magnetic fieitther the DC-current field winding
via slip rings or brushless exciter in the synclowms machine, variable AC-current
field winding via slip rings in a doubly-fed indimh generator, or additional flux-
vector stator magnetizing current in a cage inductyenerator), no commutator,
larger torque per volume, minimal maintenance o tbtor (since there is no
armature or slip rings), high efficiency when desid correctly with high energy
rare-earth magnets, as well as several other reag@na result, PMSGs have been
developed for different applications. These incluwdad turbines [85]-[87], marine
devices [88]-[90], hydro power plants turbines [§43] and other renewable energy
fields. The disadvantage to these machines is ttiatfield cannot be controlled

leading to variable voltage operation and, by theable nature of the speed, the
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frequency is also variable too, so considerablegsawnditioning is required. This is
usually in the form of a rectifier (controlled oiode bridge), DC link (possibly with

some DC voltage control using a chopper) and aapithected inverter.

An electrical power system is built from many indwal elements. When
connected, they form a large and complex systensa/functions will be to generate,
transmit and distribute electrical energy over dargreas for consumption.
Synchronous generators are the important compoénte system, where it will be
the main source of electrical energy. These alienstistly standard constant-speed
grid-connected embedded generators of very large. Sihere have been several
books addressing brushless PM motor design andatq84][95] but comparatively
few that address brushless PM generators [91]. Mekyedetailed modelling and
analysis of the synchronous generators has beeliedtérom the 19 century. The
theory and performance of synchronous generatas been covered in many books
(e.q., [96]-[106]) spanning a considerable lendtiimne and often within the context
of power system operation. Therefore the desigrguore and analysis techniques
for large, low-speed PMSGs are less defined evength they have the desirable
characteristics of reduced size and weight, implos#iciency (eliminating gears),

easier maintenance (no brushes or gearbox) andeddwise.

3.2 Generator Technologies

Two different generator technologies are reviewed this section for
comparison, these are the PMSG and induction gemefidhe discussion is limited to
radial flux configurations. Axial flux configuratis are not discussed here; these tend
to be limited to smaller applications although &éhare some large examples of these

in ship propulsion [107].

Induction generators are closely related to indactmotors and their
construction is a very mature electric motor ted¢bgy [108], spanning over a
century of development. Induction motors are thakiorse of industry and the
generators are now extensively used in wind andrdhygkneration. Before the
widespread use of power electronic converters,atidn machines were often used as

one half of the motor/generator set in a Ward-Leorsgstem and their role was both
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as a motor and a generator. Cage induction macHivksh are over 90 % of
induction machines) have no internal source of takon (the motor flux) or any
external way of applying a rotor current to setexpitation. This has to come via the
stator windings. Magnetic fields are related taedioenergy and this in turn is related
to reactive power consumption (which is the cycliofgstored energy in an AC
circuit). Therefore an induction motor requirescatese power to operate; hence it is
inductive. To supply this reactive power, early elepments in induction generators
were made using fixed capacitors (as sources ofivegpower) because in traditional
power systems there are only two sources or reagiewer — capacitors and
synchronous machines; if there are no synchronocashimes on the system, then
capacitor excitation is required. In modern powecteonics, the STATCOM is often
used to control the reactive power. As a resu#t, gbwer output was unstable since
the excitation could not be adjusted as the loadpeed deviated from the nominal
values. Hence it was not a popular way of genegagiectricity. With the higher
availability of high power switching devices todane induction generator can
provide stable power with the use of adjustableitatton control and operate in

stable manner with appropriate controls.

The induction generator also consists of two ebesagnetic components (as
with all rotational electrical machines) which igtrotor and the stator. The rotor is
obviously the rotating component. For a cage maghinis formed from a high
conductivity cage structure of high strength baxsated in a slotted laminated iron
core to form a squirrel cage. It can be formed frpper bars that are inserted into
the slots and end-rings brazed on, or it can bé inagluminium or (more lately),
copper. Large machines tend to have fabricatedgathile small machine are often
cast. The stator is formed from slots where thedwig is inserted. This is usually a
three phase winding although single phase machireegery common for small pump
drives. The slotted nature of the stator and thgted winding are similar to the PM
machine in terms of fabrication although the theoiryhe winding arrangement can
be very different, particularly compared to a frawcél-slot brushless PM machine.

Fig. 3.1 shows the cross sectional view of a tyipraduction generator.
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Fig. 3.1. Cross sectional view of induction genarat

For an induction generator, as already discusedyoltage and frequency
output have to be regulated. Invariably they aredtlphase machines, even if they are
not directly connected to the grid.

If the machine is grid connected, the control & toltage is via closed loop
operation where the terminal voltage and torque amljested to generate constant
output voltage and frequency regardless of vanation speed and load. The
magnitude and frequency of the excitation curremtatermined by the control system.
However, operation at high slip is inefficient $w tspeed range for grid-connected
cage induction generators is very narrow (oftels b 1 % from the synchronous
speed) so they are effectively fixed speed geneyatod often fixed load. The only
advantage they offer over a synchronous machingha they do not need

synchronizing and separate field control.

If the machine is not grid connected then thisvedlovariable speed and load
operation. This is a more modern use of the indactienerator. This means the
frequency, and hence the speed (because the mschoeld operate close to the
synchronous speed), is free to vary. The usualt@ns if the voltage/frequency
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characteristic is linear up to the speed whereal fieéakening is used (to extend the
operating speed range). This requires current abhath in terms of magnitude and
phase (hence the use of strategies such as flugrvarcdirect torque control). Speed
and current feedback are both required. In thisifire induction generator represents
an alternative option to PM generator operationvariable speed synchronous
machine operation. All of these options requirecasive power electronic converter

control.

To reduce the size of the required converter thenbly-fed induction
generators (DFIGs) are often used in applicatiarch sas wind turbines. The stator
winding is now grid connected but the rotor is woumwith a similar three-phase
winding) rather than cage-type and the convertecasnected to only the rotor
windings via slip rings. In this way the converteansmits about 25 % of the

generated power. These machines do have a ralgtitiblem due to the slip rings.

Low speed machines require a high pole numbemwibe the frequency of
winding flux linkages is low which means the inddoeltage will likewise be low
unless prohibitively high coil turns are used. Iddi@dion multi-pole induction
generators have low magnetizing reactance so therpfactor is poor. In practical
terms the stator slots per pole also tends to Wedige to the small pole pitch. This
means that it is hard to realize a winding thatlbasspatial harmonic content. This is
very important in an induction machine. If thereaidiigh spatial harmonic content
then the machine will have poor operating charattes since the winding harmonics
will interfere with torque production. However, forushless PM machines there is
not the same requirement to have a winding with leavmonic content. Indeed,
fractional-slot windings, as found in many brusklé¥M machines, can have sub-
harmonics too. Sub-harmonic current frequencieseappvhen the system is
generating frequencies which are less than thessydtequency. These will not
interfere with torque production. They will affettte leakage reactance which will be
in series in the circuit (affecting the power fagtalthough for a surface magnet
machine, the effective air-gap length is high se tkactance is low. Therefore,
generally, induction generators for low-speed did¥tve applications are seldom

used [109] and PM machines are the only real atam
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The PMSG consists of two electromagnetic componehte rotor is the
rotating magnetic structure. The permanent magsettaip a rotating magnetic flux
wave that rotates synchronously with the rotor. Stagionary stator is constructed
from electrical steel laminations and the windiags inserted in the slots. There are
not the same constraints on the winding arrangerserthat often there is not an
integral number of slots-per-pole or pole-pair..A® shows the cross sectional view

of a typical radial flux permanent magnet gener@@diG).

Armature Core

Air Gap

Armature Winding

Permanent Magnet
Shaft

Fig. 3.2. Cross section view of radial flux PMG.

Older PMSGs were manufactured using ferrite maghett these are low
energy magnets and they can be easily demagnetizethodern PMSGs, higher
energy magnets are used. The permanent magnetaatdactured using high energy
rare earth materials such as NdFeB or Samarium IC@Co). Retention of the
permanent magnets on the rotor can be an issug.arbeeither glued or high strength
metallic or composite containment rings can beazatil. The stator core is made from
laminated electrical grade steel. Usually the coppgs dominates although for high
frequency operation (often in the flux weakeningioe) the iron loss can be an issue
where the steel grade needs to be carefully adette§dhe electrical windings are
made from high purity copper wire conductors whick coiled and insulated from
one another and from the iron core using enamelirgs (often called electrical

varnish) and slot liners (made from material sueiNamex). This winding system is
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suitable for low voltage windings. The entire stadgsembly is impregnated using
high temperature resin or epoxy. In high voltagemrzes the winding system is more
sophisticated. The conductors are rectangular anchefd into a rigid coil. The

conductors are taped, held in a fixed position emchpsulated in resin to maintain an
insulating distance. They are slid into slots (hare totally open) as a complete
rectangular-section coil side; there will be a oarcscreen. There are not many
PMSGs that require this sort of winding system. Vbkage output of the generator is
unregulated AC and usually there are three phasesvoltages will vary according

to the speed and load. In the normal case, thag®loutput is connected to a power

electronic conditioning system before being trartsdior distributed.

Low speed PMSGs have been used in wind turbine@][fl11]. Generally,
multi-pole synchronous generators are recommendedofv speed operation but
these can be wound field machines as well as PMhimes. Generator systems that
utilize multi-pole wound rotors are manufacturedBercon, Germany [112] and M
Torres, Spain, although this form of generatortid sot widespread. As already
discussed, in a low speed generator, permanentetsagre usually utilized because
of the high magnetic field (or effective field annpdurns). The increased efficiency
due to this high energy field and reduced thermmablems (since there are no rotor
currents) on the rotor side are the consequentactaristics that relate to the
increasing popularity of this form of machine. Guntly, PMG systems are being
manufactured for on-shore applications. Examplethe$e are the Leitner generators
in South-Tyrol, Italy [28] (this reference claintsat the M Torres generators are PM
but investigation on the manufacturers website sestyythey are wound rotor
synchronous machines), the Siemens generator inw8uod Norway [113] (bought
by GE in 2009 — the GE 4.1 — 113 4 MW wind turbisi¢he first wind turbine to be
specifically design for off shore use), Lagerweynemators, Netherlands [114] and
Innowind, Saarbruecken, Germany [109] (this compasyreally involved in
technology innovation rather than commercial wimdine manufacture). The normal
design for PMSG rotors utilizes surface-mountedragrent magnets with distributed
three phase stator windings, with either an inmeowder rotor. The stator yokes are
quite thin and the active mass is low in these nm&shdue to the high pole number. A
good review of the various geometrical properties liow speed wind turbine

generators is given in [115]. Most of these gemesadre of the inner rotor design.
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PMGs do not require magnetising current in thestamt torque region and
this increases the efficiency and yields a highewegr factor compared to the
induction generator. In the field weakening regiba stator currents can be used to
weaken the field by use of phase advance. The PMBiamate the use of slip rings
or brushes. This improves the reliability of theneetor. For generators with
equivalent power output, the use of permanent ntageads to reduce the weight of
the generators. This leads to increase in the éotgunertia ratio and increase in the

power density.

Rare earth magnets are costly and magnets caer dufin corrosion and
demagnetization under fault conditions; this wilbt nhappen for the induction
generator. Induction generators are generally itohnd inexpensive. In addition to
the issues discussed above, another disadvantage ofduction motor generator is
that the generator size tends to be larger comp@aresh equally rated PMSG. The
control is quite complicated and expensive too. gansons between the PMSG and
the induction generator have been made by sevesabrchers [94][116][117]. This
further underpins the choice of the PMSG over tituction generator. The aims of
designing a PMSG for this application are to desigow cost, eliminate the need for
a gearbox, increase the efficiency of the driveyeo the cost of the turbine
maintenance, and produce a high performance ahtwgight generator. Since the
rated speed is low, a large diameter and high poleber machine is required. This

will require a large amount of magnet material viahigll impact on the cost.

Under the category of PMSG, slotless PM generdtase been developed.
High energy rare-earth magnets mean that the pircga be large and this facilities
the use of air-gap windings. The slotless machelgsinate the rotational cogging
torque and can decrease the core losses. As 4, &yl can increase the generator
efficiency and provide a good torque to volumeagsaiti also produces a linear current
versus torque relationship. Slotless generatorsreduce the noise and vibration as
well. They also allow more magnet surface arearitedhe flux across the relatively
large air-gap [118]. Because of the large air-gapyttend to have low stator
inductance and the inertia is higher than an edemily rated slotted machine due to
more PM material in the rotor (this is useful foechanical energy storage). The

disadvantages of this type of stator winding aed there is more eddy current loss in
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the windings which can necessitate the use of trenywire (Litz wire) and it can be
difficult to wind. If the frequency is low then thmay not be an issue. There can also
be a restriction in the area available for the wigdin a slotted machine the slots can
be made deeper to accommodate addition coppehisustnot really possible in air-
gap wound machine. Increasing the air-gap length weaken the air-gap flux from
the magnets, thus negating the effects of increaseding turns or cross section.
However, the advantages of low armature reactanoeowerride the restriction in
winding window space and eddy currents because piner factor may be
significantly increased, which can reduce the nexlicurrent and back-EMF for a
given power. It may also allow the use of a diod&de rectifier rather than a

controlled rectifier.

3.2.1 Cogging Torque and Torque Ripple

Cogging torque is due to the alignment of statotsslith magnets. If there is
an integral number of slots per pole then in aatidgive high-pole number machine
this may be substantial. It can be reduced or remavith careful magnet pitch and
skew. Cogging torque was discussed in [83] anddbdgying torque occurs when the
machine is open circuit and can get transferredutiin to ripple on the load torque.
This may interfere in the machine operation paldidy when the machine is
generating and the load is low (i.e., the wavessarall).

In terms of winding analysis, with the lack of staslots cogging is not an
issue. Therefore it is possible to use fully pittlmils and integral number of coils
per pole per phase with a slotless stator andagrvgindings. The use of fully pitched

windings allows a high fundamental winding coe#iti with low harmonic content.

Torque ripple is not only due to cogging torquer &dhree-phase PMSG, the
current is controlled to be sinusoidal, or it isl farough a diode bridge. The back-
EMF induced into the windings by the PM excitatglmould be sinusoidal, if it is not
sinusoidal then there will torque ripple. Therefdrenay be advantageous to use a
fractional number coils per pole per phase so titEMF induced into successive
coils will be phase shifted, which will produce imamic cancellation without a large

reduction in the winding harmonic if they are aged correctly. For a high pole
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number machines it may also be good to use fraatsint windings because the pole
pitch is quite small and it may be difficult to wiinhe stator with three coils per pole-
pair, which is the minimum for a fully-pitched wimgy so that this needs to be

carefully considered.

Therefore the choice of a slotted or slotless dasshPM machine still appears
to be the correct choice for this application wiibth exhibiting advantages and

disadvantages. Fractional and integral coils pés-pair are also alternative options.

3.2.2 Permanent Magnet Materials

The selection of the PM material depends mainlytlen cost, availability,
remanent flux density and coercitivity. Recenthge use of rare-earth magnet material
has become common in many electrical machines. i$hdse to the reduction of the
cost of the material and improved magnetic charsties. However, the price of this
material is still relatively high and there areuiss related to the supply chain of the
material from China. Rare-earth magnets are thengtrpermanent magnets
constructed from the alloys of rare earth elemeritkey are stronger than
ceramic/ferrite or alnico magnets. The short cirouagnetic flux density produced by
the rare-earth magnets (the remanent flux densaty)be in excess of 1.2 T, while the
ceramic magnets typically produce magnetic fieltifess than 0.5 T. There are two
types of rare-earth magnets: NdFeB magnets and Sm&gnets. They can be
sintered or bonded; sintered magnets have muchehighergy levels. Bonded
magnets tend to be used when more complicated relapi required. Sintered
magnets are usually simple rectangular blocks cs and are often pre-magnetised
before assembly because of issues and weaknesse=roed with magnetizing high
energy magnets in-situ. They must be coated tteprdhem from breaking and
chipping because they are vulnerable to corrosiBM materials have been
extensively discussed by others [119]-[121] and¢hteeatises include discussions of
many of the new developments and improved propediethe magnets. The key
important properties which are used to compare ghBnanent magnets are the
strength of the magnetic field, the remanenBg, (and the material resistance to
becoming demagnetized, i.e., the coercivity)( The material properties for various

permanent magnets are illustrated in Fig. 3.3 ahdlated in Table 3.1.
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Fig. 3.3. Graph showing the typidaH curve for various PM materials.

Table 3.1. Comparison of parameters for variousraterials.

Coercitive , Electric
PM Materials Rerélirjr(;nce Force H, P eriilzgi\lli?y L Conductivity y
(A/m) (MS)
Alnico 5 1.254 50988.0 1.500 2.25
Alnico 6 1.075 59928.2 3.300 2.25
Alnico 8 1.804 109301 6.678 2.25
NdFeB 32 kJ/m 1.160 883310 1.045 0.667
NdFeB 37 kJ/m 1.251 950000 1.048 0.667
NdFeB 40 leg 1.290 979000 1.049 0.667
NdFeB 10 kJ/
(Bonded) 0.685 445634 1.223 0
Ceramic 5 0.394 191262.1 1.886 0
Ceramic 8 0.391 233567.9 1.438 0
SmCo 20 kJ/rh 0.901 693000 1.034 1.176
SmCo 24 kJ/m 1.010 724000 1.110 1.176
SmCo 27 kJ/m 1.070 772000 1.103 1.176

From Fig. 3.3, it can be seen that alnico allovinsgh air-gap density and high
operating temperatures. However, the demagnetizatiove is very steep. Therefore
it is very easy to both magnetize and demagnehigenrtagnet making it really only
suitable for low energy instrumentation applicaio@eramic magnets are low cost
magnets and have very high resistance which caanbasset to suppressing eddy
currents but they are low energy. NdFeB and Sm@esyf rare earth PM are both
shown in Fig. 3.3; NdFeB has better magnetic ptoggeithan SmCo at the room
temperature and this makes it the usual materialcehfor high energy magnet
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applications. All the permanent magnets have adgmst and disadvantages. The
mega gauss-oersteds (MGOe) parameter used in 3dblefers to the energy stored
in the magnet; this is the maximum energy proditatan also be seen that NdFeB
magnets have an almost linear demagnetization dantke second quadrant. The
knee of the coercive force curve is located intttiel quadrant of th&H curve at the

room temperature. This makes them hard to permigndstnagnetise.

In addition to the performance of magnet materiet®nomic considerations
must be addressed. If low cost is the most impbrtaterion then ceramic magnets
may be the most suitable material. However, in shisly, high performance and high
torque are desired, so that rare earth magnetddshewsed. Therefore, as dictated by
the most recent consensus, NdFeB material was chioserder to get a good

relationship between the performance and cost.

3.2.3 Soft Magnetic Materials

Soft magnetic materials are usually in the fornralfed laminations or soft
magnetic composites (SMC). SMC material consistsoof powder particles that are
coated with the insulating film coating and pressed shapes under high pressure.
They tend to be used in small inductor cores aecetis a push to use them in larger
machines. SMC material has the advantage of algpwhnee dimensional flux paths
but their relative permeability is still quite lomompared to laminated magnetic steel.
Hence they have not been adopted in electrical mesho any great extent. The
traditional method for fabrication of electrical amnes is to use the more standard
lamination. The relative permeability is much higlence the steel is higher in
density and the insulation coating is only on thmihation surface. This does give
higher eddy current loss. For 50 or 60 Hz flux th@mnination thickness may be in the
region of 0.35 to 0.5 mm, whilst in aeronautic&et designed for 400 Hz operation,
the lamination thickness is much less and can Hevass 0.05 mm. This limits the
eddy current loss. The resistivity, mechanical fantbmagnetic properties of the soft
magnetic material depend on the iron powder parsde, density, insulation coating,
compaction or rolling process and heat treatmeciecypepending on the application,
magnetic steel lamination material can be adaptesiuit a specific application. A

good generator with laminated silicon steel cores @chieve good magnetic
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properties along planar flux paths. Lamination bargrain oriented, but this tends to
be only used in transformers. For cylindrical maelki non grain orientation is
required. The most suitable type of magnetic latonafor a PMSG is ferromagnetic
material based on the iron and nickel, which iseminat use in low frequency

applications.

Steel cores increase the flux for a given magmetiforce and decrease the
device size and weight for a given rating. SMC saee made by highly compacting
insulated high quality spongy iron powder. So tllelyecurrent losses are greatly
reduced due to the high resistivity. However, agaaly stated, they have a low
relative permeability so substantial redesigningeguired for a given application in
order to utilize it properly. Alloy powders coul@ lused; they are a mixture of nickel,
iron, copper and molybdenum. The higher the peaggntof iron, the higher the
saturation flux density and the higher the lossae [122]. The magnetic material

properties for various materials are shown in Big.and Table 3.2.
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Fig. 3.4. Graph showing the typidadH curve for various Soft Magnetic materials.
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Table 3.2. Comparison of parameters for various agnetic materials.

_ Saturation Relative Electric
Soft Magnetic Flux Density, H (Hina) Permeability | Conductivity
Materials B (T) (A/m) 7 y (MS)
US Steel Type 2-S
0.018 inch thickness 1.906 77.340 9400 6.25
US Steel Type 2-S
0.024 inch thicknesk 1.957 84.980 7400 6.25
Carpenter Electrical NaN 291.74 2065 769
Iron ) )
Pure Iron 2.01 27.796 14872 -
1006 Steel 2.164 119.36 1404 0
1010 Steel 2.275 318.31 902.6 0
1018 Steel 2.43 795.77 529 0
1020 Steel NaN 238.73 760 0
1117 Steel 2.13 238.73 1777 0

Fig. 3.4 shows the typicdBH curve characteristics for the different soft
magnetic materials. Table 3.2 shows comparativa @at the main classes of soft
ferromagnetic materials under consideration. Thiexmg of the steel is the grading
system of the steel according to the Society obAgtive Engineers (SAE). The first
digit indicates the main alloying elements whichihe carbon steel. The second digit
indicates the secondary alloying elements with @las carbon steel and 1 as the
resulfurized carbon steels. The last two digitlicate the amount of carbon by weight.
Generally, the materials with high saturating flaensities Bsy; offer higher
inductance capabilities (i.e., higher flux per arbp} at the expense of higher core

eddy current and hysteresis losses.

3.2.4 Permanent Magnet Configuration

The PM rotor configurations in PM motors and geteesm have been
discussed in many books and papers; a range ia @ivf@3][94][95][123]-[125]. The
main considerations will be the machine applicataesired torque per rotor volume,
torque ripple and cogging torque, power factor, amderal others. The two most
common configurations for the rotor are surface medg)and embedded magnets. The
main advantages of embedded permanent magnets hate nhagnetic flux
concentration is possible, and also therey-exis saliency which can introduce a
reluctance torque and also help in the field weslgemegion to extend the speed
range (both of these effects utilize phase advahtiee current so that there is bath
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andq axis current, not jusi-axis current). Cheaper magnets, such as ferrigmnsta,

can be used to get the same magnetic flux in thgag or high torque can be
obtained with phase advance [84]. With appropridésign of the rotor, a near
sinusoidal shaped flux waveform can be obtainedh wither surface or embedded

magnets.

Lampolas [126] studied various surface PM locatitor low speed machines.
His findings show that arc magnets are the bestisaol followed by straight magnets
located adjacent to each other. In this studyrare earth magnets in a surface PM

configuration are chosen.

Xs

VphT T EPM = APMwe

(a) Per-phase equivalent circuit for realient pole PM generat

E

PM

iR 1

ph " ph

(c) Phasor diagram for non-salient pBll generator with resistiy
(diode bridge) load

Fig. 3.5. Per-phase circuit and phasor diagram®k®8G with surface magnets.

One advantage of the surface magnet PMSG s tiedds to a simple rotor
design with low weight. It also has low armaturaatance and there is no separation

between thed axis (magnet-centred) ar axis (centred on the inter-pole position)
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inductances so thaty = X; = 2X43 = the winding self inductive reactance. This
assumes that the mutual reactance between the spimssqual to half the self
inductance in magnitude and negative (since treegegpatial rotation of 120° elec so
that the linkage is scaled by cos(120°) = -0.5)thatithere is a balanced sinusoidal 3-
phase current set. In Chapter 4 the analysis cerssiet] axis theory and transposition
from 2-phase to 3-phase. This allows transientyaisl the analysis in the chapter

considers only steady-state operation.

3.3 Analytical Method

An analytical method can be used to calculate tlgmatic properties of a
PMSG. These are couched in terms of machine ardl\stdate operation. We can
use the geometry shown in Fig. 3.6. This is forlaless machine with air-gap

windings since this arrangement is adopted fontaehine design.

Fig. 3.6. Slotless machine geometry (2 poles opalé machine).
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The equivalent reluctance circuit for a surfacegnet synchronous machine is
shown in Fig. 3.7 [127]. This allows us to studg thnagnetic performance of the
machine. However, the equations in [127] are irexifrthe correct set of equations
for the magnetic circuit is set out below.

=N
q
> —

YRy

[{52 [] ®PM D R‘.sz

Fig. 3.7. Equivalent reluctance circuit for a PM&{Eh surface mounted magnets.

The parameters shown in Fig 3.7 are defined asithgap magnetic fluxps,
PM flux ¢pm, the magnet reluctand®y, the magnet end-region leakage fluxes
the leakage reluctance in the inter-magnet reggnthe air-gap reluctance between
magnet and statdR;, and stator yoke reluctan€®.. The total magnet flux can be
calculated and thus the air-gap flux, which caruded to calculate the EMF induced

into the windings. Using the geometry in Fig. 3tbe air-gap reluctance is

h
Ry=—3%—— (3.1)
:uo ><Ip ><I‘stk

wherehy is the effective air-gap length between the PM thedstator core (for an air-
gap winding this includes the thickness of the wigdayer),.o is the permeability of
free spaced,, is the pole width at the mean air-gap radius lajds the stack length of
rotor (it is assumed that the stack length is Hraesfor the rotor and stator). The PM

reluctance is the reluctance of the magnet so that
h,

R, = (3.2)
) /UOX/UPMXImestk
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wherehy, is the magnets thicknessy is the relative magnet permeability (generally,
for a sintered NdFeB magnet this is in the regibh.05 to 1.1), andl, is the magnet
width. The leakage reluctances either side of tidecBn be put in parallel and treated

as one reluctance; hence:

R D, (3.3)
2 IUOXIUPM (Ip_lm)sttk

This is corrected from [127] by a factor of twoedio the flux from adjacent
magnetics. The stator teeth (if there are slot)algo have an effect if the length of
the flux path is long and/or there is saturationisTeluctance is calculated through an
iteration process if necessary to account for tbhe hnear steel characteristics,
although here the theory is being outlined. If tieductance of the iron core is
assumed to be constant (i.e., the flux densityelev the knee of the BH curve), the

air-gap flux due to PM is calculated using the eigma

Opu
R, + R, +2RF‘)P’VI x(

02

¢0'PM =

R (3.4)
5“a+&j

2
whereRgcis the teeth and stator yoke reluctance @pd is the magnetomotive force
(MMF) of the magnet. Again this is corrected froh27]. Since the demagnetization

curve of the magnet is virtually straight line, #F can be expressed as
Opy =H, xh,, (3.5)

whereHc is the PM coercive force ang, is the magnet thickness. The flux depends
on the magnetic potential differences along th&edsht flux paths. For completeness
we can also add in the stator yoke and tooth (thegiens often saturate, particularly

the teeth) so that the magnetic potential diffeesrare:

O,y = Hipom X Pigotn (3.6)

O,,=H_  xI

s(i) yoke st

(3.7)
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where®y; and O are the MMFs (or magnetic potential differencespss the stator
teeth and yokehootn IS the stator tooth height (not shown in Fig. Begause it is a
slotless arrangement); is the pole pitch arc length at the mean statde y@dius,
and Hyomand Hyokeare the stator teeth and yoke coercive forces. @meanagnetic
potential differences have been calculated, théhtamd yoke iron reluctances are

added together using

Reety = ) + Q_S(i) (3.8)
¢PM ¢ﬂ
2

If an iterative technique is being used to accdonsteel saturation in the stator, with
this new value of reluctance, the air-gap flux acalated again by equation (3.4).
This loop is repeated until the differences in @sxdensities from one step to the next

one are less than an establish quantity.

One of the most important quantities is the pesghback-EMF induced into

a phase winding. This can be calculated from [94]:

21T
EPM :Ex f x kf X N.‘I.X¢JPM (3-9)

wherek; is the winding factorN; is the total turns number per phase &nd the
frequency of the induced back-EMF. The winding dacts a critical factor in
assessing the effectiveness of the winding layeapecially in a fractional slot

machine. This can be calculated from
K :kpXK:lx KX K (3.10)

wherek; is the pitch factorky is the distribution factor ankl. is the skew factor and
ks is the slot opening factor for a slotted statotha& spread of the air-gap coil for an
air-gap winding . In this study, the skew is zeodkg = 1. Referring to Fig. 3.8, the
different coefficients are defined below. It shobkelremembered that these are aimed
at the general case where coils may have differemtber of turns and their pitch and

position can also change. There are several refesethat review winding theory,
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such as [95]. There are slight variations in theotly, particularly if double layer lap

windings are used.

The pitch factor for coit is defined can be defined as

. (na
Koo :sm( 2°j (3.11)

wheren is the harmonic number. And the distribution fadtr a number coils that is

average of the term for each coil
Ka( =c0S(Nng2.) (3.12)

where ¢. is the coil offset. This often completes the wirgdianalysis in a slotted
machine when the slots openings are narrow. Howé&wse have an air-gap winding
we can account for the actual width of the condulbtmdle where

Zsin(n’gc)
_\2) (3.13)

or Flux | Distributed winding MMF

:""\/-> Rotating direction

Slot opening angle
or

air-gap coil spread

=, elecrad

.t

v
Y

Fig. 3.8. Angular definitions for winding coefficiecalculation (centre is stator series-

connected phase winding is at centre of magnet).
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If all the coils for one phase are in one spat@difpon with respect to the
pole thenky = 1. If the coil is fully pitched thek, = 1. However, when there are
several coils in different spatial locations wittspect to the pole, different pitches,
and different number of turns, then we can caleula¢ total winding factor as

ar Zsin(nzﬂlj
lem(zlj cog nqq)nﬁ1

na 25in(nzﬂ2j
+N, sm(zzj cog %)T

Zsin(nﬁcj
+...+ N sin(m;c) cos{nwc)nﬁc2

K, =k % (3.14)

3.4 Finite Element Analysis (FEA)

Compared to the analytical method, the magnetiestatid FEA solution
offers a more accurate way of determining manyhefRMSG parameters. The FEA
method has been used by many researchers to \hafyperformance of the PM
machines; some examples are listed in [128]-[1&BApagh the number of references
is very large. The air-gap flux in PMSG is due e two sources of MMF - the
permanent magnets and stator current (often cdeding). The presence of
magnetic saturation together with complex geomainyg non-regular windings in
fractional slot machines can make the determinatiothe machine flux distribution
and resultant torque and flux linkages in the PM®@iplex. However, all these can
be solved using the two-dimensional (2D) FEA. Feudace PM rotor, the influence
of magnetic saturation may be neglected in theryatod even in the stator, if only a
low current loading is applied in a very high toeqdensity design [131]. In a slotless
machine, a 2D magneto-static model can be usedltolate separately the air-gap
flux distribution produced by the PM and stator MMIis is done by solution with
open-circuit conditions and load conditions. Theswames that iron saturation has
little effect on the magnet flux linkage, which magt always be the case; this is
discussed later. In this type of magneto-staticugation, constant currents are set in
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the machine to represent a snap-shot in time amdtttic flux and flux linkages are
calculated. It is possible to conduct a numberimutations where the rotor is rotated
and the current cycled to produce a set of resafisesented one rotor revolution or
cycle through the current. It should be highlightedt this is not a full magneto-
dynamic simulations, where the electrical circaivvoltage fed and both the flux and

currents are calculated.

There are many ways to calculate torque in an FEBAtion. This may
involves using Maxwell stress tensors or Virtual Wmethods. The Virtual Work
method uses the computation of magnetic energycareghergy and these are crucial
for good torque calculation. The flux distributionthin the generator is important
because the magnetic energy and co-energy are diamern this. The magnetic flux
distribution can be found analytically through asption and basic calculations and a
simple lumped magnetic circuit. In an FEA solutitime device is discretely divided
geometrically into small elements so that magnétix is calculated to a more
detailed level, leading to more accurate solutions.

A magnetic field is formed from two vector quaietst which are the flux
density B and field intensityH. The flux density is the amount of magnetic flux
flowing through a given area of material, while fiedd intensity refers to change in
intensity of magnetic field due to the interactioh the flux with the magnetic
properties of the material through which it is flag. In the generator design, it is
common to assume th& and H are collinear if it is modelled using a lumped
magnetic circuit as outlined in Section 3.3. Inavtlwords, they are oriented in the
same direction within a given materid® and H are related to the material

permeabilityu where

B = uH (3.15)

For non magnetic materials the relationship isdinghereu= po. If the material has
magnetic properties than the permeability will beichn higher (possible several
thousand times) but there will be a maximum fluattis possible before the material
domains are aligned and it saturates, creatingkifee” in the BH curve in Fig,. 3.4.

The magnetic flux@ flowing perpendicularly through a volume is themsof the
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magnetic fluxes that flow through each elementmolume so that it is the integral

(or sum) of the flux components:
® = [ B, (x y)dxdy (3.16)

Faraday’s Law states that the voltage inducedantocuit is equal to the rate
of change of the magnetic flux linkage. The fluxklhge can be viewed as the product
of the number of winding turnd and the flux linking them. The flux linkagg will
alternate when the rotor rotates and the PM flusspa through the circuit coils in
synchronism or in succession if there is spatiapldicement between the coils. The

voltage induced by the rotation is referred toheskiack-EMFe so that

e=NIP_dy_  dy (3.17)
dt dt dég
w, = 27T><ﬁ (3.18)
60

wherea, is the angular velocity in rad/§, is the angle of the rotor with respect to

the reference axis adis the speed of the rotor in rev/min. Later, itllisstrated how
in the FEA, by taking the difference between theynadic vector potentiald of the
“go” and “return” conductors of a coil, the fluxaking the coil can be obtained in a
2D solution.

3.5 Generator Design

Low rotor speed can be a drawback for an electeicegator because it is
torque-limited; so that to obtain high power theighhtorque will be required.
Standard generators (with two four or six poles)nca be used in this case. Therefore,
there is a need to develop a generator specififatlyhis application. A direct-drive
generator must be designed with a large rotor di@end a high number of poles.
The high pole number is required to get a suitéit@guency ratio to generate high
torque. Wound rotor synchronous machines are usedirect drive generators in
wind turbines, as already discussed, although maaryufacturers are looking at PM

solutions. Wound field synchronous machines neetitiadal electric loading on the
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rotor and suitable DC current control which addsplexity; these are in addition to
the required slip rings. Given that the applicatisna marine application and
simplicity is highly advantageous, then the onlglreolution is a high pole number
PM generator. The next decision is to decide whidthese slots or air-gap windings.
As already discussed it was decided to attemptimgap-wound slotless machine
design. This gives low armature reaction. Even Witih pole number the back-EMF
frequency is relatively low so that winding eddys@mt lost should not be a major
issue. This will mean that the back-EMF will be lo8ince the air-gap is relatively
large due to the air-gap windings then the fluxsitgnand rate of change of flux

linkage may be low so that the back-EMF has todvefally addressed.

Winding
Area

Stator

Fig. 3.9. lllustration of a slotless stator gemaréopology.

The generator designed is a three-phase machinge Wgher phase number
machines are used there is little advantage ininlstaince. It is also a radial flux type
with an inner rotor. There are an increasing nunaberxial flux machines appearing;

and these often have air-gap windings and sometimoestator core. However, these
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are either for use in small wind turbines with loveele numbers or in high speed or
frequency machines where the low flux density leigecompensated for by high

frequency.

The windings are wounded on the surface of thestabricating this sort of
winding is not straight forward. The coils will grably need to be rigidly formed and
potted in resin so that that they can be glued dhéostator surface. Dimension
tolerances need to be set and adhered to so thaitrtér surface of the winding layer
is circular and there is not rubbing on the ro#s. already mentioned, this slotless
generator design has the advantage of minimal oggtyrque and it poses lower
winding inductance which can improve the power dacnd allow use of a diode
bridge rectifier. However, it also has some disatl¥ges as already discussed. The
high pole number means that the winding area fooikside in air-gap may be low.
Therefore it may be worth moving a fraction numioércoils per pole although

double-layering may be advantageous to maintaimoa gvinding factor.

A cross-sectional view of the generator designedhswn in Fig. 3.9. The
machine consists of a rotor and a stator and How/s a FEA geometry in the FEMM
package which is a freeware package and suitablearialysing these types of
machine. High energy NdFeB 40 MGOe magnets araceimmounted on the rotor
outer radius. The permanent magnets are unifornalgnatized in the radial direction

and alternate in magnetization direction.

The mechanical position and speed refer to theemdsie position and speed
of the rotor shaft. When the rotor shaft makes complete cycle, it can be said as
completing a 360 mechanical degrees angle. Itthalh be at the reference zero angle
again. Other than the mechanical position, thetiostal position is often defined by
the electrical angular position and this has alydaskn used several times. The use of
electrical degrees is more relevant to the cofiteghuse this spatial variation maps to
the phase of the magnetic excitation, stator ctipbasor, and terminal voltage. The
relationship between electrical and mechanical elegiis related to the number of

magnet poles on the rotor [52]:

—6, (3.19)
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where N, is the number of magnet poles on the ro#ris the electrical position and

6

m

iIs the mechanical position. For the generator giesl, there are 48 poles

(discussed later), so the mechanical pitch for&66trical degrees is:

360° :%Sem

6 =15°

m

If there was an integral number of coils-per-pode-phase then the analysis
of the generator could be limited to 15 mechantedrees because the magnetic
orientation will repeat itself after that angle. wtver, if a fractional coil winding is
used then the machine section that needs to bedeoed will be more. Fig. 3.10
illustrates one pole section. With a fractionalt slending then it can be seen that
there winding does not correspond to a single pole.

fe=360
Om=15°

Fig. 3.10. Single pole representation and partiatlimg of a fractional slot machine.

3.5.1 Generator Sizing — Choice of Geometry
Size

At this stage it is worth addressing some basimgiequations. These give
approximations for the output power and torque amale used for the first pass
design sizes. The parameters chosen are givenbile B8 and the choice of these is
discussed below. The outer diameter and axial lteage dictated by the prototype
cylinder in Fig. 3.11. However, were treated asdglines. It will be seen that the
axial length and diameter can be varied to mainf@rformance and the design

should be close the enclosure volume.
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1500 mm

-~
v

800 mm

Twin generators - one
[ for each armature

v

300 mm 300 mm

Fig. 3.11. Generator enclosure size.

The relationship between torque and torque-perHwbir-volume is

T

ZD ?Lstk

TRV=

(3.20)

The targeted wave period is 3 s. However, the wadeece is meant to
function for wave with different periods. For theblscale device, it may functions
within the range of wave period from 1 s to 4 s.Chtculate the PMSG size, the best
option is to choose the lowest speed where thecdewill be rotating which will
happened when the wave period is 4 s. The medidorpence is aimed at the wave
heights of 0.65 m at the wave periods of 4 s, tagenpower than can be calculated
using equation (2.9) as 1.66 kW/m at the 4 s peridds means that the torque
requirement at this slower speed, with 25% mecladrgnergy harvesting, is about
200 Nm (this is per generator since there are tvogording to Harris [133], the
TRV for a PM machine is approximately 30 kNni/gas calculated above); and
Miller [134] suggests that a machine with natu@ling system will have TRV value
which can range from 7-30 kNm?mWe will assume that the TVR is a low value of 9
kNm/m® so that higher power operation will be possibléramsient conditions. From
the diameter and axial length, one of these h&® teet. To enable the use of just one
axial magnet layer and to allow a reasonable le(ihid magnet length will then be

the same as the core length) it was decided tihsetxial length to 50 mm. Hence:
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D = 4T :\/ 4x200  _ g e
., xTRV \ 77x0.05x 9 10

This is close to the enclosure diameter. Howevas, is for guidance as mentioned
above. An iterative process can be conducted tmulése machine in terms of air-
gap winding and magnet thickness.

Thick magnets are needed for an air-gap-wound meco the thickness was
set to 10 mm. A similar thickness was used forwiading layer thickness. It was
shown in [83] that the reluctance for a rare eartignet machine can be high due to
the strength of the magnets so that the load lare e less steep than for, say, a
ferrite magnet machine. Since there are air-gapdwgs, which will not form a
machined-surface bore, from a practical point efwga larger air-gap is needed due
to air-gap winding tolerances. Hence the air-gas s&t to 5 mm. A stator yoke is
required and this was set to 15 mm thickness. hlgh pole machine the yoke
thickness will not necessarily be required for tha@gnetic circuit but it is needed for
structural rigidity and integrity. This leads to averall diameter of 860 mm which is
slightly above the 800 mm of the cylinder diamefdre magnet width is 50 mm so
that the magnets will be square, or they can belelivinto two so that there are two
25 mm wide magnets per pole. Generally, the corgtlketo pole pitch of an electrical
machine lies in the region of 1:1 to 3:1. This gig®od design features. If the ratio is
too low then there can be excessive end effecterms of leakage flux and high
resistance coils because the coil ends are lohger the coil sides in the air-gap. If
the machine is too long then there can be issutbsfluk-linkage and fabricating coils
with very narrow pitch; there will also be high kege between the magnets. It can be
seen that with 50 mm axial length the ratio is Edr. the 100 mm the axial length this
is now 2.88. These two designs probably lie ateeitand of the design limits.
Obviously there are exceptions to this rule, fatamce spindle machines, but these
tend to be niche applications where the shapectatdid by the volume available and

these machines will have compromise designs.

The design in Table 3.3 is maintained for the asialpelow but the issue of

the over sized diameter can be addressed. Theajenenclosure is 300 mm wide;
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usually the core length is about one third to oaké &f the machine length. Therefore

we can set the axial length to 200 mm which gives:

D = 4T :\/ 4x200 oo
m  xTRV \ rx0.1x 9x 10

The magnet, air-gap, winding and yoke thicknesbesild be maintained so that the
overall diameter is 610 mm which is now suitable fiting into the cylinder

generator enclosure.

Table 3.3. Slotless generator specification.

Generator Parameter Value Generator Parameter Vale
Number of turns 150 Winding area 418 nfm
per winding area
Number of poles 48 Winding fill factor 27%
Number of winding areas 54 Magnet material NdFeB 40 MGOg
Axial length 100 mm Magnet relative 1.049
permeability
Sha_ft rad|us/. 150 mm Magnet Coercivity 97900 A/m
Rotor inner radius
Rotor outer radius 380 mm Magnet Conductivity 0.665/m
Stator inner radius 405 mm Cail 18AWG Copper
Stator outer radius 430 mm Coil relative permeability 1
Electromagnetic air-gap 5 mm Coil electrical conductivity 58 MS/m
Number of phases 3 Coil diameter 1.024 mm
. Stator and rotor 1117 Steel, low carbon,
Magnet thickness 10 mm yoke material high manganese
Back-emf (\npeak) 188 Rated current [A] (10 A/mA] 16
Constant [V/rpm] ' max —forced cooling) '
Rated line-line voltage Rated speed [rpm]
(rms) [V] 134.7 (3 s wave) 20 rpm

3.5.2 Generator Sizing — Performance Based on
Size and Ratings

In this section we use further analysis to assessrtachine performance at

higher transient.

Gieras [94] used the magnet volume and sugges&tdt ik proportional to the

maximum generator power. He uses the equation
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Pmaxzéxm fxB xH xV (3.22)
which contains many variables. Some of these caappeoximatedk; is the form
factor of the rotor flux. This is in the range offdo 1.3 depending on the rotor
topology. As an approximation we can assume imisyukyq is thed-axis armature
reaction factor and this is unity for a surface neigmachines is the relation
between no load induced EMF and net voltage, fomaarmature reactance then this
may be high. Although for a small machine like ttiere may well be high per-unit
resistance. As a rough estimate take this ag &&he frequency of the back-EMB;

is the remanent magnetic flux density (1.05 fone¢hosen rare earth magnét), is
surface current densit¥y is the magnets volume (for the parameters belawx=
(4007 - 380F) x 50 = 2.45 x 1Dmm?® and¢ is the magnet utilization coefficient. This is
guoted as being in the range 0.3 to 0.7. For girsgadings then the utilization may

be lower so as an approximation of 0.5 is takeis Teaves an equation

P 05
X

Prax= S X i aom | L05% He, X 245x10° = 352x10° H,,
2 1x1x(1+08)

The target speed for the cylinder is 1/3 = 0.33 Hzere are 48 poles so that the
frequency = 0.33x 24 = 8 Hz which is low. However, in the simulagothe
frequency is taken up to 1 Hz so that the frequeiscg4 Hz. To obtain good
performance, higher frequency is required to ineeethe back-EMF. However, in
practice this would be hard to realise becausedte pitch would be very smal,

is the surface current density in A/m. The windiaglO mm thick. If we allow 10
A/mm? in the conductor (high for natural cooling butrthenay be forced cooling or
this is considered a transient high point) andfthdactor is 27 % then the linear
current density is 10 x 10 x 0.27 = 27 A/mrilz. At 1 Hz:

P = 352 10°x 24x 2% fo= 2280\

This does appear a crude sizing exercise with atapproximations.
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For radial machines, Hendershot and Miller [95]egan explanation for the
sheer stress on the rotor surface and relatedhiset diameter and axial length. The
torque is

T = KD?L, (3.22)
where T is the torqueK is the output coefficient an®, and L, are the rotor
diameter and stack length respectively i§ the sheer stress then

7TD2
2

T=0

Ly (3.23)

and the sheer stress= Byapx Hey N/M?. If it is assumed, conservatively, that the air-

gap flux density is half the remanent flux denstgn
o :%x H., (3.24)

Putting in the values in a similar to above gives

_1.05 710.76

T > x27x 10 x x 0.05 643 Nr

At 1 Hz this is a power of 643 xt2= 4040 W which is higher than Gieras. The
relationship between torque and torque per undgrreblume is given in (3.20). If we
use these high values for the performance therindettiat the TRV is 28.3 kNm/in
this is a maximum and a transient condition arglifitwith the range given by Miller
[134].

The flux is limited by the saturation level and tieometry of the stator steel.
TheBH curve of the chosen stator steel is shown in . It shows the flux density
B in the steel as a function of the magnetic intgrtsi From theBH curve, it is found
that the saturation is about 1.7 T and this shbeld localized value. This needs to be

checked in the FEA solutions.

3.5.3 Generator Winding
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There are many different winding topologies avaddakor brushless PM
machines. It has already been mentioned that PM&Gaot need low harmonic
windings in the same manner as induction machiBesadly they can be split into
integral slots-per-pole and fractional slots-pelep@r coils for an air-gap winding).
In addition there can be a divided in distributeaddings (where the phase is made up
of coils with different spatial position so the kdMFs induced will have phase
differences — this helps develop a sinusoidal wawefso they are suitable for
brushless AC permanent-magnet machines) and coatshtwindings (where all the
coils have the same back-EMF induced into them kwh&g more suitable for
trapezoidal back-EMF waveforms; hence this makemtBuitable for brushless DC
PM machines — the coils can be fully pitched onspiiched around one stator tooth).
Distributed windings may also provide better diasipn of heat together with the
improved sinusoidal waveform, whereas concentratedings may provide a larger
back-EMF magnitude [135] because of the higher wigdactor. Here a two layer
concentrated winding configuration was chosen. Tusbles the number of coils
possible. The three phase winding set is star atadeand spatially displaced by an
angle of 120° electrical. The winding layout is wioin Fig. 3.12, where the red,
yellow, and blue colour represent phases a, b aedpectively. Detailed information
on the direction of the coils and the number ohsurs listed in Table 3.4. The
positive sign shows a coil in the “go” directionvdo the axial length of the machine
while the negative sign shows a coil in the “retutimection where the current returns
back along the axial length of the machine. A il slot arrangement is used so
that the pitch of the coils is not too small. Albether there are 54 “virtual” slots (air-
gap coils sides). Only the details of first 18 wailt slots are shown because the

winding will repeat itself in the same sequencecéwi
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Fig. 3.12. Winding diagram for (a) Single phase @)drhree phase.

Table 3.4. Information on two layer concentrateddimgs.

Virtual Slot Phase a Phase b Phase ¢ Total Number of

Turns
1 75 0 75 150
2 -75 0 75 150
3 75 0 75 150
4 -75 75 0 150
5 75 -75 0 150
6 -75 75 0 150
/ 0 -75 75 150
8 0 75 75 150
9 0 -75 75 150
10 75 0 75 150
11 -75 0 75 150
12 75 0 75 150
13 -75 75 0 150
14 75 -75 0 150
15 -75 75 0 150
16 0 -75 75 150
17 0 75 75 150
18 0 -75 75 150

The winding factors can be calculated for this wagd The exact angular values are
shown in Fig. 3.13. There is no skew so that we reagiect the skew factor and in

(3.14), all the coils have the same turns so that
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This may seem low; however, the coil spread fakiarill always be lower for an air-
gap winding to the spreading of the coil side withthe air-gap rather than
concentrated in a slot. In addition, the lower rdisition factorky is a result of

requiring a good sinusoidal back-EMF and this isidestrated later.

- =160°
: | a’
b \.b\‘\ ".a\ :
Coil _ e
sides’ = A\
\‘/
M ¢a'. =0
agnets 4., = —40° 4. = 40°

Fig. 3.13. Winding angular parameters for 54 cailding.

The Goerges diagram of the coil is shown in Fig43This is a good way to
show the phasing of the back-EMFs induced intocthits and how the phasors add.
The three phases are balanced and the phase segsieed, followed by yellow and
then blue which represent phase a, b and c resphctiThey are 120° degree apart
from each other. If the back-EMFs contain harmotihen this is a way of reducing
the harmonic content of the total voltage; and kgmroduces a more sinusoidal phase

voltage.
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Fig. 3.14. Goerges diagram.

3.5.4 Generator Modelling and Analysis

The 2D meshed geometry of the PM generator is showiig. 3.15. It is
actually the discretization of the PMSG. To diffeiate the components in the
generator, different mesh sizes were used for reéifitecomponents. Mesh size of 0.1
is assigned to the coil, 0.5 to the magnet, 1 ¢oaihand 1.5 to the steel. This yields a
FEA model for the complete generator consistingt87 nodes. It is necessary to
reduce the size of the mesh elements where theremplex geometry and the flux

changes magnitude and direction sharply.

The flux distribution is shown in Fig. 3.16. Theul starts from one pole,
crosses the air-gap and winding area before regdhi@ stator core, it then flows
round to the adjacent opposite pole and re-crogsesvinding area and air-gap and
returns to the rotor. As the rotor rotates, the& flaks the three phase windings of the
stator in sequence. The magnetic flux plots aredyred by post-processing after
simulation. Pre-processing is necessary beforelatroo and this includes selection
of material and magnetizing direction of the magnahd definition of the winding. A
2D magneto-static simulation is performed to obthie flux line/contour plot, the

density/colour plot (shown in Fig. 3.16(a)), aneé trector/arrow plot (shown in Fig.
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3.16(b)). The air-gap flux density of the desigmesherator can also be obtained, as
illustrated in Fig. 3.17.

After the successful completion of the magnetoistsiimulations, the post-
processing is performed to obtain the flux linkagel induced waveforms. After each
simulation, the rotor and current phasors are atk@io carry out the next simulation.
The flux linkage waveforms for the 3 phases arevshim Fig. 3.18. The result shows
sinusoidal flux linkage waveforms which peak at WB. As already stated, this was
carried out using the FEMM freeware software. AnA_program was developed to
carry out the simulations and rotate the currerastsph and rotor automatically. The
code is given in Appendix 2. The induced back-EM}k results from both the FEA
and analytical analysis are shown in Fig. 3.19. diaytical analysis was carried out
using the SPEED software from the University of Glasgow. This ated quick
calculation. The rotor of the generator rotate80atpm. The FEA results show a peak
output voltage of approximately 110 V at no loadhjilevthe analytical analysis yields
a back-EMF of approximately 100V only. For this geator, the back-EMF is almost

sinusoidal.

@117 Steel
i i

ST s

0 TAGOE

I MGE0e

@17 Steel

Fig. 3.15. 2D Finite element modelling.
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(b)
Fig. 3.16. Finite element analysis of generatomshg open circuit(a) flux lines and flux
density (b) vector plot.
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Fig. 3.17. Airgap flux density against the electtiangle.
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Fig. 3.18. Flux linkage waveforms of designed gatwar
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Fig. 3.20. I-Psi Loop a#0.5 A.

The machine was simulated at 60 rpm with a peakciw@ent of 0.5 A in the
winding and the current phasor located on thaxis. The phase resistance is
calculated to be 4.1 Ohm. The phase currents aeavgves and the frequency for the
current at the winding is 24 Hz. The flux linkageage current (I-Psi) loops are
shown in Fig. 3.20 and the area is 1.14 J whiclkeg& power conversion of 82.1 W.
The same calculation can be carried out using #u&-EMF and peak current where
the power = 3 x 110 x 0.5 + 2 = 82.5 W which ilhasés that the simulation is correct
and the results correlate well. However, the coppss is 3 x 4.1 x 0.75-2 = 4.6 W.
At a wave period of 4 s, the mechanical energy d&ted is 200 Nm. So the power
required is 200 x2+ 4 = 314 W. If this is taken as the electro-mexta power
conversion then the peak current is 1.9 A at tBatpén. At this point the copper loss
is 3 x 4.1 x 1.9+ 2 =22 W which is 7 % of the energy conversibthe speed drops
to 15 rpm (4 s wave period) with the same powerctireent increases to 7.6 A peak
so the copper loss is now is 3 x 4.1 x*#52 = 355 W, which is higher than the
mechanical input power of 314 W. To improve theiglesmore poles are required to
increase the voltage constant. The problem with fequency high pole number

machines was discussed in [50] and in previousasectTo allow simulations with
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reasonable generation the phase resistance waseredoy 10 times on some
simulations. If the machine was scaled up the pérresistance would be much less.
In terms of the design here, the fill factor isyo8b % and there is a 5 mm air-gap.
With precision in terms of coil manufacture, thi fiactor is increased to about 0.7
(maybe using rectangular conductors) and only arlair-gap then the area can be
increased by about 4 which would reduce the resistato 1.05 Ohm. The

fundamental issue is still with the pole numbemngebo low.

D 90 180 270 360

-10 -

Torque (Nm)

-15

Electrical Angle (Electrical Degree)

Fig. 3.21. Total machine torque.

The PMSG total machine torque is obtained from FHEA simulations as
illustrated in Fig. 3.21. It is found that the mamhtorque had little torque ripple

around the mean value of -14 Nm. The minus sigmvshbat it is in generating mode.

The inductance and reactance of the winding caill naw be calculated.
Walker [136] suggested to calculating the flux &gl using the frozen permeabilities
method so that the back-EMF is calculated undedddarather than unloaded
conditions. While Gieras [137] has compared thelyéical approach and FEA
method in calculating the PM machines reactance. ddcuracy of FEA in reactance
calculations were also determined [138]. Here,itdeictance and reactance value are
calculated using the flux linkage method [139][14@der FEA, the inductance and
reactance can be estimated. To calculate theifikages in the FEA, ek, represent
the average magnetic field, over the positive part of the coil for phase aj ap,

represent the averageover the negative part of the coil.

The flux linkage can then be found [d8( A, -An) whereN is the number of

turns of the coil. First, the flux linkage with jukie magnetppy is obtained and then
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the flux linkage with magnet and coil curreii< 5 A) is obtained, this i§pm+c. TO

get the flux linkage due to current in the c@ik() we can use

¢ = Comic ~ Epm (3.25)
The winding inductanck can be found from FEA result where
L=¢. /I, (3.26)

This includes the self and mutual inductances.aFsurface PM machine the

reactance then can be calculated using
Xy = X, = 27fL (3.27)

The results are shown in Table 3.5. The flux lirkag the permanent magnet are
acceptable and the inductances of the machineaserrlow which shows typical
characteristics of a PMSG. It does meet the spatiin needed for the machine

designed in this research. The final design oRNESG is shown in Fig. 3.22.

Table 3.5. Generator parameters.

Parameters Value
[T/ -0.3553 Wh-t
Wy -0.3718 Wh-t
1/ 0.0165 Wb-t
L 3.3 mH
Lq= Lq (self inductances only) 2.2 mH
X4 = Xq (including mutuals with other phases) 86
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Fig. 3.22. Final design of PMSG.
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Chapter 4

BRISTOL CYLINDER CONTROL

4.1 Introduction

The amount of power obtained from a wave energyeon system not
only depends on the characteristics of the incomiages at the site, but also on the
control strategy used for the wave energy systeme. dontrol strategy being applied
in each device varies according to the type andtiomality of wave devices. In order
to improve the power delivered by the Bristol Cglem, the rotational speed of the
turbine should be able to vary depending on theodeaf the sea wave. The best wave
energy extraction is achieved by running the waeeick in a variable speed mode
which should be synchronous with the incident wspeed. How the torque varies as
the cylinder rotates in its orbital motion is stibbt clear from the literature and should

be the focus of further work.

Large multi-pole generators are needed for low dpggsarless operation of a
PMG used in a wave energy device [141], as discusséhe first half of this thesis.
Therefore it is very wise to maximize the poweratafity of the generator to prevent
unnecessary additional generator size and coster8edifferent types of control
strategy have been proposed for a wind turbine withulti-pole PMSG [142]-[146].
All major wind turbines function in similar mannierterms of the way wind energy is
converted to electrical energy by the turbine; Whiotates at a speed that is a
function of the wind speed (assuming it is a vddapeed turbine). In other words,
the control strategy applied to one wind turbineynbe adapted to another wind

turbine by making some necessary minor changes.

Unlike the wind turbine, wave energy can be tappedifferent wave devices
which operate in very different ways to each otlren example, the Wave Dragon
device is controlled by regulating the floatingdtei of the device to the optimal level
for the sea state to maximise the power flowing ¢kie ramp [147][148]. In an OWC,

the rotational speed of the turbine can be achidyeadapting one of several turbine
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speed control methods used in wind turbines sineeetare similarities in the way it
functions [149][150]. An optimal switching contrid applied to the ocean wave

energy device to determine the lock and unlockawig times [151][152].

4.2 System Consideration

Unlike most of the cases where the position ofttinkine is always fixed from
the reference axis, the Bristol Cylinder wave dewiave a turbine which is attached
to the fixed axis through 2 flexible arms. So tln¢ational axis will be changing
according to the incident wave to maximise the poeaption. However, the radius
will be kept constant throughout a full rotationcley As a result, the moment of
inertia of the Bristol Cylinder rotating on the ssarface can be treated as a solid
cylinder rotating about an external axis. Thusrtt@ment of inertia can be calculated
using equation (2.25) as described earlier.

The diagram in Fig. 4.0 (a) illustrates the cylingdaysical dimensions and
extends the radius of rotation of the cylinder teady show the cylinder motion.
There is considerable inertia in the cylinder. Agady described in Chapter 2, for
and ocean-going device the cylinder is marginalipyant and could be 15 m in
diameter and 50 m in length (typically, for a 5 Mi&vice and 3 m 10 s waves, the
power is 50 x 981.2 X3 10 = 4.5 MW).

The orbital movement of the cylinder is assumedutar, and in perfect
monochromatic waves they would indeed be so. Howemereality there will be a
spectrum of wave frequencies and they will be fiengein different directions. A
flexible connection is required to allow the orbitadius and rotational velocity to
change quickly. The armature and double generathad here does allow this
within an arc of wave directions. The device wascdssed by Boyle [153] and a set
of hydraulic dampers was used in the illustratioi53] as shown in Fig. 4.0(b).
When the UTS micro-wave-tank was being developadetiing and standing waves
were produced because waves were reflected frorbebeh due to its steepness. A
small free-moving cylinder was tested and it cobkdseen in Fig. 4.0(c) which it

rotated in an elliptical orbit. Hence excellent tohis required for this application.
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(a) System arrangement with dimension variables.
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(c) Tests in UTS micro-wave-tank with component
(b) Alternative arrangement as reported by Boyle [13]. of standing waves showing eliptical orbit.
Fig. 4.0. Cylinder arrangements and simple testingicro-wave-tank.

High-energy sea waves have long wavelengths amddseas mentioned
previously. Typically, deep sea wave periods aréhenregion of 10 to 20 seconds.
Increasing power with decreasing frequency is tivernse of the usual demands of a

drive/generator system.

Electrical machines tend to be torque limitedlsat as the speed increases so
does the power flow through the machine. These poimts create a challenging
machine design and control [154]: i) it is veryvglepeed (even slower than a wind
turbine) and ii) the power delivery requirementreases with decreasing speed. In
addition the power delivery over one cycle will gate and the degree of this

pulsation is still under investigation; the speeayralso vary.

81



4.2.1 Control System Simulation Arrangement

The control strategy for a variable speed wave iggoeis illustrated in Fig.
4.1. This is realized in the MATLAB/Simulink envimment. The main goal of the
control is to improve the maximum power conversidrthe system over a range of

typical wave heights and periods.
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Fig. 4.1. Wave generator representation in MATLABI&Ink.




The system begins by predicting the sea wave paeasnand feeding the
information to the wave device. In reality, waves eandom so that when designing
the wave generator control system, some criticalds have to be addressed; these are
related to the difficulty in predicting and measgyithe waves accurately as they
approach the Bristol cylinder. The random naturehef incident wave heights and
periods [155] are such that the cylinder will trackprevailing wave. A number of
researches have been made in forecasting irregaaes. Forsberg [156] introduced
an autoregressive with moving average model witleditime horizon prediction.
Halliday et al. [155] use the fast Fourier transfaio generate prediction of waves
over distance. In the laboratory, the monochromatiges can be generated, but this
is usually far from the case in open-sea conditioHswever, in early-stage
development these are used for system testing.

The input from a mechanical torque source will seas the prime mover
which actually turns the PM synchronous generatariricular motion. The two main
device controls involved in this stage are the drdf the rotational radius and the
speed control of the generator. The PM synchrongaeerator model from
MATLAB/Simulink is chosen for simulation as shownkig. 4.2. The generator does
not take into consideration the saturation effacthie iron because the air gap in the
generator is large enough to prevent from saturgiroblem. The mechanical torque
input is a negative value because the machine med@hnulated using the motoring
convention.

*Trm
oo

M r
o B
=)

oG

Permanent Magnet
Synchronous Generator

Fig. 4.2. PMSG block from MATLAB/Simulink.

Since this is an AC generator, the flux establishg the PM in the stator is
sinusoidal and this is further proven when anatysine generator designed. The
block uses thd-q axis equations listed below:

d. 1 R. L .
—iy =V, ——i, +— pwi 4.1
dt d Ld d Ld d Ld p r'q ( )
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Elq _ivq—Biq.}. d pa)rld_/‘pa'r (42)
dt’ L, L' L L,
T, =1.5p[ Aig+ (Ly=Ly)id ] (4.3)

wherelLq andLy is theq andd axis inductance respectivelg,is the resistance of the
stator windingsiq andiq is theq andd axis current respectivelyy andy, refer to the

g andd axis voltages respectively, ang refers to the angular velocity of the rotér,
is the amplitude of the flux linkage from the PMstloe rotor in the statop is the
number of pole pairs antl. is the electromagnetic torque. These equationsised
for vector control of generator drives. The curreattors will usually sit on theg-
axis for a non-salient pole surface-magnet motdner@ Ly = Lq, or it may be
advanced in the salient-pole surface PM motor tliz@itreluctance torque. Phase
advance will also help in field weakening for thenrsalient pole machine to enable
extended operating range. In generator mode tlmdeaadvanced to the lower half-

plane so that there is negatiy@xis current. This requires controlled rectifioati

The power from the rotation of the wave deviceoras transferred to the
generator through the drive train [157] as showhig 4.3.

The electromechanical equations that relate thenpeters [156] are:

d%e dg. dé
g dg déa
Jg dtzg :Te+ K(gs_eg)-'- D[ dts _Ttgj (45)

whereT is the torque in NmJ is the moment of inertia in kdfirts is the torsion angle
of the Bristol cylinder and)y is the torsion angle of the generator in ridis the

stiffness coefficient in Nm/rad ardlis the damping coefficient in Nms/rad.
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Fig. 4.3. Drive train model.

4.3 Outline Control of Bristol Cylinder

The control is a critical issue in determining therformance; the aim is to
maximize the power generation from the waves thnaiogthe load. Different control
strategies need to be applied to the differenesystomponents. In order to obtain the
maximum power from the waves, two different contridthods were implemented in
the simulations over a spread of operating conutioEven though the typical
theoretical power curve for a wind turbine can bdeped for Bristol cylinder device,
the control of the Bristol cylinder is more complied than a wind turbine because
there is variation in both wave period and wavehgiand also there is a spectrum of
waves. A typical theoretical power curve for a Bri<ylinder wave turbine is shown

in Fig. 4.4, this is similar for many variable sgegenerators systembl. represents

85



the wave height.inis the wave height where the device can start tedsaenergy,
H, is the nominal wave height aitl,...:iS the wave height where the device will

stop working.

C D

>
cht-in Hn cht-ou! H

Fig. 4.4. Theoretical power curve (power vs. wheght).

The power curve can be divided into different povegyions. Region A is the
system idling region; there is insufficient wavesaerce to generate useful energy.
Region B is the constant torque region which exdamualto the base speed. Region C
Is the constant power region. This is often callexlfield weakening region where the
objective is to limit the output power at its nomlivalue. This is actually limited by
the maximum amplitude of the armature connectirgBhstol cylinder and the fixed
axis attached to the vertical slider. In area B¢ tutput power from the Bristol
cylinder is zero. The sea state is too energetigdoeration and steps should be taken
to sink the cylinder and avoid storm damage. As lbarseen, the power profile in
Region B increases with wave height. This is tlggare that shows the counter effect
for a wave system where the wave energy increageésdecreasing wave velocity,
and the generator speed is locked into the wavgiémecy for a Bristol cylinder unless

a gearbox is used.

4.4 Effect of Armature Length

The study on the effect of armature rotational uadength is necessary to

control the Bristol Cylinder rotor speed. The pupof this study is:

. To produce as much power as possible in the lowdspange. The armature
amplitude needs to be varied in a dynamic fashionesthe incident wave
parameters are constantly changing.
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. To keep the hydrodynamic power constant at itdratdue so that the design
limits are not exceeded when the wave period is dom wave heights are
high.

The armature radius may work in three possiblestaithin the working zone:
maximum radius; minimum to maximum radius; and munn radius (which is the

length of the single armature assuming that batratims have equal length).

Using the wave period and wave height, switchintyvben generating states
changes the armature rotational radius positiothabthe desired value is generated
in the output. The first and the third cases atedj this occurs with Regions A and D.
In the second case, the rotational radius is obtairom [158]:

27

R = Het (4.6)
whereR: is the rotational radiusj is the wave height, is the wavelength ard; is

the rotational axis depth.

Fig. 4.5 shows the Simulink model to study the tiotal radius effect of the
Bristol cylinder.. The saturation block functions #he radius limiter between
minimum and maximum radius. If the radius valuecgkted is lower than 0, which
is unlikely to happen, or when it is higher thae tmaximum radius, which again
depends on the armature length, the signal wilclijggped to the lower and upper
boundaries. When the input signal is within thegexspecified, the input signal will
pass through unchanged. A rate of change limiteeeled to limit the rate change of

radius to protect the armature from damage duep changes.

Fig. 4.6 shows some results from the simulatione &pplied wave height
varies from 0.1 m to 0.8 m in 0.1 m steps. Thespssivere filtered to include the
effect of rise/fall time for the changing of thecident wave state. In the second graph
of the figure, rotational radius is shown for these where for large Bristol cylinder
where the armature length is more than 1.5 m aadnéximum rotational radius can
reach more than 3 m. For the case of the lab-&@éol Cylinder, where the size is
relatively smaller, the results of the rotationatlius are shown is the third graph,
where the armature length is only 0.3 m and theimiax rotational radius can reach

0.6 m. This was carried out to test and illusttaee armature radius corresponding to
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Fig. 4.5. Bristol Cylinder Rotational radius capending to incident wave.
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4.5 Bristol Cylinder Speed Control

Variable speed generators are required for thiscdedue to the fact it was to
run synchronous with the waves. Energy extracteesdmwt depend solely on the
wave characteristics at the site but also on tmérabstrategy used for the generator.
Generally, the motion or speed control of a PMSGegamany similarities with that
used for motoring applications. Operation of thenckyonous machine can be
controlled using nested speed and current (tordo@)s, using different torque

control algorithms depending on the power electr@onverter used [159].

The speed control of the PMSG can be carried owiguke vector control
method [160]. Vector control means the processeafodpling the flux linkage and
torque control yielding rapid response and highrgyneconversion rates through
appropriate reference flux linkage and torque i@hships. The decoupling can be
performed by mutual flux linkage control, optimuomrdque per unit current control,
maximum efficiency control or maximum torque-speedtrol. For high performance
speed control, there are two main control methddssified under vector control
which are FOC and Direct Torque Control (DTC) [1@4]ich can be applied.
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These control techniques have undergone considerabéarch over the past
few years [162], where both methods have been féarthve their own advantages
and drawbacks. DTC results in a non-constant ieveswitching frequency, which
may result in high inverter or generator loses. Midshe studies concentrate on the
application of vector control to wind turbines snits application to wave energy
devices is still limited. Some newer control stgae have been developed in order to
account for things such as the usage of battet&3][in the system, the single cycle
control [164] and multilevel control [165].

In this work, the FOC method is used for the vectmtrol of the generator.
This method is first developed around 1970. FOC lmammplemented in two ways,
namely the indirect and direct methods; these diémenthe way the rotor flux is
identified. Direct FOC determines the orientatidrine air gap flux using Hall effect
sensors, search coils or other measurement sefi$igsncreases the cost and special
modifications of the generator are required to @ldee flux sensor. To date, there is
no specific equipment that can actually senselthedirectly. At low speed, this may
cause inaccuracies when calculating the rotorfilom a directly sensed signal due to

the stator resistance voltage drop and other reason

As a result, indirect FOC method is chosen for empntation in the
simulation of the control of the Bristol Cylindepeed. The calculations of the flux
positions for indirect FOC method are based omedions of the terminal quantities
such as the voltages and currents in a generatdelmid does not have the low speed
problems and is the preferred method for this appbn. In a PMSG the rotor flux
linkage is fixed to the rotor position. The objgetiof the FOC is to maintain the
amplitude of the rotor flux linkage at a fixed valand modify only the torque

producing stator current component in order to rrhe torque of the machine.

Electromagnetic torque is produced by the inteoachetween the stator flux
linkage from the rotor magnets and stator curr@mtshe rotor flux linkage and rotor
current), and it can be expressed as a complexuprad the flux and current space
phasors. In order to decouple the torque and thexstator current is transformed into

a rotating reference frame, which is the flux prtdg componentg-axis current
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which represents the direction of rotor flux phasord the torque producing

componentg-axis current which is perpendicular to the rotok f

Here, FOC is implemented by controlling the fluxdaorque of the PMSG
separately using a current control loop with PI togters. This is done by
transforming the stator current vector into the components, which control the flux
and torque respectively. The objectives are torobmffectively the PMSG torque
and flux to force the generator to accurately triek command trajectory regardless
of the machine and load parameter variations orextgrnal disturbances. This is to
regulate the speed of the PMSG so it actually symibes its speed to the speed of
incoming waves, which is a necessity for torquedpobion and energy generation.

Constant torque angle (CTA) control and maximumquer per ampere
(MTPA) control [165] strategies are applied to abtdhe statord-q current
components. The flux positions in the coordinates be determined by the shaft
position sensor because the magnetic flux genefededthe PMSG is fixed relative
to the rotor shaft position. CTA control keeps thegjue angle constant at 90 degrees.
This is done by keeping the statbaxis currentsq at 0, and thel-axis flux linkaget
will be fixed. This leaves the current vector or ttatorg-axis only. Since speed

changed slowly relative to the control system thbka velocityw, is assumed

constant for a PMSG, so that the electromagnetguis then proportional to the
stator g-axis currentg This is determined by the closed-loop controle Tator flux

is only ong-axis while the current vector is controlled todrethis axis in the FOC.
In this case, the MTPA control can be achievedesthe generated generator torque
is linearly proportional to theg-axis current. For this method, good control of the
stator current amplitude will obtain the maximunngiee. The speed vector control

scheme of the PMSG is shown in Fig. 4.7 as destrib¢160], wherew, = w, and

Ky=A.
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Modelling andSimulations

4.5.1

The whole system is implemented in MATLAB/Simuliakd is shown in Fig.

4.8.
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The Bristol Cylinder driving torque is computed édson the wave power
equation and the relation between the torque, spaddoower. This is performed in
the ‘Input Wave’ and ‘Torque Conversion’ block dswn in Fig. 4.8. The torque is
supplied to the PMSG to rotate it. Input parameterdthe PMSG include the stator
phase resistance, stator phase inductance, fluade established by the permanent
magnets, inertia, friction factor and the number poie pairs. The PMSG can
generates outputs which include the stator phaserdustator back EMF, rotor speed,
rotor angle and electromagnetic torque.

The equation of motion shows the relationship betwespeed, the
electromagnetic torque and the inertia so that

T =T, + 9%
dt

(4.7)

where T, is the mechanical torque delivered by the primevenoT, is the
electromagnetic torque of the generafbis the Bristol Cylinder inertia andy, is the
rotor speed. From the equation shown above, iseaseen that that the rotor speed
can be controlled by varying the electromagnetigue. The variable which controls
the electromagnetic torque is the@xis current component. So the speed can actually

be controlled by varying thg-axis current.

In the ‘Speed Controller’ block, the measured rapeeds obtained from the
PMSG in rad/s are converted to rpm. The measutted speeds are then compared to
the rotor reference speeds obtained from the ‘Inpaie’ block. Then, the speed
errors or differences are fed into an internal #ttwl in the ‘Speed Controller’ block
to get the reference torque values. After thatréfierence torque values will serve as
references to thg-axis current]q*. The simplified equation that relates the refeeenc
torque, T* andlg* is

T* = 1.52 Wl * (4.8)

The two ‘PI' blocks in Fig. 4.8 are used to conttioé g-axis current andl-

axis current. The two current referencks, andlq*, are very critical in controlling
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the PMSG in order to generate the maximum outputepoFor this control strategy
to work, I4* must be set to 0. By doing this, the resistiveségsare minimized too.
The efficiency of the system must be maximum t@awbthe maximum output power
when the wave height, wave length and depth oftiocotaaxis is between the cut-in
and rated value. Therefore, the value of the ammeatatational radius has to be
optimum too for all values of the wave height, wismgth and depth of rotation axis

within this working region.

The actual 3-phase stator currents are obtained fre PMSG. These are
converted into theid-q components in thabcto-d-q block. The current components
in d-q axes are then compared to the references to ¢otiteo requiredd-q
components of the voltage vector through the usth@ftwo Pl current controllers.
Direct modelling of the 3-phase system by obtairthwgr circuit equations in 3-phase
reference frame is not ideal because this will ltesuequations with time varying
parameters since the self-inductances and mutdakttances of the machine
windings depend mainly on the rotor position. Tamtionship between a set dfq
variables and the corresponding set of 3-pladiesariables is provided by the direct-
guadrature-zero dg0 transformation. This is often referred as the kRar

transformation, where the transformation matrisejgresented by:

cost co{@ - Z n} cos{@ + Z ny
3 3
T =2 sing sin(@—gﬂj sin(6+gﬂj (4.9)
3 3 3
1 1 1
2 2 2 |

In the case where the 3-phase system is balanoe@lcaomponent is present, which

allows a simplified version of theq transformation:

5 cosd cos{@—%ﬂj C0{9+§ﬂj

3 sing Siﬂ(@—gﬂj sin(9+gﬂj
3 3

The transformation frorabcto d-g variables can be done using:
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e 4.11
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a Xd
X, :T‘{ } (4.12)

where X represents the generator variables, normally tiege or current. Fig. 4.9

shows the general reference frame for the 3-phiked

[-axis
A .

) d-axis

c-axis

g-axis
Ve
v, a-axis
Vabc 4 .
- a-axis
/
/ .
N 2 V', (instantaneous voltages)
b-axis

Fig. 4.9. PMSG 3-Phase circuit reference frame.

Ia* Te(n) I
»|CoNtrol | PWM q
Iq
Sensor |«

Fig. 4.10. g-axis current control loop.

Theg-axis current control loop is shown in Fig. 4.10iethconsists of the PI
current controller, delay introduced by the contlgorithm, delay introduced by the
Pulse Width Modulation (PWM) converter, plant bloamkd delay introduced by the

analogue to digital (A/D) conversion of the feedbpath through the sensor.
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All the delays are represented in the first ordensfer function. The delay
introduced by the control algorithm has the timastantT, = 1f, = 0.2 ms wherg =
5 kHz is the sampling frequency. The delay dueheoRWM converter has the time
constant05T,,,, =1/ f,,, Where the PWM switching frequenéy,,,= 10 kHz. The

D/A conversion delay has the time constant of nisl

The transfer function of the proportional integfl) controller is

ki, _G@+rm)
) - 1<

PI, =k, +

q Pig

(4.13)

where Ky, is the proportional gainkiiq is the integral gain of theg-axis current

controller, G =k G/r=k; , andr is the integral time of the-axis current

Pig i ?

controller. The values of the proportional gain angkgral gain are then obtained

from the simulation using a trial and error method.

The transfer function of the plant can be obtaisgde it can be viewed as
current passing through a single phase circuiha#s in Fig. 4.11.

Iq
' Rs [
Lqg -

Fig. 4.11. Single phase stator circuit represestati

The current in the circuit is the same in both congnts since the circuit is in
series and it can be calculated from the equatedowh This results in a first order
transfer function for the plant:

Vq

B (4.14)
R +Ls

l, 1 1. 1 _ K

V, R+sl ng1+s

- (4.15)
L, 1+ 7,

whereK = 1/Rs and 7, = L4/Rs. The transfer function of the plant is
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Lo L 1, 1 K (4.16)

= X =
Vi R#shy R g gk 1+ &7
R

whereK =1/R; andz, =L, /R;.

Lo’ \
Ig™ eft Ity
) In1 Qutt I ! ! ! >|
Tu.s+1 0.5 T puwvrns+1 Lx.s+Rs

Iy Contral =Y Flant
Pl
1
B
0.5 Txs+1
Sampling
Iy Ig
0.5 Tug+1 1 ol outt > 1 > 1 ’ 1
1 0.5"Txs+1 T s+1 0.5 Tpwrns+1 Lx s+Rs

Sampling? Iy Sampling2 Caontral =y Flant

[l

Fig. 4.12 g-axis current control loop.

The open loop transfer function is shown in Fig24and can be represented by:

G +Ts K 1 1 1
Ts r1,5+1 Ts105T %1057, ¢
G (9= d X

(0.5T,s+1)

Lok 1+T s K 1 1 1
Ko, T.s I,5+1 71057 s 1057, % (4.17)
(0.57,5+1) G2+ T,) K
T.s(r,s+1)(Te (05T s )05+ 1+ k k2 T)s

The d-axis current controller is implemented in a simigay to theg-axis

current controller.
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Fig. 4.13. Speed ardiqaxes control.

All the PI blocks implemented in the simulatior ahown in Fig. 4.13 where
o is the rotational speed in rprag is the rotational speed in radks,is the speed
error, &, is theg-axis current errorg, is thed-axis current erroieyq andweyq are the
decoupling factors as shown in Fig. 4.8 &hg" and Us4* are the voltages fad-axis
and g-axis respectively. Thg-axis current loop is acting as an inner loop wtkile
speed loop is the outer loop. The speed errordsirtput for a Pl speed controller.
The output of the speed controller is the referesigealiy*. The g-d axes current
errors are the inputs to the other two Pl currenttollers, and the controllers are
used to generate the reference voltages irdtg@xes to be applied to the generator
when it is required. From the stator reference agdt equations id-g axes,
decoupling factors can be obtained from the volegeations using:

* = H dLPq
Uy =Rd,+ ot +aw,W, (4.18)

U,*=Ri, + d::d +w ¥, (4.19)

The reference voltages g axes,Usg* and Usd*, are then converted back to
3-phase voltages in theg-to-abc block. The voltage applied to the PMSG stator is
represented by a 3-phase Controlled Voltage Soulncek that is regulated bysg*
andUs¢*. The voltages are then transmitted through theaBer block to control the
PMSG speed. A Voltage and Current Measurement bbahkserted in between the
Breaker block and PMSG to measure the instantaneoli@ge and current at the
PMSG terminals.
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Fig. 4.14. Rotor speed step response.

Fig. 4.14 shows the rotor speed response for thall sisbb model. The
generator starts with speed 20 rpm and step uf tqo® att = 2 s. This is a step
change in waves from 3 s waves to 1 s waves aridlowt inertia to test the control.
The inertia was set to 2.2 kgnat 20 rpm the required torque is -220 Nm, an6lCat
rpm the required torque is -660 Nm. In reality thertia would be higher. The graphs
showing the speed response are presented. The ghagis a minimum overshoot
and has a settling time of approximat&ly= 1.4 s, which are still acceptable in the
actual system. The PMSG is needs to be synchromitbdhe incident waves so that
good response is required; if the cylinder is nawickronized then there will be zero
torque (effectively, using synchronous machine teohogy, it will “pole slip”). The
reference speed is the speed of the incident wavehwthe generator should be
synchronized to and differences in speed will leabad angle change. Zooming into
the graph to observe into more details, it is fouhdt when the speed reference
changes, a ripple appears in the rotor speed dunst@ntaneous change of the wave

height or wave period and there is a demand fouir

4.5.2 Case Study 1: Steady Mechanical Torque
for PMSG with 4.1 Ohm Phase Resistance

Fig. 4.15 shows wave power and mechanical torquati@ans due to a change
in wave period and wave height in time. The waviglite targeted are 0.8 m, 0.6 m,
and 0.4 m and the wave periods that corresponidetavave heights were chosen as 3
S, 2 s, and 1 s respectively. These result in vpawveers of 471 W, 177 W and 39 W.
A starting mechanical torque of -225 Nm was ingiahpplied in the simulation,
followed by -56 Nm at 4 s and finally -6 Nm is ajepl to the generator at 7 s. Overall
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the simulations run for 8 s. Notice that the negatsign represents the PMSG

functioning as generator.

The first set of simulations investigate a seriestep changes in speed as
shown in Fig. 4.16(a), where the speed is 20 rghrpd and 60 rpm. These are the
simulation results from the incoming wave poweshswn in Fig. 4.15(a). There are
three sections (A to C) as illustrated. The redoltsseveral variables and parameters
are shown. In Figs. 4.16 (b) and () andly simulations are put forward. These are
negative because the motoring convention is usekatdhe current then lies on the —
g-axis rather thag-axis.lq is successfully kept at 0O A for the control methodvork.
The curves for the back EMF and stator currentsamvn in Figs. 4.16 (d) and (e).
Fig. 4.16 (f) shows the zoomed in version of bk back EMF and the stator current.
These ensure that sine waves are obtained andhése plifference is 180 degrees. Fig.
4.16 (g) shows the rotor angle in radians. Thigadsgied forward with a negative
electromagnetic torque as shown in Fig. 4.18(hjait be seen that the high resistance
machine follows the demandégiwell. The extreme of a step change is an unlikely
scenario since there is considerable inertia incffimder and the speed will simply
not change virtually instantaneously. The speeatsetthe demanded value well. The
electromagnetic torques also follow the demand wdiich illustrates that the
Simulink simulation is giving good numerical acawyaThe terminal power of the
PMSG is shown in Fig 4.16 (i).

The total power generated by the generator anefftsiency can now be

calculated as shown in Table 4.1.

50 ‘ ; : 0
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= 50
<
g 2
= 300 & -100-
“g’ 5
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©
= £
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Time (s) Time (s)
(a) (b)

Fig. 4.15. Ideal waveforms: (a) Wave power absotieBristol Cylinder at 25% conversion

rate; and (b) Mechanical torque.
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Table 4.1. Generator powers and efficiencies

Wave Peak Peak Stator Power Simulated | Efficienc
Power (W) Back- Current (A) L%Ses Power (W) Y
EMF (V) (I"'R)
Section A 471 40 8 262.4 223 44.59%
Section B 177 60 2 16.4 161 90.97%
Section C 39 121 0.3 0.37 38 97.449
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Fig. 4.16. (a) Generator speed; ¢paxis current; (cji-axis current; (d) Back EMF; (e) Stator
current; (f) Back EMF and stator current; (g) Ratagle; (h) Electromagnetic torque; and (i)

Terminal power.
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4.5.3 Case Study 2: Steady Mechanical Torque
for PMSG with 0.41 Ohm Phase Resistance

One of the issues with scaled-down prototypesaspér-unit losses are much
higher. In the case of the small device here tlmpeplosses are high. To simulate a
machine with much lower per-unit copper losses tihemas decided to reduce the
phase resistance from 4.1 to 0.41 ohms and repeairhulations.

The simulations are again investigated using theesset of input wave power,
torque and speed as shown in previous case stutty samaller value of stator
resistance. The results are put forward in Fig7 4This is done in order to attempt to
improve the efficiency as discussed earlier. InsFig.17(b) and (c) th&, and I4
simulations that are shown. Again, these are negdbdecause of the motoring
convention and the current then lies on theaxis rather thaig-axis. Notice that the
requirement ofy changes with the change of the resistahgces. still maintained at 0
A; it could fluctuate when the speed changes ifdbetrol did not react fast enough.

Again, the speeds trace the demanded value well.

Table 4.2. Generator powers and efficiencies.

Wave Peak Back Peak Stator Power | Simulated | Efficiency
Power (W) | EMF (V) | Current (A) | Loses | Power (W)
(I"R)
Section A | 471 40 8.3 28.25 429 91.089
SectionB | 177 60 2 1.64 174 98.31%
Section C | 39 121 4 6.56 33 84.62%
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4.5.4 Case Study 3: Pulsating Mechanical
Torque

Pulsating mechanical torque is a more realistinade rather than a step
change. The wave-energy torque transmitted to tisdB cylinder is not likely to be
constant throughout one full cycle of wave; andl| reaa waves are not
monochromatic. In this simulation we take an exgerase where the wave torque is

a sinusoidal about a mean with amplitude that isaktp the mean.

The g-axis current,d-axis current, back EMF, stator current, rotor angl
terminal power and speed are shown in Fig. 4.1&. diisating nature of the power
deliver is clearly shown. This can be a major isenelarge wave energy devices
where large capacitor banks may be needed on thénR@o smooth this pulsating

power. Theg-axis current is tracked well with this system.

This simulation illustrates that accurate contrel needed and position
feedback via an encoder is also important in case gipping occurs and the system

needs to re-synchronize.

20
0
-200
. -400-
2 -600
§ -800
e
-1000
-1200
—Torque (ref)
-1400- ===Torque
-160 1 2 3 4 5 6
Time (s)
()
10 i 0.1 ! ! ! ! :
===1q (ref) —1d (ref)
——-Iq -
o} ¢ 'd
\ i/ H 1
\‘ I H ‘" ! ; 0.05
~ -10r %, g ; 1] —_
< \ /' / H 'u' :: i <
g oo s ’,' ‘.‘ ! 3: | T
& -20 Y 1 ol £ 0 =
5 W 5
= 18 £
] [
O 30 1 :‘I 3
¥ E‘,' -0.05
-40r :"ll l":’
o
vy
% 1 2 3 4 5 6 ) 1 2 3 4 5 6
Time (s) Time (s)
(b) (c)

107



30

200~

100-

Back EMF (V)
KR
38 o

Ny
=
Q

w
S

[o2]
o

'
N N S
o O o o

Stator Current (A)

A
=

H};‘, Il

n‘“

‘l
|

|
|

o
o

2

3

4

5 6

0
Time (s)
(e)
80 20 ‘
60"
<
g 40 15
5 —
=]
2 20 g
o
IS Q@
n op 210
3 N <£
L L o
-20 2
z g
& 40 5¢
®©
om
-60f
80, 2.05 2.1 2.15 2.2 % 1 2 3 4 5 6
Time (s) Time (s)
® (9)
16000Q ‘ ‘ : : ‘ 10 :
14000 n H ﬁ ”
12000 ] g 80
%10000 1 =
o o 60
£ 8000 i g
o (7]
T 6000 3 S
= 4000 i 2
= g
= A~ A~ASVNI
0
-200 1 2 3 4 5 6 % 1 2 3 4 5 6
Time (s) Time (s)
(h) 0)
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4.6 Speed and Torque Control (The Actual Size

Device)

Another set of simulations is needed for the acsird PMSGs. For these case
studies, the performance of three types of diffelMSGs will be shown. These
simulations were performed to compare the perfoomart generators with different
topologies. The parameters of these machines amensim Table 4.3.

These machines are simulated for the target wavehwtas a wave-height of
3 m and period of 10 s, and another random wavehtmas a wave-height of 2 m and
period of 8 s. These will give a calculated inpotver of 1.1 MW at 50% mechanical
efficiency and the input mechanical torque of IMMm from the targeted wave. The
load change characteristics are shown in Fig. 4Th@ simulations shown are for

only one generator in the Bristol Cylinder.

Table 4.3. Parameters of three different PMSGs.

PMSG Slotless Stotted winding Slotted winding
winding reduced size
Rotor diameter (m) 13.34 13.34 10
Axial length (m) 0.438 0.438 0.253
Weight of magnet (kg) 4015 4015 1661
Total weight copper (kg) 1632 3727 1707
Total weight excluding shaft (kg) 48865 48083 20044
Total flux linkage (Wb) 9.069 9.703 8.665
Total phase resistance (ohm) 0.0489 0.0271 0.0216
Total Phase inductance (mH) 14.8 6.3 3.19
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Fig. 4.19. Waveforms (a) Wave power absorbed list@rCylinder at 50% conversion rate

(two generators); and (b) Mechanical torque.

From the pulsating torque case studied in previerion, it is found that
some assumptions made maybe not as accurate aseded{nowing that the torque
may pulsate throughout one full rotation cycle lod Bristol Cylinder and assuming
the speed of the PMSG is constant is one of thekmesses. The fact is that the
estimation of the PMSG speed in this complicates® ¢a very difficult. To overcome
this weakness, the reference torque is now compapedhe electromagnetic
(measured) torque of the generator to generateeteeence value fo,. Referring to
Fig. 4.8, other control blocks remain the same pixfaa the speed controller which is
now changed to the torque controller. The resuktssaown in the case studies 7, 8,
and 9.
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4.6.1 Case Study 4: Slotless Winding

The simulation of the full scale device with a le$ winding is carried out in
order to study the device performance and its iefity compared to the lab-scale
device. This also enables the working voltage,asurand power of the device to be

assessed when working in the actual environment.

Fig. 4.20 (a) shows the reference speed and thalageed of the generator.
Starting the generator from stand-still, it is fdutmat the generator will take about
0.22 s to reach the stable speed of 6 rpm. Therufor bothg andd axes are shown
in Figs. 4.22 (b) and (c) respectively.is found to trace the reference value closely
while 14 is maintained at 0 A all the time. The 3-phaséostaurrent and back EMF
sets are shown in Figs. 4.22 (d) and (e). Therstatwent is found to be 1152 A and
328 A and the back EMF is found to be 639 V and Y9&r the first and second
wave cycles respectively. Fig. 4.22 (h) shows tleeteomagnetic torque measured
which is approximately equal to -1.76 MNm and -MBim for the two wave cycles
and is approximately equivalent to the input wavewe. The output power, which is
the instantaneous terminal power calculated usimy dquationVal +VplptVele, IS
shown in Fig. 4.22 (i). The resultant power is 1N®/ and 0.386 MW for the two

wave cycles.

The efficiency of the system can be calculated idohg the instantaneous
power by the input wave power (at 50% efficienayhich are 92.73% and 98% for
the two wave cycles. With a phase resistance of89.00hm, the copper loss was
found to be 0.06 MW for the first wave cycle, whishabout 5.45% of the total wave

input power. The copper loss for the second waetedyg negligible.
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Terminal power.
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4.6.2 Case Study 5: Slotted PMSG

This case study is done to compare the slotted Pi&@@Eguration which is
another alternative configuration for the Bristglimder. The performance of this
PMSG will be compared to the slotless PMSG.

The same simulation was carried out for the sloBddSG. Fig. 4.21 (a)
shows the speed of the reference speed and thal apeed of the generator. Again,
the generator was started from stand-still andtime it is found that the generator
took about 0.18 s to reach the stable speed ofr6 Fig. 4.21 (b) and (c) show the
variation oflq andlq respectively.lq tracks the reference value closely whijeis
maintained at 0 A. The 3-phase currents are showng. 4.21(d) and the peaks are
found to be 974 A and 277 A. In Fig. 4.21 (e) tlealp back EMFs are found to be
756 V and 945 V. These are for the two differemtdiogs and speeds. Fig. 4.21 (h)
shows the electromagnetic torques for these tworatipg points which are
approximately -1.76 MNm and -0.5 MNm and are edeingto the input wave torque.
The output power, which is again the instantandeusinal power calculated using
the equatioVal . +Vplp+Vele, is shown in Fig. 4.21 (i). The resultant powet i87MW
and 0.39 MW for the two wave cycles. The efficiemfyhe system is 97.27% for the
first wave cycle. With a phase resistance of 0.0Qhin, the copper loss is 0.03MW,
which is 2.73% of the total wave input power foe tfrst wave cycle. The second

cycle again is negligible.
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4.6.3 Case Study 6: Slotted Winding (reduced
size)

This case study is performed to study to possimslibf reducing the size of
the slotted PMSG because this will reduce the weagll cost of the PMSG and the

overall performance may be improved.

The same scenario as the last two simulations ptiespto the reduced size
generator. Fig. 4.22 (a) shows the speed of tlewarte speed and the actual speed of
the generator. This time the start time from statiltlis 0.11 s to a stable speed of 6
rpm. This is to be expected since the machine &llem Fig. 4.22 (b) and (c) show
the current components and aghijtraces the reference value closely wihiles zero.
The 3-phase stator currents and back EMFs in Big2 (d) and (e) show a peak
stator current of 1151 A and the peak back EMF & &¥. Fig. 4.22 (h) shows the
electromagnetic torque which is 1.76 Nm. The insta@ous output power is shown
in Fig. 4.24 (i) and averages to about 1.04 MW. EReiency is 94.55%. With a
phase resistance of 0.0216 Ohm, the copper Id&&84sMW, which is about 3.9% of

the total wave input power.
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4.6.4 Case Study 7: Slotless Winding (pulsating
torque)

In this simulation we take an extreme case whezentive-energy torque is a
rectified sine-wave. The pulsating nature of thev@odeliver is clearly shown in Fig.
4.23. This can be a major issue for a large waeeggndevice where a large capacitor
bank may be needed on the inverter DC link to siabis pulsating power. The
torque andy-axis current are tracked well with this systeme Tator angle is shown
and it does reach about 6.2 rad at 10 s, whicimésfoll cycle rotation of 360 degree.

The speed of the generator is shown for complesenes

— Torque (ref)
===Torque

Torque (Nm)

0 5 10 15

Time (s)
(a)
50 i 5 :
—1q (ref) —Id (ref)
-=-Iq -=-1d
0
< <
=z =
& -500 2 0
o (]
5 5
O O
-100Q
150 5 10 15 =% 5 10 15
Time (s) Time (s)
(b) (c)

120



—lc
|

‘7Ia
—1b

MN
\"‘I\|

L
i

)
|

i

500

LJ|L|’
-500
-1000

(v) waun) Joels

(A) 43 xoeg

15

10

Time (s)

-150! )

Time (s)

(e)

(d)

15

10

Time (s)

14

17

1.65

1.55

100Q

uaun)d lolels ® 4IN3 yoeg

(9)

(f)

15

10

Time (s)
(i)

2

N S ® © < N [S)
- —
(wdJ) paads Jorelauan

x10°

15

10

Time (s)
(h)

0 ~ ig) — ig) =)
N - o
(M) 18mod eulwia |

Fig. 4.23. (a) Mechanical Torque; (ppxis current; (cf-axis current. (d) Back EMF. (e)
Stator current; (f) Back EMF and Stator curreny;Rgtor angle; (h) Terminal power; and (i)

Generator speed.

121



4.6.5 Case Study 8: Slotted Winding (pulsating
torque)

In this simulation we repeat the same pulsatingjuer simulation as in
previous section. Again, the pulsating nature efplower deliver is clearly shown in

Fig. 4.24 (a) and the torque anehxis current are tracked well with one compete
revolution simulated in 10 s.
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123



4.6.6 Case Study 9: Slotted Winding (reduced
Size-pulsating torque)

The reduced size machine is simulated here withgbnlg torque in a similar
fashion to the previous two simulations and oneolgion is completed in 10 s.
Again the current and torque track the referendeevevell. It should be pointed out
that as the rotation progresses the speed will aaryhere is a change in effective
“load angle” with respect to the wave. Hence thecmaeaical angle characteristic is

not linear with respect to time. However, the gat@mrappears to be in synchronism.
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4.7 Summary of Case Studies

Case study 1 shows the simulations for the labesdaVice with higher resistance
compared to case study 2. This can be achieve@édycing the number of winding
turns without affecting the back EMF or by usingvé resistance copper wires. As
expected, the performance of the generator wittetominding resistance is better. It
has lower copper loss, and high efficiency comp&oegenerator with higher winding
resistance. The simulations for case study 3 are dsing the 4.1 Ohm generator
winding resistance. The difference between the dased case 3 is the expected
incident wave power. According to the theory, wanamver is treated as constant
source of power supply throughout the whole wawveode In practical, it is found
that constant wave power is difficult and the ptitgawave power is more practical.
This does make the study more complex. In cask€lpower generated is almost
constant throughout a wave period. In case 3, twep generated is pulsating, so

large capacitor back may be needed to convertrittssmooth DC liked power.

Case studies 4, 5, and 6 studies the performanteeddctual sea going device.
Case study 4 shows the performance of the slotlesding generator while case
study 5 shows the performance of a comparableedlotinding generator. The phase
resistance of the slotted PMSG is lower. The oupgmvter and the efficiency of the
slotted PMSG are higher, and the copper loss lottewever, the performances of
the slotless PMSG are still comparable to the efotPMSG. Even though the
performance for the slotted PMSG is more desirdbt#nically there will be issue of
slotting so many copper in the limited space ingtaor winding slot. Comparing the
slotted PMSG with the reduced size version of ws evhich is shown in case study 6,
the efficiency of the reduced size slotted PMSGower and the copper losses is

higher. Hence, the performance of the slotted PME&&iginal size is more desirable.

The performance of the lab scale slotless windeng lne compared to the actual
size device too. It is found that, the efficiendyab scale device is lower compared to
the actual size device. Even though the copperisoBigher in the actual size PMSG,

it is almost negligible due to the high amount oiver generated.
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Case studies 7, 8, and 9 show the performanceedcddtual size device with the
pulsating incident wave power. Again it shows ptitgy output power. The

efficiency of the system remain equivalent to tbgulfts of case studies 4, 5, and 6.
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Chapter 5

GRID SIDE CONVERTER CONTROL

5.1 Introduction

The space vector PWM rectifier is connected to phever grid through a
PWM inverter. Thus, we will refer the PWM invertas the grid side converter. In
reality these are likely to be two back-to-back PWMerters. The grid side converter
is connected to the generator side converter throlig DC link. Both the converters
are voltage source converters and linked by theliDiCor bus. The results in the
previous chapter clearly show that there will bdsating power and to maintain
constant DC link voltage, or constrain it to an rgpi@g range, then DC link energy
storage via a capacitor bank may be needed in coddeliver steady power to the
grid. The mean output power should be equal tontkan input power to keep the

mean link voltage constant.

The main goal for grid side converter controlasegulate the output power of
the wave energy system so that the capacitor wlal) remain within a constrained
range. A wave-energy generator can be treatedlas @ generator bus (PV) or load
bus (PQ) in a similar fashion to other power plda&3]. In a PV bus, the voltage of
the bus is known and in PQ bus the reactive poaaetd the grid is known. Therefore
another goal of the grid side control is to regul#ite reactive power or the bus

voltage. Bus voltage and delivered reactive poweidapendent to each other.

It can be concluded that the objectives of thd gile control are to keep the
capacitor voltage within a constrained range angréeide reactive power to the grid
simultaneously. The capacitor voltage varies adgogrtb the incoming power from
the wave-energy generator and the output powemgigethe grid. So the control
algorithm must be able to detect the voltage viamaand keep the grid and generator
AC voltages steady while charging and discharghg@C link capacitor. To boost

the generator voltage, the controlled rectifier sapply reactive power to it. But this
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too requires energy storage on the DC link. Therobalgorithm must also allow the

grid side converter to supply the reactive powerdeel by the grid.

Various control methods have been proposed fomptirpose of transferring
maximum power to the grid [169-173]. All the metkarbntrol different generator or

motor functions under different conditions.

5.2 Grid Codes Review

Early renewable energy plants in Europe were cdedet the distribution
network. However in recent years the trend is mgviowards connection to the
transmission networks directly [174]. Different wetk voltage levels have specific
requirements when connecting to a renewable engagyt. Power flow and energy
plant behaviour have a great influence on the ggadbility. Grid codes for connecting
generators to the grid are developed by grid opesaihese have been specified for
renewable energy plants and they have to be méhdgystem manufacturers. The
codes grid integration of wave-energy generatoesséll in early stage development
because there are few commercial wave farms. Thectbkes of the code
requirements are to insure the security of supg@hability and quality. Generally,
the grid code requirements are related to activkraactive power control, frequency
control, and voltage control and quality. In adutti tap changing transformers, fault
ride through capability, renewable energy modellingnd verification,
communications and external control are all conedeln the following section a
review for the UK requirements for electrical netis is presented based on the
National Grid Code [175]. The voltage levels of tlectrical network in UK are

shown in Table 5.1.

To review the active power requirements: the ineetal active power steps,
from no load to rated power, which a generator icatantaneously supply without
causing it to trip or go outside the frequency mmd 47.5 to 52 Hz or other pre-
agreed frequency, must be determined; and the fimeach incremental must be
provided. Because sea waves cannot be controHedyutput power of the generator
must be controlled to increase or decrease theubyipwer to support the system

frequency during unexpected demand [178].
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Table 5.1. Voltage levels for electrical networklK [176][177].

Network Line Voltage| National Scottish & Scottish N. Ireland
Grid Southern Power
400kV \ - \ -
Transmission 275kV il v v v
132kV - \ \ -
110kV - - - \
33kV \ \ \ \
22kV \ \ \ \
Distribution (13.16le/ :// :// :// ://
415V \ \ \ \
230V \ \ \ \

The reactive power is typically controlled in avg range. The grid codes
state various ways regarding the control capabilftyeactive power. The generator
capability in terms of controlling the reactive pemdepends on the generator type.
Another main code issue is the power quality. Tisisdetermined by a set of
parameters of the generator that will have imphet toltage quality of electricity
network. The related parameters are the active raadtive power as mentioned

earlier, voltage fluctuations, switching operatiomarmonic current and the others.

5.3 Grid Side Converter Control

Fig. 5.0 shows the block diagram of the grid sideverter control technique.
It is critical for the grid converter control tos@ond to the demand for reactive power
and to keep the capacitor voltage constrained samebusly. There are three main
control techniques which are integrated into thd gide converter control. The first
is the control of capacitor voltage. It is assunmethis part that the grid voltage is the

reference and constant:
Vv, :‘vg‘DO (5.0

Therefore, the active powd?y and reactive powe@)y can be derived from

3 . .
Pg = E (ngl qo +Vdg| do) (5.1)

3 . .
Qg = E (ngl dot Vgl qo) (5.2)

Sincev,, =|v,| andv,, = 0then (5.1) and (5.2) can be simplified to [179]:
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Fig. 5.0. General grid side converter control [168]
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Fig. 5.1. DC link capacitor voltage and currents.

The parameters of the DC link capacitor are showiig. 5.1. The equation

for the current can be derived from:

P
k zcddvt° =g i = = (5.5)
VC VC

whereP, is the turbine power or DC link input pow@ is the grid powery. is the
capacitor voltagein, is the inverter side curreritg is the rectifier side current,the
capacitor value ang the capacitor current. From the equations, itlmadeduced that
the DC voltage can be adjusted by controllifygor iqe. The control loop is shown in
Fig. 5.2. The difference between the reference atpavoltage and the actual
capacitor voltage determines the valudgqgfthat is required to keep the DC voltage
constant [180]-[182].
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Vde(ref) iqo Wave Turbine
T PI Systemn

¥

Vde

Fig. 5.2. DC link voltage control.

The second control involved is the reactive poeantrol technique [183-185].
Equation (5.4) clearly shows thiat should be varied to control the reactive power.
Fig. 5.3 represents the control of the reactive growhe difference between the
reference reactive power and the actual reactiveepdetermineg;o.

O(ref) ido Wave Turbine
P Pl System

¥

Qout

Fig. 5.3. Reactive power control loop.

The third control involved is the control of theibvoltage [186][187]. A
similar technique as for the reactive power is ugdadjustingiq,, the voltage drop
can be controlled and as a result, the bus voltagjee controlled. Fig. 5.4 shows the

control loop for the bus voltage control.

Vhus(ref) ido Wave Turbine
mormee PI System

¥

Vs

Fig. 5.4. Bus voltage control loop.
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5.3.1 Modelling and Simulations

The control process shown in Fig. 5.5 is starteddétecting the phase angle
from the grid voltages using a Phase Locked LodpL)Rlevice. It provides the
inverter with the frequency and phase angle. Bygldhis, the inverter current angle
will be synchronized with the grid voltage anglekeep the power factor as close as
possible to 1. In PLL, a Park Transform is usettdnsform the parameters in thlec
frame to thed-q reference frame. A Pl is then used to reduce tfierdnce between

the grid phase angle,and inverter phase angteusing

y—0LCsin(y—-0)=A86 (5.6)

The frequency of the grid is set at 50 Hikhe PI algorithm is used in various
locations in the simulation and this computes aadgmits a signal that needs to be
controlled. The output signals from the Pls depemtseveral parameters such as the
proportional gain, integral time and error as mamd in previous chapter. The DC
link voltage control and the reactive power contimbp are implemented in this
simulation. Outputs from the PI controllers, whante in thed-q reference frame, are
transformed back to thabc reference frame. The signals will then serve asiriput
for the SVM (space vector modulator), where theegebntrol signals will be
generated. A simple L-filter is used in this sintida to connect the grid side inverter

to an infinite bus.

The results of the simulation are shown in Fig. wlenVgcenis set at 150 V.
The grid line-to-line rms voltage is 120 V, and thput for the DC link is from the
generator shown in previous chapter for turbinehwaitstator resistance value of 4.1

Ohm. The PWM carrier frequency is 10 kHz and thelldi capacitor value is jiF.
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Fig. 5.6 shows all the six gate signals for th8TS of the inverter. These are
the pulses that are generated by using the cometthods described above. Fig 5.7
shows the simulation results of the control methotth the wave converter system
operating under normal conditions. The goal of #irulation is to transfer the

maximum power to the grid.

Fig. 5.7(a) shows that the DC link voltage canttaeed accurately with
minimal fluctuation at the rated voltage of 150Miwa rise time of approximately 1.2
s. In the DC link circuit, the voltage is limited £10% to prevent over voltages and
to protect the IGBTs of the inverters. The cont@blé region can be adjusted

according to the power converter behaviour.
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In Fig. 5.7(b), the active power and reactive powegquirements for the
inverter are shown. As a result of some lossestrinsferred active power is slightly
reduced compared to the power generated by the PND@@and of the reactive
power actually depends of the active power transfenVhen active power increases,
reactive power increases too. The negative sigheofeactive power indicated that it
is in generating mode. The active powers obtaimed3@0 W, 2700 W, 550 W and
450 W respectively for all 4 cycles while the r@aefpowers obtained are -12 VAR, -
240 VAR, -31 VAR and -20 VAR respectively.

From Figs. 5.7(c) and (d), it can be seen thagtiteside voltage is kept at a
rated value where the line-to-line voltage is 158nd the line voltage stays at 90 V.

Overall, the objectives of the control method ackieved. These ensure that

maximum power is transferred to the grid with mialrdisturbance.
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Chapter 6

CONCLUSIONS

6.1 General

In this project, mathematical modelling, analystentrol system design,
simulation of generator using the FEMM and PC-BDtnulation of armature
control, generator speed control and grid side edev control using
MATLAB/Simulink have been carried out in order tesign and simulate a Bristol
cylinder weave energy device. Wave properties wattglied using Linear Small
Wave Amplitude Theory and Stokes Second Order Widneory. The design of the
generator have been performed analytically and blsaising the finite element
analysis method. Analysis and control system defigmrmature control, generator
speed control, and grid side converter control weaeried out and tuned using
MATLAB/Simulink.

The research has shown that with intensive cqntiw Bristol cylinder
rotating wave device is well suited to the taslcofiverting wave energy into useful
electrical power. The motivation driving this resdahas been the increasing interest
in renewable energy device development, espeaiaiye devices, which is very rare.
The aims are to effectively convert wave power drgdribute it to the grid. Wave
devices, especially the rotating type, are a neditinew development in renewable
energy field. However, they have potential to tapithe existing power supply

market in the future.

The studies carried out provide an understandfrtgpeoproblems involved in
the whole process from generating to transmittihgan be treated as a feasibility
study of the device. The analysis and control &friatol cylinder wave conversion

system was successfully simulated.

The research work has shown that a surface PMZGpssible solution for

the Bristol cylinder as it can be designed withighhpole number for low speed
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operation and it has relatively high permanent readinx linkage. The flux linkage

is limited by the permanent magnet characterisiicgap, pole number and the sizing
of the generator. The problem is always to maxintiee pole number, at the same
time minimizing the air gap within a given generase. These are the main issues

found in all the low speed generators.

For the generator, power conversion is maximiségnwthe rotation of the
Bristol cylinder is synchronised with the speegdvailing incoming wave. In fact it
is a synchronous speed so torque will not be gesetrat any other speed. This is
proved achievable by studying the effect of theaure length corresponding to the
incident wave and the speed control. The armaength of the cylinder arms or the
rotational radius can be adjusted according toitbielent wave while the generator
speed control will control the Bristol cylinder atibnal speed. The indirect FOC is
simulated and it shows good control of the generspgeed. The main difficulties will
be on how to obtain very accurate measurement efptirameters of the incident

wave.

Lastly, the control for the grid side converter swsimulated successfully
where the main goals is to keep the DC link voltagestant. This is needed so that
full active power transfer can be achieved. Thetrobrsystem included a DC link

voltage control loop, a reactive power control @y a bus voltage control loop.

6.2 Suggestions for Further Research

This research work has contributed new findingsgémerator design and
control strategies for rotating wave devices, patérly the Bristol cylinder wave
device. It shows that the implementation of theickevs feasible. The impact of the
control has been assessed using MATLAB/Simulinknt@loutions have been made
to the design of a lab scale wave tank, the desigm generator specifically for the
Bristol cylinder application, and the control ségies that must be implemented to
maximise the output power of both the PMSG andothweer transmitted to the grid. It
is suggested that further research should be walagrtto improve the findings of the

present research work as mentioned below:
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A lab scale wave tank can be constructed to tedt \amified the actual
movement of the cylinder in the presence of incgmiwraves. Actual torque
values absorbed must be measured to know exaetiytéraction between the
cylinder and waves.

Other than the surface PMSG, PMSGs with other topes can be designed
to provide comparison and to get the best out ®Bhstol cylinder. Research
on the material for the Bristol cylinder can be sidered too, as this area is
still limited.

Research on the wave detection is also required.ery difficult to obtain
accurate data of waves and to predict the timevinee will reach the cylinder.
With the improvements in intelligent sensor tecloggl this is possible. Input
of the wave data is very important and critical ttus device and it affects the
overall performance of the system.

A single machine was studied in this project; hogrevesearch can be done
on the effects of using multiple machines at oneetiIn reality, the Bristol
cylinder may not be deployed on a site individudtlyt in lines or rows. So it
is worth addressing the integration of multiple fmaes on to the grid
network.

For power distribution and transmission networlegmation, research can be
done on the quality of the power supplied. For tesearch, the main aim is to
maximize the transmission from the generator togte. The power quality
may represent a good opportunity to further theassh and improving the

transmission of power, particularly since the poisgulsing.
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€97

Plans for Steelwork for New Micro Wavetank in CB 2.02.07

Materials

Materials nominally specified as 100 mm box section and 100 mm angle section. This can be reduced if necessary if still deemed strong enough,

There will be up to 2200 Kg of water in the tank when full.

All uprights and 6 horizontal stretchers (shown) are 100 mm box section steel:
8 uprights x 1.8 m + 6 uprights x 0.7 m + 6 stretchers x 1.1 m = 25.2 m of 100 mm square box section
All other components are 100 mm angle section:
6 runners x 4.9 m + 8 diagonal bracers x 0.91 m + 7 stretchers x 1.1 m = 44.38 m of 100 mm angle section

Construction: To be welded or bolted as required
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Appendix 2

FEMM LUl PROGRAM

The following code was written to synchronouslyatetthe rotor and current phasors

in the FEMM generator model.

open("'r38-torqueV0-0.fem")
mi_saveas("temp.fem")

pi = 3.141592
step=1

for deg=0, 15, step do
t=(1/360)*deg
ia=0.5*cos(2*pi*23.98*t)
ib=0.5*cos(2*pi*23.98*t+(2/3)*pi)
ic=0.5*cos(2*pi*23.98*t+(4/3)*pi)
mi_seteditmode("group")
mi_selectgroup(1)
mi_moverotate(0,0,step)
mi_modifycircprop ("la",1,ia)
mi_modifycircprop ("1b",1,ib
mi_modifycircprop ("Ic",1,ic)

mi_analyze()
mi_loadsolution()

--collect the flux linkage for each phase

i1,v1,fluxl=mo_getcircuitproperties('la")
i2,v2,flux2=mo_getcircuitproperties("lb")
13,v3,flux3=mo_getcircuitproperties("lc")

-- cogging torque calculation routine
mo_groupselectblock(1)
cog=mo_blockintegral(22)
mo_clearblock(1)

mo_groupselectblock(3)
currenta=mo_blockintegral(7)
mo_clearblock(3)

mo_groupselectblock(2)
Al=mo_blockintegral(1)
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mo_clearblock(2)

mo_groupselectblock(3)
A2=mo_blockintegral(1)
mo_clearblock(3)

mo_groupselectblock(4)
A3=mo_blockintegral(1)
mo_clearblock(4)

mo_groupselectblock(5)
A4=mo_blockintegral(1)
mo_clearblock(5)

handle = openfile("cogtorl.dat","a")
write(handle,deg,” ",il1,” “fluxl,” “ ,Al,” “,A2,” “,A3,” “,A4,” “,"\n")
closefile(handle)

mo_close()
end
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Appendix 3

PUBLISHED PAPERS
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