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Abstract 
 

 
Global demand for renewable energy is at an all-time high. Renewable 

energy can be extracted from naturally available resources such solar, wind, tides, 

geothermal heat, sea waves and the others. The percentage of renewable energy in 

the energy resources is increasing at an ever increasing rate. While much renewable 

energy is large scale, it is also suitable for rural and remote areas. 

 The challenges facing today’s renewable energy supply industry are many, 

especially in the wave energy field which is still underdeveloped. The number of 

commercialised wave energy devices is very limited and the concepts implemented 

for harnessing wave energy are very different between the different devices and 

often struggle to be effective or survive ocean-going conditions. Thus, major 

research is required to find new and effective methods for harnessing wave energy 

which are able to supply power to the grid with high conversion rate and good 

reliability.  

 The proposed Bristol cylinder device, in theory, should be able to harness sea 

wave energy and to convert it into useful electricity, and this device is studied in 

detail here. This device is still new in terms of practical application in ocean 

conditions. It needs power electronics and effective controllers for high-efficiency 

power extraction and to be successfully integrated into the power grid. When the 

device was first investigated in the 1970s, power electronics and variable-speed 

brushless permanent-magnet machinery was simply not developed to the level it is 

today, hence the revisiting of this device several decades later. A successful Bristol 

cylinder wave device which can extract renewable energy may well impact on the 

renewable energy sector.  

 The wave characteristics were studied and simulated using Airy Linear Wave 

Theory and Stoke’s Second Order Theory. The dynamic characteristics of the Bristol 

cylinder are investigated when interacting with waves, together with the control 

necessary to make it a functioning device. A lab scale wave tank suitable to test the 

Bristol cylinder is designed.  



 
 
 ii

A surface magnet permanent magnet synchronous generator (PMSG) design 

is considered in this research project. This generator configuration shows its 

suitability in producing high conversion-rate power when working in a low speed 

environment. The sizing exercise is performed to determine the size of the lab scale 

PMSG. Analytical analysis and finite element analysis is performed to study the 

performance of the designed PMSG. A study of the effect of the armature length 

with the corresponding incident wave is done. Field oriented control (FOC) is 

applied to control the speed of the generator. FOC is shown to be suitable for stable 

control of the generator speed. Simulations using MATLAB are utilized and 

Simulink is used to construct the model and evaluate the potential performance of 

the control system design. In this thesis, theoretical analyses and simulations of the 

generator performances are carried out for several generator topologies and sizes. 

The grid side converter controller technique is also simulated in MATLAB/Simulink 

and the performance evaluated.  
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Chapter 1 
 
INTRODUCTION 
 
1.1   Background 

Renewable energy has emerged as one of the most discussed topics in the 

electricity generation field. Renewable energy has been labelled as green energy due 

to its minimum pollution and the freely available and sustainable sources. The total 

energy generation from renewable resources is projected to increase by 3 % annually 

[1]. Some renewable energy sources are now being commercially exploited; these 

include the hydropower, biomass, geothermal, solar and wind power. The 

technologies within these renewable energy areas are established with energy entering 

the energy supply market. Meanwhile wave and tidal energy technologies are still 

under development and they are not yet widely demonstrated nor commercialized. 

There are several prototypes systems across the world and some of these are 

generating onto the grid [2]-[5]. This has created many new research opportunities in 

the renewable energy sector. The aim is to develop new energy absorption devices for 

energy conversion purposes, and to control these devices to maximize energy 

conversion. The whole process of converting renewable sources into useful energy is 

very demanding and complicated. It involves designing new devices to tap the raw 

energy, converting it to useful energy depending on the purpose, and transmitting it to 

the required destination. The device has to be robust and durable. 

 The study of wave energy is reported to have commenced in 1970 [6]. 

However, due to the complexity and difficulty in extracting the energy, it is still not 

widely utilized. Ocean waves are complex, very irregular and unpredictable. Deep 

water wave power available throughout the world is estimated to be around 8000 to 

80000 TWh in 2007 [6]. This shows that the potential of harnessing energy from 

waves is feasible and there have been several studies around the world reporting on 

the wave resources in a particular location [7]-[14]. There are now many early stage 

marine energy systems being developed; although it is acknowledged that, while the 
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wave devices work in theory, there are bigger challenges ahead in terms of conversion 

rates, robustness, control, cost, and maintenance of the whole system.    

 One system that is of particular interest in this research is the Bristol Cylinder 

type of device. While the device was developed by Evans et al in 1979 [15], it is still 

in the early research stage by Green Cat Renewables Ltd, UK; this report will 

concentrate on the understanding of the nature of sea waves, the operation of the 

device, the design of generator that fits into it, and a control system that will use 

incoming wave parameters to tune the turbine to individual waves. The device 

requires a very low speed generator for some sea states hence, close speed and 

position control is needed. 

 To contribute towards achieving such aims, the research work reported in this 

thesis uses Linear Small Amplitude Wave Theory and Stokes Second Order Wave 

Theory to study the nature and characteristics of deep water waves. Based on the 

work done, these theories are the most suitable for explanation of the interactions 

between waves and the device, and the control requirements for the movement of the 

wave device. This report also highlights the design process of a multi-pole PMSG that 

fits into the particular device.  Last but not least, a full scale control system is 

proposed for maximization of the power and protection of the device.    

1.2 Problem Definition 

There are a few common wave devices which have found application for sea 

wave energy generation. These include the Oscillating Water Column (OWC) [16-18], 

point absorber devices [19-21], surge devices [22-24], attenuator devices [25-27], and 

the overtopping devices [28-30]. These devices use different concepts in the way they 

function and are unique in the way they harness and convert the energy.  This report 

will focus on the Bristol Cylinder wave device which is not classified under any of the 

categories mentioned above.   

 For the Bristol cylinder, Evans et al [15] assumed a submerged cylinder with 

Cartesian movement where the, work is done in horizontal and vertical directions 

(two-dimensional theory); McIver et al [31] assumed a three dimensional effect. For 
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this research, it is assumed that a cylinder placed into the water will moves in circular 

motion. This is shown in Fig. 1.1. The device requires a very low speed generator 

system, in the region of 6 rpm if the sea state has a 10 s period. A gearbox can be 

utilized, or a high pole number generator (as used here). The power (or energy) from 

this sort of device is likely to pulsate with every wave, the degree to which the energy 

pulsates needs investigation. In Fig. 1.1, the cylinder is rotating around a central point 

(the dashed circle) and it is held here at each end by an armature (black). The 

armature is centrally pivoting on a rigid structure, such as a tower. The other end of 

the armature is connected to the cylinder and the reaction at this point is created by 

the generator. The cylinder itself does not rotate on its own axis. In the figure, the 

generator is shown as a gearbox and small generator although in this thesis a direct-

drive generator is proposed.  

 

Fig. 1.1. A Bristol Cylinder representation. 

 

When Evans et al first conducted their research in the 1970s much of the 

power-chain mechanisms that are so common today were not available then. 

Brushless rare-earth magnet machine were still in very early-stage development and 

the very strong material (sintered neodymium iron boron (NdFeB)) was not available. 

The electrical power train in this device will probably comprise of a diode or 

controlled (with metal oxide semiconductor field effect transistors (MOSFETs) or 

insulated gate bipolar transistors (IGBTs)) rectifier, followed by a direct current (DC) 

link, then through to an inverter to transform the energy into an alternating current 

(AC) electrical form for connection to the grid via a transformer and suitable 

switchgear. By the nature of sea waves, the period could be up to 20 seconds and if 
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the power is pulsating, this may require substantial electrical energy storage on the 

DC link in order to smooth the energy output [32]. 

1.3 Project Objectives 

The main objectives of this research are described below: 

• To study the wave behaviour and characteristics. The interactions between the 

wave and the Bristol Cylinder wave device need to be described and understood. 

The focus will be on the amount of energy transferred from the waves to the wave 

device and also the torque absorption capability of the wave device. From a 

modelling point of view, critical inputs (that will serve the purpose of simulation) 

need to be identified and fed into the system for optimum control. 

• To propose and design a lab scale wave tank which will act as a testing bed for the 

proposed energy caption system.  

• To design an AC PMSG that fits into the Bristol Cylinder. This involves the sizing 

of the rotor and stator, the choosing of raw material, the choice of generator 

topology or configuration, winding and et al. This generator must be able to 

function at very low rotational speed. The design will be carried out using Finite 

Element Method Magnetics (FEMM) and PC-BDC SPEED software. 

• To develop a control system necessary for the Bristol Cylinder sea wave energy 

capture device where the issues concerning harvesting a slow, propagating sea 

wave, and pulsating power will be highlighted. The development, testing and 

simulation will be completed using MATLAB/Simulink. 

• To simulate a grid side converter control technique to maximize the power. 

• To conduct a sizing exercise to scale the lab device to a full sized device. 

1.4 Outline of the Thesis 

The thesis is organised as follows:  

Chapter 2 reviews the key aspects of wave energy and the application of the 

Bristol Cylinder to conversion from the travelling waves of potential energy in the 

waves to rotational mechanical energy. The quantification of wave power is addressed 
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in terms of monochromatic waves. Theories that lead to dynamic wave behaviour and 

their properties are discussed. An overview of the current range of wave devices 

under development is presented and the principle functions of the Bristol Cylinder 

wave device is put forward. A lab scale wave tank design is presented; its dimensions 

based on the wave and wave device characteristics are discussed. A review of typical 

wave resources in different global locations is completed and a scaling exercise for a 

full sized device is carried out. Finally the costing of a full scale device is presented. 

 Chapter 3 reviews the existing permanent magnet (PM) machine technology 

within the context of application to generators for renewable energy systems; this 

review concentrates on the application to low speed PM generators. The design aspect 

of the generator is then presented which includes descriptions of various generator 

topologies, magnetic materials, windings, and generator sizing. The main 

considerations are discussed and a generator is designed specifically for the Bristol 

Cylinder. The designed generator is then analysed using analytical and finite element 

methods.  A generator design, together with its performance assessment, is presented. 

 Chapter 4 assesses the control strategies needed to ensure that the wave device 

will be fully utilized in terms of wave power delivery and that the generator energy 

conversion is high. An overview of the system considerations is given together with 

the generator speed control system. The control strategies are then simulated using 

MATLAB/Simulink. The result is simulation of the armature length corresponding to 

the incident wave. This is to protect the wave device against storm damage where sea 

conditions will be extreme. A mathematical model of the speed control system is put 

forward and its effectiveness in maximizing the PMSG output power is discussed. 

The indirect FOC method is proposed and analysed in this research. A few case 

studies are outlined at the end of the chapter in order to evaluate the performance of 

the whole system. 

 Chapter 5 addresses the importance of grid side converter control. The UK 

grid code is briefly reviewed. The control loops within the controller are discussed 

and the control strategy is then simulated using MATLAB/Simulink. The main goal is 

to maximize the power transmission to the grid. The control system is simulated to 
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test its performance and to study on the feasibility of connecting the wave device to 

the grid. 

 Chapter 6 presents the major conclusions from the research project, and 

discusses future research opportunities that are highlighted by the work. 
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Chapter 2 
 
WAVE ENERGY 
 
2.1 Introduction 

Wave power actually refers to the energy potential carried by sea surface 

waves and the conversion of that energy to do meaningful work which includes 

electricity generation. Wave power is different from other forms of marine energy 

such as tidal power, ocean current power, tidal power, and power extracted from 

temperature and salinity gradients [33]. Waves are caused by wind as it blows over 

the surface of sea. It can be a powerful source of energy which is yet to be not utilized. 

To date, wave power generation is not a commonly available commercial technology 

although there have been various attempts to use it.  In 2008, the first wave farm was 

constructed in Portugal which is the Agucadoura Wave Park [34] and yet this wave 

farm is still in the experimental stage. There have been other systems that predate this 

which have been individual prototype devices [35]. Issues that have led to the lack of 

deployment are usually related to fact that actual wave energy is random and low 

frequency, and it is difficult for energy to be converted successfully and flow into a 

utility grid. Often the environment is hostile with extreme conditions often occurring. 

However, the issues concerned with power electronic energy conversion [36], 

pulsating power [32] and subsea power transmission [37] are being addressed.  

 Wave energy could play a crucial role in meeting long term renewable energy 

targets, which will lead us to pollution-free or low carbon emission electricity 

generation. It is projected that on the Scottish west coast, the mean wave power is 

often in excess of 60 kW/m of wave front. Offshore wave power potential is projected 

at 14 GW in Scotland which will provide some 45 TWh annually [38]. Like other 

renewable energies, wave energy is unevenly distributed over the world as shown in 

Fig. 2.1. Later in this chapter, wave data for different locations will be addressed for 

comparison. 
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Fig. 2.1. Global wave power distribution in kW/m [39]. 

 The advantages of wave energy are the source is free and available throughout 

the year and it does not produce pollution such as greenhouse gases. However, the 

safety risks with wave power generation can be considerable due to the ocean location 

of the systems. There will be capital costs involved in building a stable system which 

will act as the power station. There will be components that may be offshore or 

shoreline (acting as a sea defense), which are the electro-mechanical conversion 

components; and on-shore components related to the electrical conversion and grid 

connection. The cost of the former components will attract a construction premium 

due to their ocean-going nature and need to be storm-proof. Sea foundations or 

mooring can be very expensive top put in place. The operation and maintenance cost 

may be low but there may be site access issues in deep sea locations.  

The amount of energy available is massive. However, waves can be small, 

with short wavelength (low energy) or large, with long wavelength (high energy) and 

they are uncontrollable; sometimes it may be necessary to shut down the system and 

enter a survival mode during passing storms (in a similar manner to wind turbines that 

tend to feather their blades and shut down above about 30 m/s to prevent damage). 

Suitable sites where wave are consistently strong, but manageable, need to be 

identified; and if there is some sheltering from storms that would be advantageous. 

The transportation of electricity from the sea onto the land will be an issue. Subsea 

cabling is expensive and DC transmission may be required when distances between 



 
 
 9

devices and the on-shore electrical hub and grid connection are long. Since wave 

energy conversion devices are still at the research and development stage, the cost of 

producing energy is too high be economically competitive. However, with advancing 

technology, both in terms of electro-mechanical energy conversion and off-shore 

power systems, this price should reduce. 

It can be argued that the visual impact above water or on shore is considerable, 

however, this is very much an arbitrary assessment; wind turbines have been 

subjected to similar discussions. At this stage wave devices do not seem to produce a 

higher visual impact than wind turbines or shipping. More important is the impact on 

the environment both in terms of marine life and ecology and impact on the local land 

and sea. It may disturb marine life, and this needs correct assessment; there will be 

both vibrations and noise impact. There may also be issues concerned with sea 

transport in terms of shipping and fishing [40]. Hence there are many challenges to 

address in the process of harnessing wave energy efficiently and with minimal 

environmental, social and economic impacts. However, wave devices need to be first 

researched and developed before their impact can be fully understood. 

2.2 Sea Wave Formation  

Sea waves are formed by the combination of solar activity, earth gravity, sea 

surface tension, and wind intensity. It can be argued that sea waves are a derivative of 

wind, which is in turn a derivative of solar energy, so solar energy is the prime source 

of wave energy. Fig. 2.2 shows the formation of sea waves. Whenever the wave 

propagation is slower than the wind speed above it, energy will be transfer from the 

wind to the waves to set up a sea wave which is a propagating wave of potential 

energy (although kinetic energy is necessary to set up the rotational motion within the 

water). The wave size and wavelength is affected by the wind speed and fetch (which 

is the distance over which the wind excites the waves). It is also affected by the depth 

and topography of the seabed, which help to focus or disperse the energy of the waves. 

As the fetch increases then the shape will be more stable and the waves will become 

good swell waves, which have high amplitude, long period and long wavelength. 

These are the ideal waves for harvesting by wave devices because they are strong, 

more constant and predictable in the longer term. In Fig. 2.1 it can be seen that 
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western continental seaboards in more northerly or southerly locations (for instance, 

the north Atlantic of Scotland and Ireland, the south western shores of South America 

and South Africa and the shores of Western Australia and Tasmania) are good 

locations. Surge waves are due to storms and these are less predictable and can be 

extreme. These are not good waves for harvesting. Tsunami waves are due to tectonic 

plate activity rather than winds. These form one single wave of extremely long 

wavelength which has extremely high energy. These waves cause devastation and are 

obviously not harvestable. 

 

   (a)            (b) 

Fig. 2.2. Sea waves transformation - (a) eagle view [8] and (b) side view showing surge. 

2.3 Wave Properties 

Fig. 2.3 shows the basic wave mechanics in deep water condition. The still 

water level refers to the sea surface level in the absence of wind or waves. Wave 

crests refer to the peak or top of the waves, while the trough refers to the lowest point 

of the waves. Wavelengths refer to the horizontal distance between the crests or 

troughs of continuous sinusoidal waves. These are monotonic waves, i.e., the waves 

are sinusoidal with one frequency. Real sea states have a spectrum of wave 

frequencies. The wave height H is the vertical distance between the crest and the 

following trough, while the wave amplitude refers to the vertical distance between the 

still water level and the crest or trough (i.e., half the wave height). Real sea states will 

have a range of wave heights at different frequencies and are hence random. This 

makes their short-term prediction difficult [41] although statistical breakdown over a 
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time period from a set of location measurements makes their long-term prediction 

possible. 

As the water becomes more shallow, the motion of the water becomes more 

elliptical and the wave velocity slows, shortening the wavelength and eventually 

begin to break. At this stage the water is giving up its energy to the beach or sea bed.   

 
Fig. 2.3. Basic wave mechanics at deep water. 

The behaviour of the water is now more rigorously examined in terms of wave 

theory and the definitions of deep, intermediate and shallow water put forward. 

According to the small amplitude theory of surface water waves [42] which 

was first developed by Airy in 1845, waves can be classified based on the relative 

depth Drw of the water. Drw can be obtained by using the following equation: 

L

d
Drw =  (2.1) 

where d is the water depth and L is the wavelength. In the case where Drw is more than 

0.5, the waves are referred to as deep water waves [31]. Studies [43-45] show that in 

deep water conditions, the motion of the water particles have only a small net forward 

displacement; and particles beneath the wave essentially move in circular orbit, this is 

the an important characteristic in the operation of the Bristol Cylinder. While at 

shallow water, as already stated, the particles actually move in elliptical orbit. At the 

surface, the orbit radius is approximately equal to the wave amplitude. At deeper 
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depths into the water, the orbit radius will decreases as illustrated in Fig. 2.3. Many 

experimental observations have reported water particle motion; many of these are 

straightforward experiments employing techniques such as dye or droplet techniques; 

more sophisticated experiments use of electromagnetic methods, doppler techniques 

and drag devices. All these techniques have been applied with varying success [46].  

 Overall, wave energy move faster across the water surface if the wavelength is 

longer. For deep water waves, this relation can be obtained as shown below [47]: 

T

L
C =   m/s (2.2) 

where C is the celerity (wave speed), L is the wavelength in m, and T is the period in s. 

Compared to the wave period, the wavelength is more difficult to determine in the 

ocean. If the period can be measured, the wave speed can be estimated as from [46] 

TC 56.1=  (2.3) 

In deep water, the wavelength, L is given [47] 

2
2

2
56.1

22
T

gT

f

g
L ===

ππ
  (2.4) 

where g is the gravitational constant of 9.81 m/s2 and f is the frequency of the wave. 

 The intermediate and shallow water depths can also be described. Table 2.1 

gives classifications for wave depths where shallow waves are less than L/20 and 

intermediate water is less than 0.5 L [48]; however, there is also reporting of shallow 

water being less than L/4 [49]. 

Table 2.1. Classification of ocean waves. 

Drw (Range) Classification 

< 0.05 Shallow water waves 

0.05 - 0.5 Intermediate depth waves 

> 0.5 Deep water waves 
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The wavelength variation was tested in a micro wave-tank constructed in The 

University of Glasgow. The tank is shown in Fig. 2.4 and the results are given in Fig. 

2.5. In shallow water, if the depth d is less than a quarter of the wavelength L then the 

velocity is 

dgdV 13.3==  m/s (2.5) 

so that the wavelength in shallow water becomes 

f

d

f

gd
L

13.3==  m  (2.6) 

The wavelength was measured using wave probes. When the probe signals 

were in phase then they were one wavelength apart and this could be measured. The 

measured wavelengths begin to follow the shallow wavelength curve at about 2 m 

wavelength. For 400 mm depth then this gives a Drw of 0.4/2 = 0.2. This illustrates 

that shallow water is being approached at higher values of Drw  and this will have an 

affect on the power available in the waves since the wave power equation is a 

function of the relative depth. Tests were carried out with no device in the tank. The 

probes were formed from two parallel metal rods and the wave-height was a 

calibrated as a function of the probe impedance. A Labview program was developed 

in order to log the wave heights. One probe was fixed and the one moved until it was 

in phase. The distance between the probes then gave the wavelength [49].  

 

Fig. 2.4. University of Glasgow micro wave-tank. 
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Fig. 2.5. Comparison of measured wavelengths with deep and shallow wavelength predictions 

for micro wave-tank. The depth is about 400 mm [50]. 

Returning to the analysis of deep water waves, the mean energy flux crossing 

a vertical plane parallel to a wave crest, i.e., the energy density of wave Ed, can be 

determined using the equation [51] 

28

22 gagH
Ed

σσ ==     J/m2 (2.7) 

where σ is the sea water density of 1025kg/m3, a is the wave amplitude in m and H is 

the wave height in m. The wave power density Pd refers to the energy per wave period 

and it can be calculated by dividing the energy density by the wave period as shown 

in [51] 

T

ga

T

gH

T

E
P d

d 28

22 σσ ===      W/m2 (2.8) 

Generally, high amplitude waves are more powerful. The wave energy can be 

determined by wave height, wave speed, wavelength, and water density. Using the 

standard equation for deep water conditions, the mean power per meter of wave front, 

P is [52][53]:  

2 2 2 2 2
2981.2

981.2
16 32d

g H g H H
P CE H T

f f

σ σ
ω π

= = = = =    W/m (2.9) 
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f
T

ππω 2
2 == rad/s (2.10)          

where ω is the wave frequency.  

The graphs based on equations (2.1), (2.4), and (2.9) are plotted and presented 

in Fig. 2.6. This data will later be taken into consideration when designing the wave 

tank to study the behaviour of the Bristol Cylinder. Overall, larger waves contain 

more power but wave power is not only determined by the wave height, it is also 

greatly affected by the wave speed, wavelength, and water density. 

 
            (a)             (b) 

 

(c) 
Fig. 2.6.  Graphs showing (a) the classification of wave based on the water depth and 

wavelength, (b) The relationship between frequency and wavelength, and (c) The relationship 

between wave-height and frequency for wave with different wave power. 
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2.4 Wave Characteristics 

Ocean wave theory is the attempt to explain the nature of ocean waves. 

Because of the irregularity and instability of waves, they have different wave lengths 

and amplitudes that need to be analyzed; the true nature of a sea state is very complex. 

Local winds, ocean bottom structures, earthquakes, and storms all have their impact 

on the resultant waves. Waves of different frequency, magnitude and direction all 

exist together and are continuously crossing and interacting leading to energy transfer 

within the wave spectrum [41]. To explain the nature of waves in a mathematical 

context, it is more convenient to represent waves using linear wave equations with 

some assumptions.   

The first recognizable mathematical solution for finite-height periodic waves 

of stable form was developed by Gerstner in 1802 [54]. Although Gerstner predicted 

the rotational movement for the velocity field, the mass transport is not predicted and 

the particle movements are opposite to that found in other theories. Some findings 

have proven that it is possible for each water particle to move in a circular orbit, and 

for them never to collide with each other, and for them to fill out the entire region just 

below the wave surface [55]. Wahlen in 2007 dealt with the possibility of a 

periodically-rotational two-dimensional travelling wave with surface tension [56], 

while Constantin and Strauss in the same year discussed large-amplitude steady-

rotational gravity water waves [57]. All these theories proved that the rotational wave 

device can operate properly. 

Linear waves are considered as small amplitude waves which can be linearised. 

It is assumed that they are monochromatic waves, which means only one incident 

wave with only one frequency can be studied at any one time.  The linear theory is 

correct if it is assumed that the wave steepness is negligible. If the wave steepness S 

becomes visible (i.e., high) then non linear effects become significant in some cases, 

so that non linear theory will need to be considered. The wave steepness is defined by 

the wave height divided by the wavelength where 

L

H
S =  (2.11) 
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The simplest and the most commonly used theory is the Small Amplitude 

Wave Theory first presented by Airy in 1845. This theory provides equations that 

define most of the wave profile and do some predictions within useful limits for most 

practical circumstances. The Airy wave model also proposes a sinusoidal profile in 

deep water which can be modelled by mathematical equations [58]. To apply this 

theory, few main assumptions are required [59][ 60]: 

• The water is homogeneous and incompressible, and surface tension forces are 

negligible.  

• The water is nonviscous and irrotational. 

• The water depth d is uniform. This means the sea bottom is stationary, 

impermeable and horizontal. Thus, not adding or removing energy from the 

flow or even reflecting wave energy. 

• The pressure along the air sea interface is constant. No pressure is exerted by 

the wind and the aerostatic pressure between the wave crest and trough is 

approximately the same. 

• The wave height is small compared to the wave length and water depth. 

The following dimensionless parameter, called the wave number, is often used 

in equations defining the wave characteristics: 

L
k

π2=  (2.12) 

The surface wave elevation η is the height of the water particle which is elevated 

above or below the still sea level. According to the linear small amplitude wave 

theory 

( )cosa kt tη ω= −  (2.13) 

where t is the time. 

The horizontal particle velocity u is expressed as 
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( )
( ) ( )

cosh2
cos

sinh

k z da
u kx t

T kd

π ω
+  = −  (2.14) 

where z is the water particle distance, which is the vertical distance from the still 

water level. z is positive when in it above the still water level and negative when the 

water level is below still water level. 

The vertical particle velocity w is  

( )
( ) ( )

sinh[2
sinh

sinh

k z da
w kx t

T kd

π ω
+  = −  (2.15) 

while the horizontal particle acceleration u& is defined by  

( )
( ) ( )

2

2

cosh4
sinh

sinh

k z ddu a
u kx t

dt T kd

π ω
+  = = −&  (2.16) 

and the vertical particle acceleration w&  becomes 

( )
( ) ( )

2

2

sinh4
cosh

sinh

k z ddw a
w kx t

dt T kd

π ω
+  = = −&  (2.17) 

Once the linear displacements, velocities and accelerations are defined, the dynamic 

pressure p  is expressed as 

( )
( ) ( )

cosh
cos

cosh

k z d
p ga kx t

kd
σ ω

+  = −  (2.18) 

While the Small Amplitude Wave Theory has certain limitations, particularly related 

to the water depth, Stoke’s second order theory can be applied to deep water waves 

moving towards being the shallow water waves [61]. The equations for Stoke’s 

second order wave theory are listed below [42][62]. 

From Stoke’s second order theory, the surface elevation sη becomes 



 
 
 19

( )
( )
( ) ( ) ( )( )

2

3

cos
2

cosh
2 cosh 2 cos 2

8 sin

s

H
kt t

kdH
kd kx t

L kd

η ω

π ω

= −

 + + −    

  (2.19) 

The horizontal particle velocity su is 

( )( )
( ) ( )

( )( )
( ) ( )( )

2 2

4

cosh
cos

sinh

cosh3
cos 2

4 sinh

s

k z dH
u kx t

T kd

k z dH
kx t

L kd

π ω

π ω
π

+
= −

+
 + − 

 (2.20) 

and the vertical particle velocity sw is 

( )( )
( ) ( )

( )( )
( ) ( )( )

2 2

4

sinh
sin

sinh

sinh 23
sin 2

4 sinh

s

k z dH
w kx t

T kd

k z dH
kx t

L kd

π ω

π ω
π

+
= −

+
 + − 

 (2.21) 

The horizontal particle acceleration su&  can then be denoted by 

( )( )
( ) ( )

( )( )
( ) ( )( )

2

2

2 3

2 4

cosh2
sin

sinh

cosh 23
sin 2

sinh

s

k z dH
u kx t

T kd

k z dH
kx t

T L kd

π ω

π ω

+
= −

+
 + − 

&

 (2.22) 

while the vertical particle acceleration, sw&  becomes 

( )( )
( ) ( )

( )( )
( ) ( )( )

2

2

2 3

2 4

sinh2
cos

sinh

sinh 23
cos 2

sinh

s

k z dH
w kx t

T kd

k z dH
kx wt

T L kd

π ω

π

+
= − −

+
 − − 

&

 (2.23) 

Again, after defining the linear displacements, velocities and accelerations, the 

dynamic pressure, sp  is expressed as: 
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σ ω

πσ ω

+
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 +
 + − −   

  

 (2.24) 

Using the equations above, as set of waveforms can be developed to compare 

the sea wave representation. These are plotted and presented in Fig. 2.7 for the 

velocities and vertical displacements. Fig. 2.8 shows the acceleration and pressure 

waves. 

Overall, both theories provide similar values for the wave parameters in deep 

water condition. However, the differences are clearly observed in the vertical particle 

velocity and dynamic pressure. In contrast to linear small amplitude theory, Stokes 

theorem states that the phase velocity of sea waves depends on the wave amplitude 

due to the non-linearity of the waves. The parameters used to plot the graphs are 

shown in Table 2.2. 

Table 2.2. Wave parameters. 

Parameters Value  Parameters Value 

Gravity, g 9.81 m s-2  Wave Period, T 1 s 

Water Density, σ 1025 kg m-3  Water Particle Distance, z 0 m 

Wave Height, H 0.15 m  Wave Amplitude, a 0.075 m 

Water Depth, d 0.75 m    

 

 In summary, waves travel as propagating wave of potential energy. Kinetic 

energy is needed to set up a rotating motion in the water. Within the framework of 

Airy wave theory, the orbital motions are circles in deep water and ellipses in finite 

depth. The Bristol cylinder wave device harvests energy from the propagating wave 

of potential energy formed by the sea wave. The power in the wave is a function of 

the square of the wave height and proportional to the wave period.  
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Fig. 2.7.  Graphs showing the wave parameters comparisons between Linear Wave Theory 

and Stokes 2nd Order Theory. From the top, the wave elevation, the horizontal particle 

velocity, and the vertical particle velocity. 
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Fig. 2.8.  Graphs showing the wave parameters comparisons between Linear Wave Theory 

and Stokes 2nd Order Theory. From the top, the horizontal particle acceleration, the vertical 

particle acceleration, and the dynamic pressure. 
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2.5 Wave Energy Devices 

Modern day research on wave energy devices can be traced back to between 

1970 and 1980 when several governments started initiatives in response to the oil 

crisis at that time. Throughout the 1980s, many of the research projects were stopped 

or reduced in scale due to several issues and problems encountered. These were both 

political (with cheaper oil and nuclear power) and technical (reliable power electronic 

energy conversion was still being developed and relied on thyristor technology, and 

also new forms of materials suitable for light-weight low-cost high-strength turbines 

were still being developed). Recently, a number of small companies have tried to 

develop and commercialize a range of varying wave energy devices, and promote the 

devices as a non-polluting source of energy. The research in this field is now 

receiving increasing amounts of funding from various governments and related 

organizations. 

 The functions of a sea wave energy device are to harness the energy of sea 

waves and convert the energy into useful forms of energy for domestic or industrial 

use. It is therefore known as wave energy converter. There are several significant 

reviews of wave energy devices which describe and discuss the various forms of 

device developed which attempt to harness sea wave energy. Basically, wave devices 

can be categorized into several types of device; These categories are: 

1. The OWC.  

2. The point absorber. 

3. The flap or surge device. 

4. The attenuator or contouring device 

5. Overtopping devices. 

6. Other types that are unique and do not fall into any category above. 

 The OWC operates much like a wind turbine, applying the principle of wave-

induced air pressurization in an enclosed chamber. It has a semi-submerged structure 

forming an air chamber with a top outlet though which reciprocating airflow flows 

through it; this drives the bi-directional turbine. As the incidents wave surface rise 

inside the chamber, the air will be compressed and go through the top outlet. Some 
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examples of OWCs and component bidirectional turbines are the Limpet and the 

Breakwater Turbine developed by Wavegen [63][64], the Denniss-Auld Turbine 

developed by Oceanlinx [64], the Ocean Energy Buoy developed by Ocean Energy 

Ltd.[66], the OWC developed by SeWave Ltd. [67], and several others. They are a 

relatively simple device to construct in terms of prototyping, hence their popularity. 

 Point absorbers refer to a buoy that is small relative to the wavelength of the 

waves, and floats at or near to the wave surface. Wave energy from all directions can 

be absorbed by the vertical movement of the buoy as the waves pass. Depending on 

the configuration of the resistance, the power take-off and the type of device-to-shore 

transmission, the resistance can be in various forms. Examples of point absorber wave 

devices are the PowerBuoy by the Ocean Power Technologies [68], the CETO by 

Carnegie Wave Energy [69], the Linear Generator by Seabased [70] and several 

others. 

 Surge wave devices harness energy from the horizontal movement of the 

water particles in waves. They are normally situated in shallower water and close to 

shore. In shallow water, the circular movement of the water becomes elongated into 

horizontal ellipses. Examples for this form of device are the Oyster by Aquamarine 

Power [71], the WaveRoller by AW-Energy [72] and others. 

 Attenuator/Contouring devices are elongated floating devices that are parallel 

to the wave direction. When incident wave propagates along the device, movement 

within the device is generated which produces energy. Examples are the Pelamis by 

Pelamis Wave Power [73], the Wave Star by Wave Star Energy [74], the Anaconda 

by Checkmate Seaenergy [75] and others. 

 Overtopping devices rely on using a funnel or barrage arrangement on the 

device to elevate part of the incident waves above the mean sea level to fill a raised 

reservoir. The seawater returns to the sea via a low-head turbine. Examples of this 

device are the Wave Dragon by Wave Energy AS [7], the Multiple Stage Overtopping 

Device by Wave Energy [76] and others. 

 Some of the wave energy devices need gears and hydraulic systems to 

generate electricity, while some are direct drive wave energy devices [77]. The wave 
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devices each have their own advantages and disadvantages when compared to the 

others. The Bristol cylinder device falls under the sixth category because it is 

considered a unique and direct drive device. This will be the device under study for 

this research and will be further describe in the next section. 

2.6 Bristol Cylinder Wave Energy Devices 

The Bristol Cylinder wave device that is studied here does not come under any 

of the categories discussed above. It is a semi-submerged device that is marginally 

buoyant which rotates synchronously with the incident wave, given an appropriate 

speed control. The wave power absorption characteristic of a submerged cylinder was 

studied in [15] and [31], and these proved that power generation by such a device is 

feasible and worthy. 

The dynamic behaviour of the wave energy conversion system needs to be 

analysed in order to quantify the rotational motion of the Bristol Cylinder when 

driven by the waves. As mentioned earlier, the kinetic energy transmitted to the 

Bristol Cylinder by the potential and kinetic energy of the sea wave passing produces 

a rotational motion. Therefore, the rotational torque can be utilized as the driving 

torque for the electrical generating system within the Bristol Cylinder system. The 

torque depends on rotational velocity which is related to the properties of the sea 

waves, i.e., the wave height and period. If power increases with wave period then this 

means that the power in the device increases as the cylinder rotational velocity 

decreases. This is an interesting issue for the electrical power train because in rotating 

electrical machinery, there is usually a torque limit so that power increases with 

velocity, not decreases. This represents a challenge electrical energy conversion 

system within the device. 

For the study of the system motion, a monochromatic sinusoidal wave model 

is used. Two main theories, the Small Amplitude wave theory and Stokes Second 

Order wave theory, will be studied for the monochromatic sinusoidal wave modelling. 

In order to maximize the energy produced, the motion characteristics of the system 

have to be considered and analyzed. The rotational behaviour of the cylinder depends 

on the incident waves. It can be observed that the efficiency of the energy conversion 
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process performed by the cylinder only reaches an optimum level when the cylinder 

and incident waves are synchronized and there is appropriate wave height. The 

rotational cycle period has to be near to the period of the incoming waves bearing in 

mind that the waves themselves, in a real sea state, will be constantly varying in 

height and period with an approximate mean frequency. The efficiency of energy 

conversion will change according to the incident wave frequency and height. Hence, 

real sea wave conditions are far from ideal for energy exploitation because the actual 

motion of waves is very unpredictable. In other words, it is more desirable to control 

the Bristol Cylinder to react according to the incident wave rather than choosing the 

device to function only at a specific wave frequency and wave height because it will 

reduce considerably (possibly to zero if unsynchronized) the total amount of the 

energy produced during a period of time characterized by a variable wave motion. 

This is similar to a synchronous machine, which needs to rotate synchronously with 

the supply frequency and the excitation is similar to the wave height in its role. The 

radius of cylinder rotation will vary with wave height and this issue is solved with a 

flexible dual-armed Bristol cylinder that is able to change its rotational radius. This is 

illustrated in Fig. 2.9. As already stated, the basic idea is to adjust on the rotational 

period of the cylinder to the period of the waves. In this way, it will be possible to 

maximize the energy conversion from a large range of wave frequencies and heights. 

From the technical point of view, it is difficult to realize a system for flexible arm 

because the marine environment is a hostile location and not compatible with the 

mechanical complexity of such a system. Hence it is still under development. Fig. 2.9 

shows a mechanical armature system although in [13] an artist’s impression shows the 

cylinder anchored using four hydraulic or pneumatic variably-linear actuators. This is 

not an unrealistic option – the Pelamis [73] used hydraulic actuators on to give 

resistive hinging between its sections. 

The result of the procedure is that both the rotational radius of the Bristol 

cylinder and momentum of inertia will need to be continuously adjusted for successful 

operation. With a flexible arm characteristic as part of the cylinder arrangement, it is 

possible to obtain the desired period and radius of rotation of the sea wave energy 

converter. A prototype is being developed and a basic arrangement is shown in Fig. 

2.9. Fig. 2.10 shows the basic working principle of the wave device. Assuming the 

incident wave comes from the left to the right, the position of the vertical slider will 
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be set, the rotational radius will be calculated and the position of dual arm locked, and 

the Bristol cylinder will rotate clockwise in circular motion. More details about the 

working principle of the Bristol cylinder will be explained and shown in section 4.2 

later in the thesis. The prototype device as initially developed by Green Cat Ltd. and 

unsuccessfully tested is shown in Fig. 2.11. This shows a very high gearing 

mechanism (greater that 10: 1 step up) to drive a small DC machine (floor, bottom 

right). This turned out to be a consistently weak point in the system. 

      

   (a)      (b) 
Fig. 2.9. Bristol cylinder arrangement – (a) front view (facing waves) and (b) side view. 

 
Fig. 2.10.  Dual arm Bristol Cylinder. 
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Fig. 2.11. Green Cat prototype (10:1 gearing in cylinder and DC machine). 

The moment of inertia J of a Bristol Cylinder rotating just below the sea surface can 

be treated as a solid cylinder rotating about an external axis. This gives 








 += 2
2

8 rDmJ c  (2.25)

where Dc is the cylinder diameter, r is the rotational radius and m is the cylinder mass. 

The simulations in this study will use three sizes of device. There is a small 

size of device that is simply used in a micro wave tank for cross checking cylinder 

device, its movements and functionality. There is the Green Cat prototype. This size 

of device is used for the simulation work which constitutes the largest contribution to 

this study. Finally there is a full sized device used for costings and simulations in the 

next section. These will be related to a sizing exercise later in this chapter. 

2.7 Proposed Wave Tank Design 

In order to probe the performance of micro systems, including the Bristol 

Cylinder, a basic arrangement for a micro wave tank is constructed at The University 

of Technology Sydney. An initial design is shown in Fig. 2.12. This was a similar 

arrangement to that originally constructed at The University of Glasgow and uses an 

overtopping beach. Earlier, the wave measurements are taken from the wave tank in 

The University of Glasgow.  
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For this newly proposed wave tank, a length of 2L is chosen from the paddle 

to the cylinder to make sure only completed wave reach the Bristol Cylinder so that a 

length of greater than about 4L or more is needed for the paddle to beach. This 

distance should be large to avoid wave reflections from the cylinder to paddle and 

from beach to cylinder; these will cause turbulence and interference with other waves. 

Ideally there should be no reflected waves. The lack of these will make the waves 

more monochromatic and increase the accuracy of the experiment. The width can be 

set to about 1 m since the wave power is always calculated for 1 m wavelength. It is 

also advantageous to conduct experiments in a 2 dimensional plane with no end effect, 

which will greatly reduce the complexity especially when it involve generator, a wave 

tank width of 0.5 m can be considered as well. 

Initial construction photos of the system are shown in Fig. 2.13 and drawings 

of the system are included in Appendix 1. This wave tank is constructed at The 

University of Technology Sydney. There are limitations to the size of the wave tank 

in the given area but it is aimed at being able to give 100 mm waves at 1 Hz. The 

system was used to test the behaviour of a simple cylinder as shown later. 

 
Fig. 2.12.  Proposed wave tank design. 
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Fig. 2.13. UTS Micro wave tank construction. 

2.8 Device Scaling 

The device scaling is an important part in this research as it is impractical to 

build the sea going device directly. It is more practical to construct a small scale 

device. However, the performance of the small scale device can be scaled to study the 

performance of the sea going device. The scaling of the device performance can be 

done using the Froude number. 

The Froude number is defined by [78]: 

2 2

3

inertial force

gravity forceR

D V V
F

D g Dg

σ
σ

= = =
 (2.26)

 

where V is the wave velocity. We can neglect the viscous effects which are negligible 

[78]-[79]. For similarity of the two conditions the relationship should be satisfied: 
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 l FS

l l FS FS

V V

D g D g
=  (2.27) 

where the suffix l is the laboratory model and the suffix FS represents the full sized 

device. These are used through the analysis below. It is assumed that the gravitational 

acceleration is the same [80]. 

The mean average wave speed in the cross section of the full scale device 

should be used for calculation of the Froude numbers [81]. The water depth is the 

major factor to distinguish the two conditions and thus the geometric scaling factor λ 

is defined by: 

l

FS

D

D
λ =  (2.28) 

From (2.27) and (2.28), and from [82], the scaling factor for the wave periods is 

l l l

FS FS FS

T V D

T V D
λ= = =   (2.29) 

while the scaling factor for the wave surface elevations is: 

l l

FS FS

H D

H D
λ= =  (2.30) 

The power is proportional to LH2T therefore if we scale all three linear distances and 

the time then we find that the power scales by λ
3.5. Essentially λ is the linear scaling 

factor. However it may be that one linear direction or the wave periods are not scaled 

according to the Froude number. 

2.9  Full Sized Prototype Costings 

Fig. 2.9 illustrates these dimensions and extends the radius of rotation of the 

cylinder to clearly show the cylinder motion. There is considerable inertia in the 

cylinder; for an ocean-going device the cylinder could be 15 m in diameter and 50 m 

in length and marginally buoyant. From equation (2.7), it can be calculated that for a 5 
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MW device and 3 m 10 s waves, the power is 50 × 981.2 × 32 × 10 = 4.5 MW. In 

order to assess the validity of the system a first pass costing exercise was carried out 

as shown in Table 2.3. 

The main cost of operation of such a wave energy farm will be related to the 

structural manufacture and installation of the device offshore. According to a report 

by Green Cat Renewable Ltd., in UK a unit size of 4 MW of this particular wave 

device will need capital cost of £6.35M for installation, and estimated operational cost 

of £210,000/annum. The electrical generation cost will be £100/MWh without the 

capital grant (£90/MWh with 10% grant). This figure shows that it is already close to 

competing with offshore wind energy generation of approximately £75/MWh. In the 

long term, it is likely to be competitive with Nuclear and other power plants although 

at this point, this is very subjective. The capital costs estimates are shown in Table 2.3. 

Table 2.3.  Cost Estimation of Installation of Commercial Wave Device (Resource: Green Cat 

Renewable Ltd.) 

Component 
UK Price (4 MW 

Commercial Machine) 
Sources 

Turbine 1,500,000 Northead Ltd 

Power Take-off 250,000 Score Europe 

Generation & Power 

Conditioning 
700,000 

Peebles, Alstom power 

converters 

Towers & Control Cabin 800,000 Corus, Score Europe 

Foundations 600,000 Amec 

Grid & Substations 1,000,000 Scottish & Southern 

Control 500,000 Trac International 

Other 1,000,000 Various 

Total 6,350,000  

2.10  Sea Resources 

To assess the size of the full sized device it is necessary to assess real sea 

states and the statistical analysis of the frequency and height probability spectra. One 

likely location is in the North Atlantic and a significant wave height and wave 
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direction for the 2nd October 2011 is given in Fig. 2.14. However the significant wave 

period or frequency is still not given in this map. 

 

Fig. 2.14. Wave height data for North Atlantic region on 2/10/2011 (Ocean Weather Inc.). 

A more detailed, and typical, plot is shown in Fig. 2.15, again this is for the 

North Atlantic. This shows that a reasonable rated wave device would be designed for 

3 m 10 s waves. While 1-2 m 7.5 s waves are statistically more common these are 

lower in power and the peak power rated would be slightly above this. It is also worth 

looking at other locations. A second location is shown in Fig. 2.16 and this is for a 

location near Taiwan. This location should have lower wave energy resource and 

indeed, 1-2 m 7.5 s waves would appear to be a more reasonable device design point. 
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Fig. 2.15. Percent time of occurrence of spectra in the North Atlantic as a function of spectral 

modal period for different significant wave height bands [82]. 

 

Fig. 2.16. Probability of waves of Chenggong, Taiwan [82]. 

With reference to the scaling procedure in the previous section we have the 

comparative data in Table 2.4. For the wave device with 4.5 MW as the input power, 

it is estimated that at 50% power conversion rate, the output power can be found as 

2.25 MW. The rated torque which is the required torque to turn the wave device at the 

rated speed and producing the rated power can then be calculated. 
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Table 2.4. Comparison of small prototype and full scale device – key outline parameters. 

Parameter Full scale device Small prototype (Fig. 2.11) 

Target wave period 10 s 3 s 

Target wave height 3 m 0.16 m (using ratio of diameters) 

Diameter 15 m 0.8 m 

λ (using diameters) --- 0.5333 

Length 50 m 1.5 m (short compared to λ) 

Wave power per m 90 kW/m 75.4 W/m 

Device input power 4.5 MW 113 W 

Output power 2.25 MW (50 % eff.) 28.3 W (25 % efficiency) 

Rated torque 3581 kNm 13.5 Nm 
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Chapter 3 

 
DESIGN OF A DIRECT DRIVE 
PERMANENT MAGNET 
SYNCHRONOUS GENERATOR 
 
3.1 Introduction 

Recently, the application of brushless PM machines has increased rapidly with 

the development of rare earth magnet and power electronic drive technology. This 

leads to compact and high-efficiency machines. These machines roughly lie in two 

groupings – brushless permanent magnet AC machines and brushless permanent 

magnet DC machines. The former has multi-phase sinusoidal current sets. The back- 

electromagnetic force (EMF) in the windings should be close to sinusoidal and if 

position sensing is used then a shaft encoder with high resolution is required. These 

machines are used in high performance servo drives and generators and their theory of 

operation is derived from synchronous machines, hence they are often referred to as 

permanent magnet synchronous generators (PMSGs). The brushless permanent 

magnet DC machine uses trapezoidal current waveforms and the back-EMF should be 

close to trapezoidal. If position feedback is utilized then this will be via Hall Effect 

position sensors since only the switching positions are required. The theory of 

operation is derived from DC machine theory. While they can give higher torque 

densities they can suffer from torque pulsations. They tend to be used in power drives. 

In reality, many brushless PM machines have intermediate characteristics and 

can be used with either AC or DC control depending on the position sensing and 

control strategy [83]. Both types of machine can have very different types of rotor 

design which can use magnets on the surface rotor or interior permanent magnets 

(IPMs). IPMs can give advantageous characteristics in terms of additional reluctance 

torque components (useful for very high density and efficient drives) and extended 

speed operation, well into the field weakening region (useful for vehicle drives [84]). 
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In this application the machine is being used as a generator. The aim is to 

design a generator to fit into the end voids in the prototype shown in Fig. 2.9. These 

were initially used for a gearing arrangement and small PM machines as shown in 

2.11, but these were found to be unsuccessful. By the nature of the application it was 

deemed that a direct-drive surface-magnet PMSG would be suitable; and that two 

would be needed, one for each armature. The reason for using surface magnets is that 

these machines are very high pole number and the precision needed for the encoder to 

enable full utilization of the rotor saliency would be too high. Fitting IPM magnets in 

narrow pole pitches is also difficult.  

In this chapter the design procedure for the generators is described. This is a 

theoretical exercise. The prototype cylinder is a design goal. The company involved 

(Green Cat Ltd.) had limited resources to enable construction of what would be 

expensive prototypes and the priorities of the company changed as this PhD study was 

beginning. Therefore it was decided to continue the project as a design exercise. 

Before the design procedure is described, the development of brushless PM machines 

is discussed. 

The main reasons for the growth of the brushless PM machine market are the 

developments in new materials with better magnetic characteristics, and the reduction 

of the cost and improvement in performance of the power electronic converters (as 

already mentioned). Brushless generators constructed with the permanent magnets 

have several advantages, such as minimal rotor losses, elimination of the external 

source required to create the rotor magnetic field (either the DC-current field winding 

via slip rings or brushless exciter in the synchronous machine, variable AC-current 

field winding via slip rings in a doubly-fed induction generator, or additional flux-

vector stator magnetizing current in a cage induction generator), no commutator, 

larger torque per volume, minimal maintenance of the rotor (since there is no 

armature or slip rings), high efficiency when designed correctly with high energy 

rare-earth magnets, as well as several other reasons. As a result, PMSGs have been 

developed for different applications. These include wind turbines [85]-[87], marine 

devices [88]-[90], hydro power plants turbines [91]-[93] and other renewable energy 

fields. The disadvantage to these machines is that the field cannot be controlled 

leading to variable voltage operation and, by the variable nature of the speed, the 
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frequency is also variable too, so considerable power conditioning is required. This is 

usually in the form of a rectifier (controlled or diode bridge), DC link (possibly with 

some DC voltage control using a chopper) and a grid-connected inverter. 

An electrical power system is built from many individual elements. When 

connected, they form a large and complex system whose functions will be to generate, 

transmit and distribute electrical energy over large areas for consumption. 

Synchronous generators are the important components of the system, where it will be 

the main source of electrical energy. These are still mostly standard constant-speed 

grid-connected embedded generators of very large size. There have been several 

books addressing brushless PM motor design and control [94][95] but comparatively 

few that address brushless PM generators [91]. However, detailed modelling and 

analysis of the synchronous generators has been studied from the 19th century. The 

theory and performance of synchronous generators have been covered in many books 

(e.g., [96]-[106]) spanning a considerable length of time and often within the context 

of power system operation. Therefore the design procedure and analysis techniques 

for large, low-speed PMSGs are less defined even though they have the desirable 

characteristics of reduced size and weight, improved efficiency (eliminating gears), 

easier maintenance (no brushes or gearbox) and reduced noise. 

3.2 Generator Technologies 

Two different generator technologies are reviewed in this section for 

comparison, these are the PMSG and induction generator. The discussion is limited to 

radial flux configurations. Axial flux configurations are not discussed here; these tend 

to be limited to smaller applications although there are some large examples of these 

in ship propulsion [107]. 

 Induction generators are closely related to induction motors and their 

construction is a very mature electric motor technology [108], spanning over a 

century of development. Induction motors are the workhorse of industry and the 

generators are now extensively used in wind and hydro generation. Before the 

widespread use of power electronic converters, induction machines were often used as 

one half of the motor/generator set in a Ward-Leonard system and their role was both 
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as a motor and a generator. Cage induction machines (which are over 90 % of 

induction machines) have no internal source of excitation (the motor flux) or any 

external way of applying a rotor current to set up excitation. This has to come via the 

stator windings. Magnetic fields are related to stored energy and this in turn is related 

to reactive power consumption (which is the cycling of stored energy in an AC 

circuit). Therefore an induction motor requires reactive power to operate; hence it is 

inductive. To supply this reactive power, early developments in induction generators 

were made using fixed capacitors (as sources of reactive power) because in traditional 

power systems there are only two sources or reactive power – capacitors and 

synchronous machines; if there are no synchronous machines on the system, then 

capacitor excitation is required. In modern power electronics, the STATCOM is often 

used to control the reactive power. As a result, the power output was unstable since 

the excitation could not be adjusted as the load or speed deviated from the nominal 

values. Hence it was not a popular way of generating electricity. With the higher 

availability of high power switching devices today, the induction generator can 

provide stable power with the use of adjustable excitation control and operate in 

stable manner with appropriate controls.  

 The induction generator also consists of two electromagnetic components (as 

with all rotational electrical machines) which is the rotor and the stator. The rotor is 

obviously the rotating component. For a cage machine, it is formed from a high 

conductivity cage structure of high strength bars located in a slotted laminated iron 

core to form a squirrel cage. It can be formed from copper bars that are inserted into 

the slots and end-rings brazed on, or it can be cast in aluminium or (more lately), 

copper. Large machines tend to have fabricated rotors while small machine are often 

cast. The stator is formed from slots where the winding is inserted. This is usually a 

three phase winding although single phase machines are very common for small pump 

drives. The slotted nature of the stator and distributed winding are similar to the PM 

machine in terms of fabrication although the theory of the winding arrangement can 

be very different, particularly compared to a fractional-slot brushless PM machine. 

Fig. 3.1 shows the cross sectional view of a typical induction generator. 
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Fig. 3.1. Cross sectional view of induction generator. 

 For an induction generator, as already discussed, the voltage and frequency 

output have to be regulated. Invariably they are three phase machines, even if they are 

not directly connected to the grid.  

If the machine is grid connected, the control of the voltage is via closed loop 

operation where the terminal voltage and torque are adjusted to generate constant 

output voltage and frequency regardless of variations in speed and load. The 

magnitude and frequency of the excitation current is determined by the control system. 

However, operation at high slip is inefficient so the speed range for grid-connected 

cage induction generators is very narrow (often less the 1 % from the synchronous 

speed) so they are effectively fixed speed generators and often fixed load. The only 

advantage they offer over a synchronous machine is that they do not need 

synchronizing and separate field control. 

If the machine is not grid connected then this allows variable speed and load 

operation. This is a more modern use of the induction generator. This means the 

frequency, and hence the speed (because the machines should operate close to the 

synchronous speed), is free to vary. The usual constraint if the voltage/frequency 
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characteristic is linear up to the speed where field weakening is used (to extend the 

operating speed range). This requires current control both in terms of magnitude and 

phase (hence the use of strategies such as flux vector or direct torque control). Speed 

and current feedback are both required. In this form the induction generator represents 

an alternative option to PM generator operation or variable speed synchronous 

machine operation. All of these options require extensive power electronic converter 

control. 

To reduce the size of the required converter then doubly-fed induction 

generators (DFIGs) are often used in applications such as wind turbines. The stator 

winding is now grid connected but the rotor is wound (with a similar three-phase 

winding) rather than cage-type and the converter is connected to only the rotor 

windings via slip rings. In this way the converter transmits about 25 % of the 

generated power. These machines do have a reliability problem due to the slip rings. 

 Low speed machines require a high pole number otherwise the frequency of 

winding flux linkages is low which means the induced voltage will likewise be low 

unless prohibitively high coil turns are used. In addition multi-pole induction 

generators have low magnetizing reactance so the power factor is poor. In practical 

terms the stator slots per pole also tends to be low due to the small pole pitch. This 

means that it is hard to realize a winding that has low spatial harmonic content. This is 

very important in an induction machine. If there is a high spatial harmonic content 

then the machine will have poor operating characteristics since the winding harmonics 

will interfere with torque production. However, for brushless PM machines there is 

not the same requirement to have a winding with low harmonic content. Indeed, 

fractional-slot windings, as found in many brushless PM machines, can have sub-

harmonics too. Sub-harmonic current frequencies appear when the system is 

generating frequencies which are less than the system frequency.  These will not 

interfere with torque production. They will affect the leakage reactance which will be 

in series in the circuit (affecting the power factor), although for a surface magnet 

machine, the effective air-gap length is high so the reactance is low. Therefore, 

generally, induction generators for low-speed direct-drive applications are seldom 

used [109] and PM machines are the only real alternative.  
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The PMSG consists of two electromagnetic components. The rotor is the 

rotating magnetic structure. The permanent magnets set up a rotating magnetic flux 

wave that rotates synchronously with the rotor. The stationary stator is constructed 

from electrical steel laminations and the windings are inserted in the slots. There are 

not the same constraints on the winding arrangement so that often there is not an 

integral number of slots-per-pole or pole-pair. Fig. 3.2 shows the cross sectional view 

of a typical radial flux permanent magnet generator (PMG). 

 
Fig. 3.2. Cross section view of radial flux PMG. 

 Older PMSGs were manufactured using ferrite magnets but these are low 

energy magnets and they can be easily demagnetized. In modern PMSGs, higher 

energy magnets are used. The permanent magnets are manufactured using high energy 

rare earth materials such as NdFeB or Samarium Cobalt (SmCo). Retention of the 

permanent magnets on the rotor can be an issue. They are either glued or high strength 

metallic or composite containment rings can be utilized. The stator core is made from 

laminated electrical grade steel. Usually the copper loss dominates although for high 

frequency operation (often in the flux weakening region) the iron loss can be an issue 

where the steel grade needs to be carefully addressed. The electrical windings are 

made from high purity copper wire conductors which are coiled and insulated from 

one another and from the iron core using enamel coatings (often called electrical 

varnish) and slot liners (made from material such as Nomex). This winding system is 
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suitable for low voltage windings. The entire stator assembly is impregnated using 

high temperature resin or epoxy. In high voltage machines the winding system is more 

sophisticated. The conductors are rectangular and formed into a rigid coil. The 

conductors are taped, held in a fixed position and encapsulated in resin to maintain an 

insulating distance. They are slid into slots (which are totally open) as a complete 

rectangular-section coil side; there will be a corona screen. There are not many 

PMSGs that require this sort of winding system. The voltage output of the generator is 

unregulated AC and usually there are three phases. The voltages will vary according 

to the speed and load. In the normal case, the voltage output is connected to a power 

electronic conditioning system before being transmitted or distributed.  

Low speed PMSGs have been used in wind turbines [110][111]. Generally, 

multi-pole synchronous generators are recommended for low speed operation but 

these can be wound field machines as well as PM machines. Generator systems that 

utilize multi-pole wound rotors are manufactured by Enercon, Germany [112] and M 

Torres, Spain, although this form of generator is still not widespread. As already 

discussed, in a low speed generator, permanent magnets are usually utilized because 

of the high magnetic field (or effective field ampere-turns). The increased efficiency 

due to this high energy field and reduced thermal problems (since there are no rotor 

currents) on the rotor side are the consequent characteristics that relate to the 

increasing popularity of this form of machine. Currently, PMG systems are being 

manufactured for on-shore applications. Examples of these are the Leitner generators 

in South-Tyrol, Italy [28] (this reference claims that the M Torres generators are PM 

but investigation on the manufacturers website suggests they are wound rotor 

synchronous machines), the Siemens generator in Scanwind, Norway [113] (bought 

by GE in 2009 – the GE 4.1 – 113 4 MW wind turbine is the first wind turbine to be 

specifically design for off shore use), Lagerwey generators, Netherlands [114] and 

Innowind, Saarbruecken, Germany [109] (this company is really involved in 

technology innovation rather than commercial wind turbine manufacture). The normal 

design for PMSG rotors utilizes surface-mounted permanent magnets with distributed 

three phase stator windings, with either an inner or outer rotor. The stator yokes are 

quite thin and the active mass is low in these machines due to the high pole number. A 

good review of the various geometrical properties for low speed wind turbine 

generators is given in [115]. Most of these generators are of the inner rotor design. 
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 PMGs do not require magnetising current in the constant torque region and 

this increases the efficiency and yields a higher power factor compared to the 

induction generator. In the field weakening region the stator currents can be used to 

weaken the field by use of phase advance. The PMSGs eliminate the use of slip rings 

or brushes. This improves the reliability of the generator. For generators with 

equivalent power output, the use of permanent magnets tends to reduce the weight of 

the generators. This leads to increase in the torque to inertia ratio and increase in the 

power density. 

 Rare earth magnets are costly and magnets can suffer from corrosion and 

demagnetization under fault conditions; this will not happen for the induction 

generator. Induction generators are generally robust and inexpensive. In addition to 

the issues discussed above, another disadvantage of the induction motor generator is 

that the generator size tends to be larger compared to an equally rated PMSG. The 

control is quite complicated and expensive too. Comparisons between the PMSG and 

the induction generator have been made by several researchers [94][116][117]. This 

further underpins the choice of the PMSG over the induction generator. The aims of 

designing a PMSG for this application are to design a low cost, eliminate the need for 

a gearbox, increase the efficiency of the drive, lower the cost of the turbine 

maintenance, and produce a high performance and light weight generator. Since the 

rated speed is low, a large diameter and high pole number machine is required. This 

will require a large amount of magnet material which will impact on the cost. 

 Under the category of PMSG, slotless PM generators have been developed. 

High energy rare-earth magnets mean that the air-gap can be large and this facilities 

the use of air-gap windings. The slotless machines eliminate the rotational cogging 

torque and can decrease the core losses. As a result, they can increase the generator 

efficiency and provide a good torque to volume ratio; it also produces a linear current 

versus torque relationship. Slotless generators can reduce the noise and vibration as 

well. They also allow more magnet surface area to drive the flux across the relatively 

large air-gap [118]. Because of the large air-gap they tend to have low stator 

inductance and the inertia is higher than an equivalently rated slotted machine due to 

more PM material in the rotor (this is useful for mechanical energy storage). The 

disadvantages of this type of stator winding are that there is more eddy current loss in 
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the windings which can necessitate the use of very thin wire (Litz wire) and it can be 

difficult to wind. If the frequency is low then this may not be an issue. There can also 

be a restriction in the area available for the winding. In a slotted machine the slots can 

be made deeper to accommodate addition copper but this is not really possible in air-

gap wound machine. Increasing the air-gap length with weaken the air-gap flux from 

the magnets, thus negating the effects of increased winding turns or cross section. 

However, the advantages of low armature reactance can override the restriction in 

winding window space and eddy currents because the power factor may be 

significantly increased, which can reduce the required current and back-EMF for a 

given power. It may also allow the use of a diode bridge rectifier rather than a 

controlled rectifier.  

3.2.1 Cogging Torque and Torque Ripple 

Cogging torque is due to the alignment of stator slots with magnets. If there is 

an integral number of slots per pole then in a direct-drive high-pole number machine 

this may be substantial. It can be reduced or removed with careful magnet pitch and 

skew. Cogging torque was discussed in [83] and this cogging torque occurs when the 

machine is open circuit and can get transferred through to ripple on the load torque. 

This may interfere in the machine operation particularly when the machine is 

generating and the load is low (i.e., the waves are small).   

In terms of winding analysis, with the lack of stator slots cogging is not an 

issue. Therefore it is possible to use fully pitched coils and integral number of coils 

per pole per phase with a slotless stator and air-gap windings. The use of fully pitched 

windings allows a high fundamental winding coefficient with low harmonic content. 

Torque ripple is not only due to cogging torque. For a three-phase PMSG, the 

current is controlled to be sinusoidal, or it is fed through a diode bridge. The back-

EMF induced into the windings by the PM excitation should be sinusoidal, if it is not 

sinusoidal then there will torque ripple. Therefore it may be advantageous to use a 

fractional number coils per pole per phase so that the EMF induced into successive 

coils will be phase shifted, which will produce harmonic cancellation without a large 

reduction in the winding harmonic if they are arranged correctly. For a high pole 
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number machines it may also be good to use fractional slot windings because the pole 

pitch is quite small and it may be difficult to wind the stator with three coils per pole-

pair, which is the minimum for a fully-pitched winding so that this needs to be 

carefully considered.   

Therefore the choice of a slotted or slotless brushless PM machine still appears 

to be the correct choice for this application with both exhibiting advantages and 

disadvantages. Fractional and integral coils per pole-pair are also alternative options.   

3.2.2 Permanent Magnet Materials 

The selection of the PM material depends mainly on the cost, availability, 

remanent flux density and coercitivity. Recently, the use of rare-earth magnet material 

has become common in many electrical machines. This is due to the reduction of the 

cost of the material and improved magnetic characteristics. However, the price of this 

material is still relatively high and there are issues related to the supply chain of the 

material from China. Rare-earth magnets are the strong permanent magnets 

constructed from the alloys of rare earth elements. They are stronger than 

ceramic/ferrite or alnico magnets. The short circuit magnetic flux density produced by 

the rare-earth magnets (the remanent flux density) can be in excess of 1.2 T, while the 

ceramic magnets typically produce magnetic fields of less than 0.5 T. There are two 

types of rare-earth magnets: NdFeB magnets and SmCo magnets. They can be 

sintered or bonded; sintered magnets have much higher energy levels. Bonded 

magnets tend to be used when more complicated shaping is required. Sintered 

magnets are usually simple rectangular blocks or arcs and are often pre-magnetised 

before assembly because of issues and weaknesses concerned with magnetizing high 

energy magnets in-situ.  They must be coated to protect them from breaking and 

chipping because they are vulnerable to corrosion. PM materials have been 

extensively discussed by others [119]-[121] and these treatises include discussions of 

many of the new developments and improved properties of the magnets. The key 

important properties which are used to compare the permanent magnets are the 

strength of the magnetic field, the remanence (Br), and the material resistance to 

becoming demagnetized, i.e., the coercivity (Hc). The material properties for various 

permanent magnets are illustrated in Fig. 3.3 and tabulated in Table 3.1. 
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Fig. 3.3.  Graph showing the typical BH curve for various PM materials. 

Table 3.1.  Comparison of parameters for various PM materials. 

PM Materials 
Remanence 

rB (T) 

Coercitive 
Force cH  

(A/m) 

Relative 
Permeability µ  

Electric 
Conductivity γ

(MS) 
Alnico 5 1.254 50988.0 1.500 2.25 
Alnico 6 1.075 59928.2 3.300 2.25 
Alnico 8 1.804 109301 6.678 2.25 

NdFeB 32 kJ/m3 1.160 883310 1.045 0.667 
NdFeB 37 kJ/m3 1.251 950000 1.048 0.667 
NdFeB 40 kJ/m3 1.290 979000 1.049 0.667 
NdFeB 10 kJ/m3 

(Bonded) 
0.685 445634 1.223 0 

Ceramic 5 0.394 191262.1 1.886 0 
Ceramic 8 0.391 233567.9 1.438 0 

SmCo 20 kJ/m3 0.901 693000 1.034 1.176 
SmCo 24 kJ/m3 1.010 724000 1.110 1.176 
SmCo 27 kJ/m3 1.070 772000 1.103 1.176 

 From Fig. 3.3, it can be seen that alnico allows a high air-gap density and high 

operating temperatures. However, the demagnetization curve is very steep. Therefore 

it is very easy to both magnetize and demagnetize the magnet making it really only 

suitable for low energy instrumentation applications. Ceramic magnets are low cost 

magnets and have very high resistance which can be an asset to suppressing eddy 

currents but they are low energy. NdFeB and SmCo types of rare earth PM are both 

shown in Fig. 3.3; NdFeB has better magnetic properties than SmCo at the room 

temperature and this makes it the usual material choice for high energy magnet 
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applications. All the permanent magnets have advantages and disadvantages. The 

mega gauss-oersteds (MGOe) parameter used in Table 3.1 refers to the energy stored 

in the magnet; this is the maximum energy product. It can also be seen that NdFeB 

magnets have an almost linear demagnetization curve in the second quadrant. The 

knee of the coercive force curve is located in the third quadrant of the BH curve at the 

room temperature. This makes them hard to permanently demagnetise. 

 In addition to the performance of magnet materials, economic considerations 

must be addressed. If low cost is the most important criterion then ceramic magnets 

may be the most suitable material. However, in this study, high performance and high 

torque are desired, so that rare earth magnets should be used. Therefore, as dictated by 

the most recent consensus, NdFeB material was chosen in order to get a good 

relationship between the performance and cost. 

3.2.3 Soft Magnetic Materials 

Soft magnetic materials are usually in the form of rolled laminations or soft 

magnetic composites (SMC). SMC material consists of iron powder particles that are 

coated with the insulating film coating and pressed into shapes under high pressure. 

They tend to be used in small inductor cores and there is a push to use them in larger 

machines. SMC material has the advantage of allowing three dimensional flux paths 

but their relative permeability is still quite low compared to laminated magnetic steel. 

Hence they have not been adopted in electrical machines to any great extent. The 

traditional method for fabrication of electrical machines is to use the more standard 

lamination. The relative permeability is much higher since the steel is higher in 

density and the insulation coating is only on the lamination surface. This does give 

higher eddy current loss. For 50 or 60 Hz flux then lamination thickness may be in the 

region of 0.35 to 0.5 mm, whilst in aeronautical steel, designed for 400 Hz operation, 

the lamination thickness is much less and can be as low as 0.05 mm. This limits the 

eddy current loss. The resistivity, mechanical and ferromagnetic properties of the soft 

magnetic material depend on the iron powder particle size, density, insulation coating, 

compaction or rolling process and heat treatment cycle. Depending on the application, 

magnetic steel lamination material can be adapted to suit a specific application. A 

good generator with laminated silicon steel cores can achieve good magnetic 
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properties along planar flux paths. Lamination can be grain oriented, but this tends to 

be only used in transformers. For cylindrical machines, non grain orientation is 

required. The most suitable type of magnetic lamination for a PMSG is ferromagnetic 

material based on the iron and nickel, which is aimed at use in low frequency 

applications. 

 Steel cores increase the flux for a given magnetising force and decrease the 

device size and weight for a given rating. SMC cores are made by highly compacting 

insulated high quality spongy iron powder. So the eddy current losses are greatly 

reduced due to the high resistivity. However, as already stated, they have a low 

relative permeability so substantial redesigning is required for a given application in 

order to utilize it properly. Alloy powders could be used; they are a mixture of nickel, 

iron, copper and molybdenum. The higher the percentage of iron, the higher the 

saturation flux density and the higher the losses become [122]. The magnetic material 

properties for various materials are shown in Fig. 3.4 and Table 3.2. 

 
Fig. 3.4. Graph showing the typical BH curve for various Soft Magnetic materials. 
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Table 3.2.  Comparison of parameters for various Soft Magnetic materials. 

Soft Magnetic 
Materials 

Saturation 
Flux Density, 

satB  (T) 

)( maxµH  

(A/m) 

Relative 
Permeability 

µ  

Electric 
Conductivity 

γ  (MS) 

US Steel Type 2-S 
0.018 inch thickness 

1.906 77.340 9400 6.25 

US Steel Type 2-S 
0.024 inch thickness 

1.957 84.980 7400 6.25 

Carpenter Electrical 
Iron 

NaN 221.74 2065 7.69 

Pure Iron 2.01 27.796 14872 - 
1006 Steel 2.164 119.36 1404 0 
1010 Steel 2.275 318.31 902.6 0 
1018 Steel 2.43 795.77 529 0 
1020 Steel NaN 238.73 760 0 
1117 Steel 2.13 238.73 1777 0 

 Fig. 3.4 shows the typical BH curve characteristics for the different soft 

magnetic materials. Table 3.2 shows comparative data for the main classes of soft 

ferromagnetic materials under consideration. The indexing of the steel is the grading 

system of the steel according to the Society of Automotive Engineers (SAE). The first 

digit indicates the main alloying elements which is the carbon steel. The second digit 

indicates the secondary alloying elements with 0 as plain carbon steel and 1 as the 

resulfurized carbon steels. The last two digits indicate the amount of carbon by weight. 

Generally, the materials with high saturating flux densities Bsat offer higher 

inductance capabilities (i.e., higher flux per amp) but at the expense of higher core 

eddy current and hysteresis losses. 

3.2.4 Permanent Magnet Configuration 

The PM rotor configurations in PM motors and generators have been 

discussed in many books and papers; a range is given in [83][94][95][123]-[125]. The 

main considerations will be the machine application, desired torque per rotor volume, 

torque ripple and cogging torque, power factor, and several others. The two most 

common configurations for the rotor are surface magnets and embedded magnets. The 

main advantages of embedded permanent magnets are that magnetic flux 

concentration is possible, and also there is q-axis saliency which can introduce a 

reluctance torque and also help in the field weakening region to extend the speed 

range (both of these effects utilize phase advance of the current so that there is both d 
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and q axis current, not just q-axis current). Cheaper magnets, such as ferrite magnets, 

can be used to get the same magnetic flux in the air-gap or high torque can be 

obtained with phase advance [84]. With appropriate design of the rotor, a near 

sinusoidal shaped flux waveform can be obtained with either surface or embedded 

magnets.  

 Lampolas [126] studied various surface PM locations for low speed machines. 

His findings show that arc magnets are the best solution followed by straight magnets 

located adjacent to each other. In this study, arc rare earth magnets in a surface PM 

configuration are chosen.  

 
Fig. 3.5. Per-phase circuit and phasor diagrams for PMSG with surface magnets. 

One advantage of the surface magnet PMSG is that it leads to a simple rotor 

design with low weight. It also has low armature reactance and there is no separation 

between the d axis (magnet-centred) or q axis (centred on the inter-pole position) 

(a) Per-phase equivalent circuit for non-salient pole PM generator
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inductances so that Xd = Xq = 2XS/3 = the winding self inductive reactance. This 

assumes that the mutual reactance between the phases is equal to half the self 

inductance in magnitude and negative (since there is a spatial rotation of 120º elec so 

that the linkage is scaled by cos(120º) = -0.5) and that there is a balanced sinusoidal 3-

phase current set. In Chapter 4 the analysis considers d-q axis theory and transposition 

from 2-phase to 3-phase. This allows transient analysis – the analysis in the chapter 

considers only steady-state operation. 

3.3 Analytical Method 

An analytical method can be used to calculate the magnetic properties of a 

PMSG. These are couched in terms of machine and steady-state operation. We can 

use the geometry shown in Fig. 3.6. This is for a slotless machine with air-gap 

windings since this arrangement is adopted for the machine design. 

 

Fig. 3.6. Slotless machine geometry (2 poles of a 6 pole machine). 
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 The equivalent reluctance circuit for a surface magnet synchronous machine is 

shown in Fig. 3.7 [127]. This allows us to study the magnetic performance of the 

machine. However, the equations in [127] are incorrect; the correct set of equations 

for the magnetic circuit is set out below. 

 

Fig. 3.7. Equivalent reluctance circuit for a PMSG with surface mounted magnets. 

The parameters shown in Fig 3.7 are defined as the air-gap magnetic flux фδ, 

PM flux фPM, the magnet reluctance RPM, the magnet end-region leakage fluxes фσ, 

the leakage reluctance in the inter-magnet region Rδ2, the air-gap reluctance between 

magnet and stator Rδ, and stator yoke reluctance RFe. The total magnet flux can be 

calculated and thus the air-gap flux, which can be used to calculate the EMF induced 

into the windings. Using the geometry in Fig. 3.6., the air-gap reluctance is 

0

g

p stk

h
R

l Lδ µ
=

× ×
 (3.1) 

where hg is the effective air-gap length between the PM and the stator core (for an air-

gap winding this includes the thickness of the winding layer), µ0 is the permeability of 

free space, lp is the pole width at the mean air-gap radius and Lstk is the stack length of 

rotor (it is assumed that the stack length is the same for the rotor and stator). The PM 

reluctance is the reluctance of the magnet so that 

0

m
PM

PM m stk

h
R

l Lµ µ
=

× × ×
 (3.2) 
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where hm is the magnets thickness, µPM is the relative magnet permeability (generally, 

for a sintered NdFeB magnet this is in the region of 1.05 to 1.1), and lm is the magnet 

width. The leakage reluctances either side of the PM can be put in parallel and treated 

as one reluctance; hence: 

( )
2

02
m

PM p m stk

R h

l l L
δ

µ µ
=

× − ×
 (3.3) 

 This is corrected from [127] by a factor of two due to the flux from adjacent 

magnetics. The stator teeth (if there are slots) will also have an effect if the length of 

the flux path is long and/or there is saturation. This reluctance is calculated through an 

iteration process if necessary to account for the non linear steel characteristics, 

although here the theory is being outlined. If the reluctance of the iron core is 

assumed to be constant (i.e., the flux density is below the knee of the BH curve), the 

air-gap flux due to PM is calculated using the equation: 

2

2

2
2

PM
PM

PM
Fe Fe

RR
R R R R

R

σ
δ

δ δ
δ

ϕ Θ=
 + + × + + 
 

 (3.4) 

where RFe is the teeth and stator yoke reluctance and ΘPM is the magnetomotive force 

(MMF) of the magnet. Again this is corrected from [127]. Since the demagnetization 

curve of the magnet is virtually straight line, the MMF can be expressed as 

PM c mH hΘ = ×  (3.5) 

where Hc is the PM coercive force and hm is the magnet thickness. The flux depends 

on the magnetic potential differences along the different flux paths. For completeness 

we can also add in the stator yoke and tooth (these regions often saturate, particularly 

the teeth) so that the magnetic potential differences are: 

( )t i tooth toothH hΘ = ×  (3.6) 

( )s i yoke stH lΘ = ×  (3.7) 
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where Θt(i) and Θs(i) are the MMFs (or magnetic potential differences) across the stator 

teeth and yoke, htooth is the stator tooth height (not shown in Fig. 3.6 because it is a 

slotless arrangement), lst is the pole pitch arc length at the mean stator yoke radius, 

and Htooth and Hyoke are the stator teeth and yoke coercive forces. Once the magnetic 

potential differences have been calculated, the tooth and yoke iron reluctances are 

added together using 

( ) ( )
( )

2

t i s i
Fe i

PMPM

R ϕϕ
Θ Θ

= +  (3.8) 

If an iterative technique is being used to account for steel saturation in the stator, with 

this new value of reluctance, the air-gap flux is calculated again by equation (3.4). 

This loop is repeated until the differences in fluxes densities from one step to the next 

one are less than an establish quantity. 

 One of the most important quantities is the per-phase back-EMF induced into 

a phase winding. This can be calculated from [94]: 

1

2

2
PM f PME f k N δ

π ϕ= × × × ×  (3.9) 

where kf is the winding factor, N1 is the total turns number per phase and f is the 

frequency of the induced back-EMF. The winding factor is a critical factor in 

assessing the effectiveness of the winding layout, especially in a fractional slot 

machine. This can be calculated from 

f p d sk sk k k k k= × × ×  (3.10) 

where kp is the pitch factor, kd is the distribution factor and ksk is the skew factor and 

ks is the slot opening factor for a slotted stator or the spread of the air-gap coil for an 

air-gap winding . In this study, the skew is zero so ksk = 1. Referring to Fig. 3.8, the 

different coefficients are defined below. It should be remembered that these are aimed 

at the general case where coils may have different number of turns and their pitch and 

position can also change. There are several references that review winding theory, 
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such as [95]. There are slight variations in the theory, particularly if double layer lap 

windings are used. 

The pitch factor for coil c is defined can be defined as 

( ) sin
2

c
p c

n
k

α =  
 

 (3.11) 

where n is the harmonic number. And the distribution factor for a number coils that is 

average of the term for each coil 

( )( ) cosd c ck nφ=  (3.12) 

where ϕc is the coil offset. This often completes the winding analysis in a slotted 

machine when the slots openings are narrow. However, if we have an air-gap winding 

we can account for the actual width of the conductor bundle where 
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Fig. 3.8. Angular definitions for winding coefficient calculation (centre is stator series-

connected phase winding is at centre of magnet). 
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If all the coils for one phase are in one spatial position with respect to the 

pole then kd = 1. If the coil is fully pitched then kp = 1. However, when there are 

several coils in different spatial locations with respect to the pole, different pitches, 

and different number of turns, then we can calculate the total winding factor as 
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3.4 Finite Element Analysis (FEA) 

Compared to the analytical method, the magneto-static field FEA solution 

offers a more accurate way of determining many of the PMSG parameters. The FEA 

method has been used by many researchers to verify the performance of the PM 

machines; some examples are listed in [128]-[132] although the number of references 

is very large. The air-gap flux in PMSG is due to the two sources of MMF - the 

permanent magnets and stator current (often called loading). The presence of 

magnetic saturation together with complex geometry and non-regular windings in 

fractional slot machines can make the determination of the machine flux distribution 

and resultant torque and flux linkages in the PMSG complex. However, all these can 

be solved using the two-dimensional (2D) FEA. For a surface PM rotor, the influence 

of magnetic saturation may be neglected in the rotor, and even in the stator, if only a 

low current loading is applied in a very high torque density design [131]. In a slotless 

machine, a 2D magneto-static model can be used to calculate separately the air-gap 

flux distribution produced by the PM and stator MMF. This is done by solution with 

open-circuit conditions and load conditions. This assumes that iron saturation has 

little effect on the magnet flux linkage, which may not always be the case; this is 

discussed later. In this type of magneto-static simulation, constant currents are set in 
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the machine to represent a snap-shot in time and the static flux and flux linkages are 

calculated. It is possible to conduct a number of simulations where the rotor is rotated 

and the current cycled to produce a set of results represented one rotor revolution or 

cycle through the current. It should be highlighted that this is not a full magneto-

dynamic simulations, where the electrical circuit is voltage fed and both the flux and 

currents are calculated. 

 There are many ways to calculate torque in an FEA solution. This may 

involves using Maxwell stress tensors or Virtual Work methods. The Virtual Work 

method uses the computation of magnetic energy and co-energy and these are crucial 

for good torque calculation. The flux distribution within the generator is important 

because the magnetic energy and co-energy are dependent on this. The magnetic flux 

distribution can be found analytically through assumption and basic calculations and a 

simple lumped magnetic circuit. In an FEA solution, the device is discretely divided 

geometrically into small elements so that magnetic flux is calculated to a more 

detailed level, leading to more accurate solutions. 

 A magnetic field is formed from two vector quantities which are the flux 

density B and field intensity H. The flux density is the amount of magnetic flux 

flowing through a given area of material, while the field intensity refers to change in 

intensity of magnetic field due to the interaction of the flux with the magnetic 

properties of the material through which it is flowing. In the generator design, it is 

common to assume that B and H are collinear if it is modelled using a lumped 

magnetic circuit as outlined in Section 3.3. In other words, they are oriented in the 

same direction within a given material. B and H are related to the material 

permeability µ where 

HB µ=  (3.15) 

For non magnetic materials the relationship is linear where µ= µ0. If the material has 

magnetic properties than the permeability will be much higher (possible several 

thousand times) but there will be a maximum flux that is possible before the material 

domains are aligned and it saturates, creating the “knee” in the BH curve in Fig,. 3.4. 

The magnetic flux Φ flowing perpendicularly through a volume is the sum of the 
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magnetic fluxes that flow through each element in the volume so that it is the integral 

(or sum) of the flux components:  

∫=Φ dxdyyxBz ),(  (3.16) 

Faraday’s Law states that the voltage induced into a circuit is equal to the rate 

of change of the magnetic flux linkage. The flux linkage can be viewed as the product 

of the number of winding turns N and the flux linking them. The flux linkage Ψ will 

alternate when the rotor rotates and the PM flux passes through the circuit coils in 

synchronism or in succession if there is spatial displacement between the coils. The 

voltage induced by the rotation is referred to as the back-EMF e so that 

θ
ψωψ

d

d

dt

d

dt

d
Ne m==Φ=  (3.17) 

2
60m

Nω π= ×  (3.18) 

where mω  is the angular velocity in rad/s, θ  is the angle of the rotor with respect to 

the reference axis and N is the speed of the rotor in rev/min. Later, it is illustrated how 

in the FEA, by taking the difference between the magnetic vector potentials A of the 

“go” and “return” conductors of a coil, the flux linking the coil can be obtained in a 

2D solution. 

3.5 Generator Design 

Low rotor speed can be a drawback for an electric generator because it is 

torque-limited; so that to obtain high power then high torque will be required. 

Standard generators (with two four or six poles) cannot be used in this case. Therefore, 

there is a need to develop a generator specifically for this application. A direct-drive 

generator must be designed with a large rotor diameter and a high number of poles. 

The high pole number is required to get a suitable frequency ratio to generate high 

torque. Wound rotor synchronous machines are used in direct drive generators in 

wind turbines, as already discussed, although many manufacturers are looking at PM 

solutions. Wound field synchronous machines need additional electric loading on the 
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rotor and suitable DC current control which adds complexity; these are in addition to 

the required slip rings. Given that the application is a marine application and 

simplicity is highly advantageous, then the only real solution is a high pole number 

PM generator. The next decision is to decide whether to use slots or air-gap windings. 

As already discussed it was decided to attempt an air-gap-wound slotless machine 

design. This gives low armature reaction. Even with high pole number the back-EMF 

frequency is relatively low so that winding eddy-current lost should not be a major 

issue. This will mean that the back-EMF will be low. Since the air-gap is relatively 

large due to the air-gap windings then the flux density and rate of change of flux 

linkage may be low so that the back-EMF has to be carefully addressed.  

 

 
 

Fig. 3.9.  Illustration of a slotless stator generator topology. 
 

The generator designed is a three-phase machine. While higher phase number 

machines are used there is little advantage in this instance. It is also a radial flux type 

with an inner rotor. There are an increasing number of axial flux machines appearing; 

and these often have air-gap windings and sometimes no stator core. However, these 
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are either for use in small wind turbines with lower pole numbers or in high speed or 

frequency machines where the low flux density level is compensated for by high 

frequency. 

The windings are wounded on the surface of the stator. Fabricating this sort of 

winding is not straight forward. The coils will probably need to be rigidly formed and 

potted in resin so that that they can be glued onto the stator surface. Dimension 

tolerances need to be set and adhered to so that the inner surface of the winding layer 

is circular and there is not rubbing on the rotor. As already mentioned, this slotless 

generator design has the advantage of minimal cogging torque and it poses lower 

winding inductance which can improve the power factor and allow use of a diode 

bridge rectifier. However, it also has some disadvantages as already discussed. The 

high pole number means that the winding area for a coil side in air-gap may be low. 

Therefore it may be worth moving a fraction number of coils per pole although 

double-layering may be advantageous to maintain a good winding factor. 

A cross-sectional view of the generator designed is shown in Fig. 3.9. The 

machine consists of a rotor and a stator and this shows a FEA geometry in the FEMM 

package which is a freeware package and suitable for analysing these types of 

machine. High energy NdFeB 40 MGOe magnets are surface mounted on the rotor 

outer radius. The permanent magnets are uniformly magnetized in the radial direction 

and alternate in magnetization direction.  

The mechanical position and speed refer to the respective position and speed 

of the rotor shaft. When the rotor shaft makes one complete cycle, it can be said as 

completing a 360 mechanical degrees angle. It will then be at the reference zero angle 

again. Other than the mechanical position, the rotational position is often defined by 

the electrical angular position and this has already been used several times. The use of 

electrical degrees is more relevant to the control because this spatial variation maps to 

the phase of the magnetic excitation, stator current phasor, and terminal voltage. The 

relationship between electrical and mechanical degrees is related to the number of 

magnet poles on the rotor [52]: 

m
m

e

N θθ
2

=  (3.19) 
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where mN  is the number of magnet poles on the rotor, eθ  is the electrical position and 

mθ  is the mechanical position. For the generator designed, there are 48 poles 

(discussed later), so the mechanical pitch for 360 electrical degrees is: 

mθ
2

48
360 =Ο  

Ο= 15mθ  

If there was an integral number of coils-per-pole-per-phase then the analysis 

of the generator could be limited to 15 mechanical degrees because the magnetic 

orientation will repeat itself after that angle. However, if a fractional coil winding is 

used then the machine section that needs to be considered will be more. Fig. 3.10 

illustrates one pole section. With a fractional slot winding then it can be seen that 

there winding does not correspond to a single pole. 

 

Fig. 3.10. Single pole representation and partial winding of a fractional slot machine. 

3.5.1 Generator Sizing – Choice of Geometry 
Size 

At this stage it is worth addressing some basic sizing equations. These give 

approximations for the output power and torque and were used for the first pass 

design sizes. The parameters chosen are given in Table 3.3 and the choice of these is 

discussed below. The outer diameter and axial length are dictated by the prototype 

cylinder in Fig. 3.11. However, were treated as guidelines. It will be seen that the 

axial length and diameter can be varied to maintain performance and the design 

should be close the enclosure volume. 
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Fig. 3.11. Generator enclosure size. 

The relationship between torque and torque-per-unit-rotor-volume is 

stkrLD

T
TRV

2

4
π=  (3.20) 

The targeted wave period is 3 s. However, the wave device is meant to 

function for wave with different periods. For the lab scale device, it may functions 

within the range of wave period from 1 s to 4 s. To calculate the PMSG size, the best 

option is to choose the lowest speed where the device will be rotating which will 

happened when the wave period is 4 s. The median performance is aimed at the wave 

heights of 0.65 m at the wave periods of 4 s, the wave power than can be calculated 

using equation (2.9) as 1.66 kW/m at the 4 s period. This means that the torque 

requirement at this slower speed, with 25% mechanical energy harvesting, is about 

200 Nm (this is per generator since there are two). According to Harris [133], the 

TRV for a PM machine is approximately 30 kNm/m3 (as calculated above); and 

Miller [134] suggests that a machine with natural cooling system will have TRV value 

which can range from 7-30 kNm/m3. We will assume that the TVR is a low value of 9 

kNm/m3 so that higher power operation will be possible in transient conditions. From 

the diameter and axial length, one of these has to be set. To enable the use of just one 

axial magnet layer and to allow a reasonable length (the magnet length will then be 

the same as the core length) it was decided to set the axial length to 50 mm. Hence: 

1500 mm

300 mm 300 mm

800 mm

Twin generators - one
for each armature
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3

4 4 200
0.76 m

0.05 9 10r
stk

T
D

L TRVπ π
×= = =

× × × ×
 

This is close to the enclosure diameter. However, this is for guidance as mentioned 

above. An iterative process can be conducted to design the machine in terms of air-

gap winding and magnet thickness.  

Thick magnets are needed for an air-gap-wound machine so the thickness was 

set to 10 mm. A similar thickness was used for the winding layer thickness. It was 

shown in [83] that the reluctance for a rare earth magnet machine can be high due to 

the strength of the magnets so that the load line can be less steep than for, say, a 

ferrite magnet machine. Since there are air-gap windings, which will not form a 

machined-surface bore, from a practical point of view a larger air-gap is needed due 

to air-gap winding tolerances. Hence the air-gap was set to 5 mm. A stator yoke is 

required and this was set to 15 mm thickness. In a high pole machine the yoke 

thickness will not necessarily be required for the magnetic circuit but it is needed for 

structural rigidity and integrity. This leads to an overall diameter of 860 mm which is 

slightly above the 800 mm of the cylinder diameter. The magnet width is 50 mm so 

that the magnets will be square, or they can be divided into two so that there are two 

25 mm wide magnets per pole. Generally, the core length to pole pitch of an electrical 

machine lies in the region of 1:1 to 3:1. This gives good design features. If the ratio is 

too low then there can be excessive end effects in terms of leakage flux and high 

resistance coils because the coil ends are longer than the coil sides in the air-gap. If 

the machine is too long then there can be issues with flux-linkage and fabricating coils 

with very narrow pitch; there will also be high leakage between the magnets. It can be 

seen that with 50 mm axial length the ratio is 1:1. For the 100 mm the axial length this 

is now 2.88. These two designs probably lie at either end of the design limits. 

Obviously there are exceptions to this rule, for instance spindle machines, but these 

tend to be niche applications where the shape is dictated by the volume available and 

these machines will have compromise designs. 

The design in Table 3.3 is maintained for the analysis below but the issue of 

the over sized diameter can be addressed. The generator enclosure is 300 mm wide; 
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usually the core length is about one third to one half of the machine length. Therefore 

we can set the axial length to 100 mm which gives: 

3

4 4 200
0.53 m

0.1 9 10r
stk

T
D

L TRVπ π
×= = =

× × × ×
 

The magnet, air-gap, winding and yoke thicknesses should be maintained so that the 

overall diameter is 610 mm which is now suitable for fitting into the cylinder 

generator enclosure. 

Table 3.3.  Slotless generator specification. 

Generator Parameter Value  Generator Parameter Value 
Number of turns 
per winding area 

150  Winding area 418 mm2 

Number of poles 48  Winding fill factor 27% 
Number of winding areas 54  Magnet material NdFeB 40 MGOe 

Axial length 100 mm  
Magnet relative 

permeability 
1.049 

Shaft radius/ 
Rotor inner radius 

150 mm  Magnet Coercivity 97900 A/m 

Rotor outer radius 380 mm  Magnet Conductivity 0.667 MS/m 
Stator inner radius 405 mm  Coil 18AWG Copper 
Stator outer radius 430 mm  Coil relative permeability 1 

Electromagnetic air-gap 5 mm  Coil electrical conductivity 58 MS/m 
Number of phases 3  Coil diameter 1.024 mm 

Magnet thickness 10 mm  
Stator and rotor 
yoke material 

1117 Steel, low carbon, 
high manganese 

Back-emf (Vph peak) 
Constant [V/rpm] 

1.88  Rated current [A] (10 A/mm2 
max –forced cooling) 1.6 

Rated line-line voltage 
(rms) [V] 

134.7  
Rated speed [rpm] 

(3 s wave) 
20 rpm 

3.5.2 Generator Sizing – Performance Based on 
Size and Ratings 

In this section we use further analysis to assess the machine performance at 

higher transient. 

Gieras [94] used the magnet volume and suggested that it is proportional to the 

maximum generator power. He uses the equation 
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2

max 2 (1 ) r c m
f ad

P f B H V
k k

π ξ
ε

= × × × ×
+

 (3.21) 

which contains many variables. Some of these can be approximated. kf is the form 

factor of the rotor flux. This is in the range of 0.7 to 1.3 depending on the rotor 

topology. As an approximation we can assume it is unity. kad is the d-axis armature 

reaction factor and this is unity for a surface magnet machine. ε is the relation 

between no load induced EMF and net voltage, for a low armature reactance then this 

may be high. Although for a small machine like this there may well be high per-unit 

resistance. As a rough estimate take this as 0.8. f is the frequency of the back-EMF, Br 

is the remanent magnetic flux density (1.05 for a the chosen rare earth magnet), Hcu is 

surface current density, VM is the magnets volume (for the parameters below = π × 

(4002 - 3802) × 50 = 2.45 × 106 mm3 and ξ is the magnet utilization coefficient. This is 

quoted as being in the range 0.3 to 0.7. For air-gap windings then the utilization may 

be lower so as an approximation of 0.5 is taken. This leaves an equation 

cucu fHHfP 33
2

max 1052.31045.205.1
)8.01(11

5.0
2

−− ×=××××
+××

×= π
 

The target speed for the cylinder is 1/3 = 0.33 Hz. There are 48 poles so that the 

frequency = 0.33 ×  24 = 8 Hz which is low. However, in the simulations the 

frequency is taken up to 1 Hz so that the frequency is 24 Hz. To obtain good 

performance, higher frequency is required to increase the back-EMF. However, in 

practice this would be hard to realise because the pole pitch would be very small. Hcu 

is the surface current density in A/m. The winding is 10 mm thick. If we allow 10 

A/mm2 in the conductor (high for natural cooling but there may be forced cooling or 

this is considered a transient high point) and the fill factor is 27 % then the linear 

current density is 10 × 10 × 0.27 = 27 A/mm = Hcu. At 1 Hz: 

  3 3
max  3.52  10  24  27  10  2280 W.P −= × × × × =  

This does appear a crude sizing exercise with several approximations. 
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For radial machines, Hendershot and Miller [95] give an explanation for the 

sheer stress on the rotor surface and relate this to the diameter and axial length. The 

torque is 

stkr LKDT 2=  (3.22)

where T is the torque, K is the output coefficient and rD  and stkL  are the rotor 

diameter and stack length respectively. If σ is the sheer stress then 

2

2
r

stk

D
T L

πσ=  (3.23) 

and the sheer stress σ = Bgap × Hcu N/m3. If it is assumed, conservatively, that the air-

gap flux density is half the remanent flux density then  

cu
r H

B ×=
2

σ  (3.24) 

Putting in the values in a similar to above gives 

2
31.05 0.76

27 10 0.05 643 Nm
2 2

T
π= × × × × =  

At 1 Hz this is a power of 643 × 2π = 4040 W which is higher than Gieras. The 

relationship between torque and torque per unit rotor volume is given in (3.20). If we 

use these high values for the performance then we find that the TRV is 28.3 kNm/m3; 

this is a maximum and a transient condition and fits in with the range given by Miller 

[134]. 

The flux is limited by the saturation level and the geometry of the stator steel. 

The BH curve of the chosen stator steel is shown in Fig. 3.4. It shows the flux density 

B in the steel as a function of the magnetic intensity H. From the BH curve, it is found 

that the saturation is about 1.7 T and this should be a localized value. This needs to be 

checked in the FEA solutions. 

 

3.5.3 Generator Winding 
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There are many different winding topologies available for brushless PM 

machines. It has already been mentioned that PMSGs do not need low harmonic 

windings in the same manner as induction machines. Broadly they can be split into 

integral slots-per-pole and fractional slots-per-pole (or coils for an air-gap winding). 

In addition there can be a divided in distributed windings (where the phase is made up 

of coils with different spatial position so the back-EMFs induced will have phase 

differences – this helps develop a sinusoidal waveform so they are suitable for 

brushless AC permanent-magnet machines) and concentrated windings (where all the 

coils have the same back-EMF induced into them which is more suitable for 

trapezoidal back-EMF waveforms; hence this makes them suitable for brushless DC 

PM machines – the coils can be fully pitched or short pitched around one stator tooth). 

Distributed windings may also provide better dissipation of heat together with the 

improved sinusoidal waveform, whereas concentrated windings may provide a larger 

back-EMF magnitude [135] because of the higher winding factor. Here a two layer 

concentrated winding configuration was chosen. This doubles the number of coils 

possible. The three phase winding set is star connected and spatially displaced by an 

angle of 120˚ electrical. The winding layout is shown in Fig. 3.12, where the red, 

yellow, and blue colour represent phases a, b and c respectively. Detailed information 

on the direction of the coils and the number of turns is listed in Table 3.4. The 

positive sign shows a coil in the “go” direction down the axial length of the machine 

while the negative sign shows a coil in the “return” direction where the current returns 

back along the axial length of the machine. A fractional slot arrangement is used so 

that the pitch of the coils is not too small. All together there are 54 “virtual” slots (air-

gap coils sides). Only the details of first 18 virtual slots are shown because the 

winding will repeat itself in the same sequence twice. 
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            (a)           (b) 

Fig. 3.12. Winding diagram for (a) Single phase and (b) Three phase. 

Table 3.4. Information on two layer concentrated windings. 

Virtual Slot Phase a Phase b Phase c Total Number of 
Turns 

1 75 0 -75 150 
2 -75 0 75 150 
3 75 0 -75 150 
4 -75 75 0 150 
5 75 -75 0 150 
6 -75 75 0 150 
7 0 -75 75 150 
8 0 75 -75 150 
9 0 -75 75 150 
10 75 0 -75 150 
11 -75 0 75 150 
12 75 0 -75 150 
13 -75 75 0 150 
14 75 -75 0 150 
15 -75 75 0 150 
16 0 -75 75 150 
17 0 75 -75 150 
18 0 -75 75 150 

The winding factors can be calculated for this winding. The exact angular values are 

shown in Fig. 3.13. There is no skew so that we can neglect the skew factor and in 

(3.14), all the coils have the same turns so that 
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This may seem low; however, the coil spread factor ks will always be lower for an air-

gap winding to the spreading of the coil side within the air-gap rather than 

concentrated in a slot. In addition, the lower distribution factor kd is a result of 

requiring a good sinusoidal back-EMF and this is demonstrated later.  

 

Fig. 3.13. Winding angular parameters for 54 coil winding. 

The Goerges diagram of the coil is shown in Fig. 3.14. This is a good way to 

show the phasing of the back-EMFs induced into the coils and how the phasors add. 

The three phases are balanced and the phase sequence is red, followed by yellow and 

then blue which represent phase a, b and c respectively. They are 120˚ degree apart 

from each other. If the back-EMFs contain harmonics then this is a way of reducing 

the harmonic content of the total voltage; and hence produces a more sinusoidal phase 

voltage.  
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Fig. 3.14.  Goerges diagram. 

3.5.4 Generator Modelling and Analysis 

The 2D meshed geometry of the PM generator is shown in Fig. 3.15. It is 

actually the discretization of the PMSG. To differentiate the components in the 

generator, different mesh sizes were used for different components. Mesh size of 0.1 

is assigned to the coil, 0.5 to the magnet, 1 to the air and 1.5 to the steel. This yields a 

FEA model for the complete generator consisting of 53187 nodes. It is necessary to 

reduce the size of the mesh elements where there is complex geometry and the flux 

changes magnitude and direction sharply. 

The flux distribution is shown in Fig. 3.16. The flux starts from one pole, 

crosses the air-gap and winding area before reaching the stator core, it then flows 

round to the adjacent opposite pole and re-crosses the winding area and air-gap and 

returns to the rotor. As the rotor rotates, the flux links the three phase windings of the 

stator in sequence. The magnetic flux plots are produced by post-processing after 

simulation. Pre-processing is necessary before simulation and this includes selection 

of material and magnetizing direction of the magnets, and definition of the winding. A 

2D magneto-static simulation is performed to obtain the flux line/contour plot, the 

density/colour plot (shown in Fig. 3.16(a)), and the vector/arrow plot (shown in Fig. 
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3.16(b)). The air-gap flux density of the designed generator can also be obtained, as 

illustrated in Fig. 3.17. 

After the successful completion of the magneto-static simulations, the post-

processing is performed to obtain the flux linkage and induced waveforms. After each 

simulation, the rotor and current phasors are advanced to carry out the next simulation. 

The flux linkage waveforms for the 3 phases are shown in Fig. 3.18. The result shows 

sinusoidal flux linkage waveforms which peak at 0.7 Wb. As already stated, this was 

carried out using the FEMM freeware software. An LUA program was developed to 

carry out the simulations and rotate the current phasor and rotor automatically. The 

code is given in Appendix 2. The induced back-EMF Eph results from both the FEA 

and analytical analysis are shown in Fig. 3.19. The analytical analysis was carried out 

using the SPEED software from the University of Glasgow. This allowed quick 

calculation. The rotor of the generator rotates at 60 rpm. The FEA results show a peak 

output voltage of approximately 110 V at no load, while the analytical analysis yields 

a back-EMF of approximately 100V only. For this generator, the back-EMF is almost 

sinusoidal. 

 

 
Fig. 3.15.  2D Finite element modelling. 
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(a) 

 

 
(b) 

Fig. 3.16.  Finite element analysis of generator showing open circuit (a) flux lines and flux 
density (b) vector plot. 
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Fig. 3.17. Airgap flux density against the electrical angle. 

 
Fig. 3.18. Flux linkage waveforms of designed generator. 

 

Fig. 3.19. Induced back EMF waveform at no load (60 rpm). 
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    (a)  Phase a                                             (b) Phase b 

 
(c)  Phase c 

Fig. 3.20.  I-Psi Loop at Ip=0.5 A. 

The machine was simulated at 60 rpm with a peak AC current of 0.5 A in the 

winding and the current phasor located on the q-axis. The phase resistance is 

calculated to be 4.1 Ohm. The phase currents are sine waves and the frequency for the 

current at the winding is 24 Hz. The flux linkage-phase current (I-Psi) loops are 

shown in Fig. 3.20 and the area is 1.14 J which gives a power conversion of 82.1 W. 

The same calculation can be carried out using the back-EMF and peak current where 

the power = 3 × 110 × 0.5 ÷ 2 = 82.5 W which illustrates that the simulation is correct 

and the results correlate well. However, the copper loss is 3 × 4.1 × 0.752 ÷ 2 = 4.6 W. 

At a wave period of 4 s, the mechanical energy harvested is 200 Nm. So the power 

required is 200 × 2π ÷ 4 = 314 W. If this is taken as the electro-mechanical power 

conversion then the peak current is 1.9 A at that 60 rpm. At this point the copper loss 

is 3 × 4.1 × 1.92 ÷ 2 = 22 W which is 7 % of the energy conversion. If the speed drops 

to 15 rpm (4 s wave period) with the same power the current increases to 7.6 A peak 

so the copper loss is now is 3 × 4.1 × 7.52 ÷ 2 = 355 W, which is higher than the 

mechanical input power of 314 W. To improve the design, more poles are required to 

increase the voltage constant. The problem with low frequency high pole number 

machines was discussed in [50] and in previous sections. To allow simulations with 
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reasonable generation the phase resistance was reduced by 10 times on some 

simulations. If the machine was scaled up the per-unit resistance would be much less. 

In terms of the design here, the fill factor is only 25 % and there is a 5 mm air-gap. 

With precision in terms of coil manufacture, the fill factor is increased to about 0.7 

(maybe using rectangular conductors) and only a 1 mm air-gap then the area can be 

increased by about 4 which would reduce the resistance to 1.05 Ohm. The 

fundamental issue is still with the pole number being too low.  

 
Fig. 3.21. Total machine torque. 

The PMSG total machine torque is obtained from the FEA simulations as 

illustrated in Fig. 3.21. It is found that the machine torque had little torque ripple 

around the mean value of -14 Nm. The minus sign shows that it is in generating mode. 

The inductance and reactance of the winding coil can now be calculated. 

Walker [136] suggested to calculating the flux linkage using the frozen permeabilities 

method so that the back-EMF is calculated under loaded rather than unloaded 

conditions. While Gieras [137] has compared the analytical approach and FEA 

method in calculating the PM machines reactance. The accuracy of FEA in reactance 

calculations were also determined [138]. Here, the inductance and reactance value are 

calculated using the flux linkage method [139][140] under FEA, the inductance and 

reactance can be estimated. To calculate the flux linkages in the FEA, let Ap represent 

the average magnetic field, A over the positive part of the coil for phase a, and Am 

represent the average A over the negative part of the coil. 

The flux linkage can then be found as N×( Ap -Am) where N is the number of 

turns of the coil. First, the flux linkage with just the magnet фPM is obtained and then 
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the flux linkage with magnet and coil current (Ic = 5 A) is obtained, this is фPM+C. To 

get the flux linkage due to current in the coil (фC ) we can use 

PMCPMc φφφ −= +  (3.25) 

The winding inductance L can be found from FEA result where 

CC IL /φ=  (3.26) 

This includes the self and mutual inductances. For a surface PM machine the 

reactance then can be calculated using 

fLXX qd π2==  (3.27) 

The results are shown in Table 3.5. The flux linkage of the permanent magnet are 

acceptable and the inductances of the machine are rather low which shows typical 

characteristics of a PMSG. It does meet the specification needed for the machine 

designed in this research. The final design of the PMSG is shown in Fig. 3.22. 

Table 3.5.  Generator parameters. 

Parameters Value 

CPM+ψ  -0.3553 Wb-t 

PMψ  -0.3718 Wb-t 

Cψ  0.0165 Wb-t 

L 3.3 mH 

Lq = Ld (self inductances only) 2.2 mH 

Xd  = Xq (including mutuals with other phases) 3.6 Ω 
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Fig. 3.22. Final design of PMSG. 

 

 

 

 

 

 

 

 



 
 
 79

Chapter 4 

BRISTOL CYLINDER CONTROL 
 
4.1 Introduction 

The amount of power obtained from a wave energy conversion system not 

only depends on the characteristics of the incoming waves at the site, but also on the 

control strategy used for the wave energy system. The control strategy being applied 

in each device varies according to the type and functionality of wave devices. In order 

to improve the power delivered by the Bristol Cylinder, the rotational speed of the 

turbine should be able to vary depending on the period of the sea wave. The best wave 

energy extraction is achieved by running the wave device in a variable speed mode 

which should be synchronous with the incident wave speed. How the torque varies as 

the cylinder rotates in its orbital motion is still not clear from the literature and should 

be the focus of further work.  

Large multi-pole generators are needed for low speed gearless operation of a 

PMG used in a wave energy device [141], as discussed in the first half of this thesis. 

Therefore it is very wise to maximize the power capability of the generator to prevent 

unnecessary additional generator size and cost. Several different types of control 

strategy have been proposed for a wind turbine with a multi-pole PMSG [142]-[146]. 

All major wind turbines function in similar manner in terms of the way wind energy is 

converted to electrical energy by the turbine; which rotates at a speed that is a 

function of the wind speed (assuming it is a variable speed turbine). In other words, 

the control strategy applied to one wind turbine may be adapted to another wind 

turbine by making some necessary minor changes. 

Unlike the wind turbine, wave energy can be tapped by different wave devices 

which operate in very different ways to each other. For example, the Wave Dragon 

device is controlled by regulating the floating height of the device to the optimal level 

for the sea state to maximise the power flowing over the ramp [147][148]. In an OWC, 

the rotational speed of the turbine can be achieved by adapting one of several turbine 
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speed control methods used in wind turbines since there are similarities in the way it 

functions [149][150]. An optimal switching control is applied to the ocean wave 

energy device to determine the lock and unlock switching times [151][152]. 

4.2 System Consideration 
Unlike most of the cases where the position of the turbine is always fixed from 

the reference axis, the Bristol Cylinder wave device have a turbine which is attached 

to the fixed axis through 2 flexible arms. So the rotational axis will be changing 

according to the incident wave to maximise the power caption. However, the radius 

will be kept constant throughout a full rotation cycle. As a result, the moment of 

inertia of the Bristol Cylinder rotating on the sea surface can be treated as a solid 

cylinder rotating about an external axis. Thus the moment of inertia can be calculated 

using equation (2.25) as described earlier.             

The diagram in Fig. 4.0 (a) illustrates the cylinder physical dimensions and 

extends the radius of rotation of the cylinder to clearly show the cylinder motion. 

There is considerable inertia in the cylinder. As already described in Chapter 2, for 

and ocean-going device the cylinder is marginally buoyant and could be 15 m in 

diameter and 50 m in length (typically, for a 5 MW device and 3 m  10 s waves, the 

power is 50 × 981.2 × 32 × 10 = 4.5 MW). 

The orbital movement of the cylinder is assumed circular, and in perfect 

monochromatic waves they would indeed be so. However, in reality there will be a 

spectrum of wave frequencies and they will be travelling in different directions. A 

flexible connection is required to allow the orbital radius and rotational velocity to 

change quickly. The armature and double generator method here does allow this 

within an arc of wave directions. The device was discussed by Boyle [153] and a set 

of hydraulic dampers was used in the illustration in [153] as shown in Fig. 4.0(b). 

When the UTS micro-wave-tank was being developed travelling and standing waves 

were produced because waves were reflected from the beach due to its steepness. A 

small free-moving cylinder was tested and it could be seen in Fig. 4.0(c) which it 

rotated in an elliptical orbit. Hence excellent control is required for this application. 
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Fig. 4.0. Cylinder arrangements and simple testing in micro-wave-tank. 

 High-energy sea waves have long wavelengths and periods as mentioned 

previously. Typically, deep sea wave periods are in the region of 10 to 20 seconds. 

Increasing power with decreasing frequency is the inverse of the usual demands of a 

drive/generator system.  

 Electrical machines tend to be torque limited so that as the speed increases so 

does the power flow through the machine. These two points create a challenging 

machine design and control [154]: i) it is very slow speed (even slower than a wind 

turbine) and ii) the power delivery requirement increases with decreasing speed. In 

addition the power delivery over one cycle will pulsate and the degree of this 

pulsation is still under investigation; the speed may also vary. 
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4.2.1 Control System Simulation Arrangement 
The control strategy for a variable speed wave generator is illustrated in Fig. 

4.1. This is realized in the MATLAB/Simulink environment. The main goal of the 

control is to improve the maximum power conversion of the system over a range of 

typical wave heights and periods. 

 

Fig. 4.1. Wave generator representation in MATLAB/Simulink. 
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The system begins by predicting the sea wave parameters and feeding the 

information to the wave device. In reality, waves are random so that when designing 

the wave generator control system, some critical issues have to be addressed; these are 

related to the difficulty in predicting and measuring the waves accurately as they 

approach the Bristol cylinder. The random nature of the incident wave heights and 

periods [155] are such that the cylinder will track a prevailing wave. A number of 

researches have been made in forecasting irregular waves. Forsberg [156] introduced 

an autoregressive with moving average model with fixed time horizon prediction. 

Halliday et al. [155] use the fast Fourier transform to generate prediction of waves 

over distance. In the laboratory, the monochromatic waves can be generated, but this 

is usually far from the case in open-sea conditions. However, in early-stage 

development these are used for system testing. 

The input from a mechanical torque source will serve as the prime mover 

which actually turns the PM synchronous generator in circular motion. The two main 

device controls involved in this stage are the control of the rotational radius and the 

speed control of the generator. The PM synchronous generator model from 

MATLAB/Simulink is chosen for simulation as shown in Fig. 4.2. The generator does 

not take into consideration the saturation effect in the iron because the air gap in the 

generator is large enough to prevent from saturation problem. The mechanical torque 

input is a negative value because the machine model is simulated using the motoring 

convention. 

 
Fig. 4.2. PMSG block from MATLAB/Simulink. 

 Since this is an AC generator, the flux established by the PM in the stator is 

sinusoidal and this is further proven when analysing the generator designed. The 

block uses the d-q axis equations listed below: 
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1.5 ( )e q d q d qT p i L L i iλ = + −   (4.3) 

where Lq and Ld is the q and d axis inductance respectively, R is the resistance of the 

stator windings, iq and id is the q and d axis current respectively, vd and vq refer to the 

q and d axis voltages respectively, and ωr refers to the angular velocity of the rotor, λ 

is the amplitude of the flux linkage from the PMs of the rotor in the stator, p is the 

number of pole pairs and Te is the electromagnetic torque. These equations are used 

for vector control of generator drives. The current vectors will usually sit on the q-

axis for a non-salient pole surface-magnet motor, where Ld = Lq, or it may be 

advanced in the salient-pole surface PM motor to utilize reluctance torque. Phase 

advance will also help in field weakening for the non-salient pole machine to enable 

extended operating range. In generator mode this can be advanced to the lower half-

plane so that there is negative q-axis current. This requires controlled rectification.  

 The power from the rotation of the wave device rotor is transferred to the 

generator through the drive train [157] as shown in Fig. 4.3. 

The electromechanical equations that relate the parameters [156] are: 

( )
2

2

gs s
s s s g

dd d
J T K D

dt dt dt

θθ θθ θ  
= − − − − 

 
 (4.4) 

( )
2

2

g gs
g e s g

d dd
J T K D

dt dt dt

θ θθθ θ  
= + − + − 

 
 (4.5) 

where T is the torque in Nm, J is the moment of inertia in kgm2, θs is the torsion angle 

of the Bristol cylinder and θg is the torsion angle of the generator in rad, K is the 

stiffness coefficient in Nm/rad and D is the damping coefficient in Nms/rad. 
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Fig. 4.3. Drive train model. 

4.3 Outline Control of Bristol Cylinder 
 
The control is a critical issue in determining the performance; the aim is to 

maximize the power generation from the waves through to the load. Different control 

strategies need to be applied to the different system components. In order to obtain the 

maximum power from the waves, two different control methods were implemented in 

the simulations over a spread of operating conditions. Even though the typical 

theoretical power curve for a wind turbine can be adapted for Bristol cylinder device, 

the control of the Bristol cylinder is more complicated than a wind turbine because 

there is variation in both wave period and wave height, and also there is a spectrum of 

waves. A typical theoretical power curve for a Bristol cylinder wave turbine is shown 

in Fig. 4.4, this is similar for many variable speed generators systems. H represents 
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the wave height, Hcut-in is the wave height where the device can start to harvest energy, 

Hn is the nominal wave height and Hcut-out is the wave height where the device will 

stop working. 

 

Fig. 4.4.  Theoretical power curve (power vs. wave height). 

The power curve can be divided into different power regions. Region A is the 

system idling region; there is insufficient wave resource to generate useful energy. 

Region B is the constant torque region which extends up to the base speed. Region C 

is the constant power region. This is often called the field weakening region where the 

objective is to limit the output power at its nominal value. This is actually limited by 

the maximum amplitude of the armature connecting the Bristol cylinder and the fixed 

axis attached to the vertical slider. In area D, the output power from the Bristol 

cylinder is zero. The sea state is too energetic for generation and steps should be taken 

to sink the cylinder and avoid storm damage. As can be seen, the power profile in 

Region B increases with wave height. This is the region that shows the counter effect 

for a wave system where the wave energy increases with decreasing wave velocity, 

and the generator speed is locked into the wave frequency for a Bristol cylinder unless 

a gearbox is used. 

4.4 Effect of Armature Length 
The study on the effect of armature rotational radius length is necessary to 

control the Bristol Cylinder rotor speed. The purpose of this study is: 

• To produce as much power as possible in the low speed range. The armature 

amplitude needs to be varied in a dynamic fashion since the incident wave 

parameters are constantly changing. 
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• To keep the hydrodynamic power constant at its rated value so that the design 

limits are not exceeded when the wave period is low and wave heights are 

high.  

The armature radius may work in three possible states within the working zone: 

maximum radius; minimum to maximum radius; and minimum radius (which is the 

length of the single armature assuming that both the arms have equal length).  

Using the wave period and wave height, switching between generating states 

changes the armature rotational radius position so that the desired value is generated 

in the output. The first and the third cases are fixed; this occurs with Regions A and D. 

In the second case, the rotational radius is obtained from [158]: 

2
Ds

L
rR He

π

=          (4.6) 

where Rr  is the rotational radius, H is the wave height, L is the wavelength and Ds is 

the rotational axis depth. 

Fig. 4.5 shows the Simulink model to study the rotational radius effect of the 

Bristol cylinder.. The saturation block functions as the radius limiter between 

minimum and maximum radius. If the radius value calculated is lower than 0, which 

is unlikely to happen, or when it is higher than the maximum radius, which again 

depends on the armature length, the signal will be clipped to the lower and upper 

boundaries. When the input signal is within the range specified, the input signal will 

pass through unchanged. A rate of change limiter is needed to limit the rate change of 

radius to protect the armature from damage due to rapid changes. 

Fig. 4.6 shows some results from the simulation. The applied wave height 

varies from 0.1 m to 0.8 m in 0.1 m steps. These steps were filtered to include the 

effect of rise/fall time for the changing of the incident wave state. In the second graph 

of the figure, rotational radius is shown for the case where for large Bristol cylinder 

where the armature length is more than 1.5 m and the maximum rotational radius can 

reach more than 3 m. For the case of the lab-scale Bristol Cylinder, where the size is 

relatively smaller, the results of the rotational radius are shown is the third graph, 

where the armature length is only 0.3 m and the maximum rotational radius can reach 

0.6 m. This was carried out to test and illustrate the armature radius corresponding to 



 
 
 88

the incident wave. All the simulations were carried out with constant wavelength and 

depth.  

 

 

 
Fig. 4.5.  Bristol Cylinder Rotational radius corresponding to incident wave.  
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Fig. 4.6. Rotational radius respond: (a) Incident wave and corresponding rotational radius; (b) 

Without saturation block (for large wave device); and (c) With saturation block (for small 

scale wave device). 

 

4.5 Bristol Cylinder Speed Control 

Variable speed generators are required for this device due to the fact it was to 

run synchronous with the waves. Energy extracted does not depend solely on the 

wave characteristics at the site but also on the control strategy used for the generator. 

Generally, the motion or speed control of a PMSG poses many similarities with that 

used for motoring applications. Operation of the synchronous machine can be 

controlled using nested speed and current (torque) loops, using different torque 

control algorithms depending on the power electronic converter used [159].  

The speed control of the PMSG can be carried out using the vector control 

method [160]. Vector control means the process of decoupling the flux linkage and 

torque control yielding rapid response and high energy conversion rates through 

appropriate reference flux linkage and torque relationships. The decoupling can be 

performed by mutual flux linkage control, optimum torque per unit current control, 

maximum efficiency control or maximum torque-speed control. For high performance 

speed control, there are two main control methods classified under vector control 

which are FOC and Direct Torque Control (DTC) [161] which can be applied.  
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These control techniques have undergone considerable research over the past 

few years [162], where both methods have been found to have their own advantages 

and drawbacks. DTC results in a non-constant inverter switching frequency, which 

may result in high inverter or generator loses. Most of the studies concentrate on the 

application of vector control to wind turbines since its application to wave energy 

devices is still limited. Some newer control strategies have been developed in order to 

account for things such as the usage of batteries [163] in the system, the single cycle 

control [164] and multilevel control [165]. 

In this work, the FOC method is used for the vector control of the generator. 

This method is first developed around 1970. FOC can be implemented in two ways, 

namely the indirect and direct methods; these depend on the way the rotor flux is 

identified. Direct FOC determines the orientation of the air gap flux using Hall effect 

sensors, search coils or other measurement sensors. This increases the cost and special 

modifications of the generator are required to place the flux sensor. To date, there is 

no specific equipment that can actually sense the flux directly. At low speed, this may 

cause inaccuracies when calculating the rotor flux from a directly sensed signal due to 

the stator resistance voltage drop and other reasons.  

As a result, indirect FOC method is chosen for implementation in the 

simulation of the control of the Bristol Cylinder speed. The calculations of the flux 

positions for indirect FOC method are based on estimations of the terminal quantities 

such as the voltages and currents in a generator model. It does not have the low speed 

problems and is the preferred method for this application. In a PMSG the rotor flux 

linkage is fixed to the rotor position. The objective of the FOC is to maintain the 

amplitude of the rotor flux linkage at a fixed value and modify only the torque 

producing stator current component in order to control the torque of the machine. 

Electromagnetic torque is produced by the interaction between the stator flux 

linkage from the rotor magnets and stator currents (or the rotor flux linkage and rotor 

current), and it can be expressed as a complex product of the flux and current space 

phasors. In order to decouple the torque and flux, the stator current is transformed into 

a rotating reference frame, which is the flux producing component, d-axis current 
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which represents the direction of rotor flux phasor and the torque producing 

component, q-axis current which is perpendicular to the rotor flux. 

Here, FOC is implemented by controlling the flux and torque of the PMSG 

separately using a current control loop with PI controllers. This is done by 

transforming the stator current vector into the d-q components, which control the flux 

and torque respectively. The objectives are to control effectively the PMSG torque 

and flux to force the generator to accurately track the command trajectory regardless 

of the machine and load parameter variations or any external disturbances. This is to 

regulate the speed of the PMSG so it actually synchronises its speed to the speed of 

incoming waves, which is a necessity for torque production and energy generation.   

Constant torque angle (CTA) control and maximum torque per ampere 

(MTPA) control [165] strategies are applied to obtain the stator d-q current 

components. The flux positions in the coordinates can be determined by the shaft 

position sensor because the magnetic flux generated from the PMSG is fixed relative 

to the rotor shaft position. CTA control keeps the torque angle constant at 90 degrees. 

This is done by keeping the stator d-axis current Isd at 0, and the d-axis flux linkage λ 

will be fixed. This leaves the current vector on the stator q-axis only. Since speed 

changed slowly relative to the control system then the velocity fω  is assumed 

constant for a PMSG, so that the electromagnetic torque is then proportional to the 

stator q-axis current Isq. This is determined by the closed-loop control. The rotor flux 

is only on q-axis while the current vector is controlled to be on this axis in the FOC. 

In this case, the MTPA control can be achieved since the generated generator torque 

is linearly proportional to the q-axis current. For this method, good control of the 

stator current amplitude will obtain the maximum torque. The speed vector control 

scheme of the PMSG is shown in Fig. 4.7 as described in [160], where fm ωω = and

λ=qK . 
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Fig. 4.7.  PMSG vector controlled structure [161]. 
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4.5.1 Modelling and Simulations 

The whole system is implemented in MATLAB/Simulink and is shown in Fig. 
4.8.   

 

Fig. 4.8. Indirect FOC control scheme. 
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The Bristol Cylinder driving torque is computed based on the wave power 

equation and the relation between the torque, speed and power. This is performed in 

the ‘Input Wave’ and ‘Torque Conversion’ block as shown in Fig. 4.8. The torque is 

supplied to the PMSG to rotate it. Input parameters for the PMSG include the stator 

phase resistance, stator phase inductance, flux linkage established by the permanent 

magnets, inertia, friction factor and the number of pole pairs. The PMSG can 

generates outputs which include the stator phase current, stator back EMF, rotor speed, 

rotor angle and electromagnetic torque.  

The equation of motion shows the relationship between speed, the 

electromagnetic torque and the inertia so that 

dt

d
JTT m

er

ω+=  (4.7) 

where Tr is the mechanical torque delivered by the prime mover, Te is the 

electromagnetic torque of the generator, J is the Bristol Cylinder inertia and ωm is the 

rotor speed. From the equation shown above, is can be seen that that the rotor speed 

can be controlled by varying the electromagnetic torque. The variable which controls 

the electromagnetic torque is the q-axis current component. So the speed can actually 

be controlled by varying the q-axis current.  

In the ‘Speed Controller’ block, the measured rotor speeds obtained from the 

PMSG in rad/s are converted to rpm. The measured rotor speeds are then compared to 

the rotor reference speeds obtained from the ‘Input Wave’ block. Then, the speed 

errors or differences are fed into an internal PI control in the ‘Speed Controller’ block 

to get the reference torque values. After that, the reference torque values will serve as 

references to the q-axis current, Iq* . The simplified equation that relates the reference 

torque, T* and Iq* is 

*
2

5.1* qPM I
p

T Ψ=         (4.8) 

The two ‘PI’ blocks in Fig. 4.8 are used to control the q-axis current and d-

axis current. The two current references, Iq*  and Id*, are very critical in controlling 
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the PMSG in order to generate the maximum output power. For this control strategy 

to work, Id*  must be set to 0. By doing this, the resistive losses are minimized too. 

The efficiency of the system must be maximum to obtain the maximum output power 

when the wave height, wave length and depth of rotation axis is between the cut-in 

and rated value. Therefore, the value of the armature rotational radius has to be 

optimum too for all values of the wave height, wave length and depth of rotation axis 

within this working region. 

The actual 3-phase stator currents are obtained from the PMSG. These are 

converted into their d-q components in the abc-to-d-q block. The current components 

in d-q axes are then compared to the references to control the required d-q 

components of the voltage vector through the use of the two PI current controllers. 

Direct modelling of the 3-phase system by obtaining their circuit equations in 3-phase 

reference frame is not ideal because this will result in equations with time varying 

parameters since the self-inductances and mutual-inductances of the machine 

windings depend mainly on the rotor position. The relationship between a set of d-q 

variables and the corresponding set of 3-phase abc variables is provided by the direct-

quadrature-zero (dq0) transformation. This is often referred as the Park’s 

transformation, where the transformation matrix is represented by T: 
































 +






 −








 +






 −

=

2
1

2
1

2
1

3

2
sin

3

2
sinsin

3

2
cos

3

2
coscos

3

2 πθπθθ

πθπθθ

T  (4.9)

  

In the case where the 3-phase system is balanced, no 0 component is present, which 

allows a simplified version of the d-q transformation: 
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2
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3
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3
2
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3
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T  (4.10) 

The transformation from abc to d-q variables can be done using: 
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The inverse transformation from d-q to abc variables is 
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
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
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−

q

d

c

b

a

X

X
T

X

X

X
1  (4.12) 

where X represents the generator variables, normally the voltage or current. Fig. 4.9 

shows the general reference frame for the 3-phase PMSG. 

 
Fig. 4.9.  PMSG 3-Phase circuit reference frame. 

 

Fig. 4.10.  q-axis current control loop. 

 The q-axis current control loop is shown in Fig. 4.10 which consists of the PI 

current controller, delay introduced by the control algorithm, delay introduced by the 

Pulse Width Modulation (PWM) converter, plant block and delay introduced by the 

analogue to digital (A/D) conversion of the feedback path through the sensor.   

α-axis

Va

-axis

d-axis

q-axis

a-axis

b-axis

c-axis

Vb

Vc

(instantaneous voltages)

Vabc



 
 
 97

 All the delays are represented in the first order transfer function.  The delay 

introduced by the control algorithm has the time constant Tx = 1/fx = 0.2 ms where fx = 

5 kHz is the sampling frequency. The delay due to the PWM converter has the time 

constant PWMPWM fT /15.0 =  where the PWM switching frequencyPWMf = 10 kHz.  The 

D/A conversion delay has the time constant of  0.1 ms. 

 
 The transfer function of the proportional integral (PI) controller is  

s

sG

s

k
kPI q

q

ii

piq τ
τ )1( +=+=  (4.13) 

where 
qpik  is the proportional gain, 

qiik  is the integral gain of the q-axis current 

controller, 
qpikG = , 

qiikG =τ/ , and τ is the integral time of the q-axis current 

controller. The values of the proportional gain and integral gain are then obtained 

from the simulation using a trial and error method. 

 The transfer function of the plant can be obtained since it can be viewed as 

current passing through a single phase circuit as shown in Fig. 4.11. 

 

Fig. 4.11. Single phase stator circuit representation. 

The current in the circuit is the same in both components since the circuit is in 

series and it can be calculated from the equation below. This results in a first order 

transfer function for the plant: 

sLR

V
I

qs

q
q +

=  (4.14) 

1 1 1

1
1

q

qq s q s q

s

I K
LV R sL R s

s
R

τ
= = × =

+ + ×+
 (4.15) 

where K = 1/Rs and qτ  = Lq/Rs. The transfer function of the plant is 



 
 
 98

1 1 1

11

d

dd s d s d

s

I K
LV R sL R ss
R

τ
= = × =

+ + ×+
 (4.16) 

where sRK /1=  and sqd RL /=τ . 

 

 

 

Fig. 4.12. q-axis current control loop. 

The open loop transfer function is shown in Fig. 4.12 and can be represented by: 
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 (4.17) 

 
 The d-axis current controller is implemented in a similar way to the q-axis 

current controller. 
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Fig. 4.13. Speed and d-q axes control. 

 All the PI blocks implemented in the simulation are shown in Fig. 4.13 where 

ω is the rotational speed in rpm, ωe is the rotational speed in rad/s, es is the speed 

error, eq is the q-axis current error, ed is the d-axis current error, ωeψq and ωeψd are the 

decoupling factors as shown in Fig. 4.8 and Usq* and Usd* are the voltages for d-axis 

and q-axis respectively. The q-axis current loop is acting as an inner loop while the 

speed loop is the outer loop. The speed error is the input for a PI speed controller.  

The output of the speed controller is the reference signal iq* . The q-d axes current 

errors are the inputs to the other two PI current controllers, and the controllers are 

used to generate the reference voltages in the d-q axes to be applied to the generator 

when it is required. From the stator reference voltage equations in d-q axes,  

decoupling factors can be obtained from the voltage equations using: 

de
q

qssq dt

d
iRU Ψ+

Ψ
+= ω*  (4.18) 

qe
d

dssd dt

d
iRU Ψ+Ψ+= ω*  (4.19) 

The reference voltages in d-q axes, Usq* and Usd*, are then converted back to 

3-phase voltages in the d-q-to-abc block. The voltage applied to the PMSG stator is 

represented by a 3-phase Controlled Voltage Sources block that is regulated by Usq* 

and Usd*. The voltages are then transmitted through the Breaker block to control the 

PMSG speed. A Voltage and Current Measurement block is inserted in between the 

Breaker block and PMSG to measure the instantaneous voltage and current at the 

PMSG terminals. 
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          (a)               (b) 

Fig. 4.14.  Rotor speed step response. 
 

Fig. 4.14 shows the rotor speed response for the small lab model. The 

generator starts with speed 20 rpm and step up to 60 rpm at t = 2 s. This is a step 

change in waves from 3 s waves to 1 s waves and with low inertia to test the control. 

The inertia was set to 2.2 kgm2; at 20 rpm the required torque is -220 Nm, and at 60 

rpm the required torque is -660 Nm. In reality the inertia would be higher. The graphs 

showing the speed response are presented. The graph shows a minimum overshoot 

and has a settling time of approximately ts = 1.4 s, which are still acceptable in the 

actual system. The PMSG is needs to be synchronized with the incident waves so that 

good response is required; if the cylinder is not synchronized then there will be zero 

torque (effectively, using synchronous machine terminology, it will “pole slip”). The 

reference speed is the speed of the incident wave which the generator should be 

synchronized to and differences in speed will lead to load angle change. Zooming into 

the graph to observe into more details, it is found that when the speed reference 

changes, a ripple appears in the rotor speed due to instantaneous change of the wave 

height or wave period and there is a demand for torque. 

4.5.2 Case Study 1: Steady Mechanical Torque 
for PMSG with 4.1 Ohm Phase Resistance 

Fig. 4.15 shows wave power and mechanical torque variations due to a change 

in wave period and wave height in time. The wave heights targeted are 0.8 m, 0.6 m, 

and 0.4 m and the wave periods that correspond to the wave heights were chosen as 3 

s, 2 s, and 1 s respectively. These result in wave powers of 471 W, 177 W and 39 W. 

A starting mechanical torque of -225 Nm was initially applied in the simulation, 

followed by -56 Nm at 4 s and finally -6 Nm is applied to the generator at 7 s. Overall 
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the simulations run for 8 s. Notice that the negative sign represents the PMSG 

functioning as generator. 

The first set of simulations investigate a series of step changes in speed as 

shown in Fig. 4.16(a), where the speed is 20 rpm, 30 rpm and 60 rpm. These are the 

simulation results from the incoming wave power as shown in Fig. 4.15(a). There are 

three sections (A to C) as illustrated. The results for several variables and parameters 

are shown. In Figs. 4.16 (b) and (c), Iq and Id simulations are put forward. These are 

negative because the motoring convention is used so that the current then lies on the –

q-axis rather than q-axis. Id is successfully kept at 0 A for the control method to work. 

The curves for the back EMF and stator current are shown in Figs. 4.16 (d) and (e). 

Fig. 4.16 (f) shows the zoomed in version of both the back EMF and the stator current. 

These ensure that sine waves are obtained and the phase difference is 180 degrees. Fig. 

4.16 (g) shows the rotor angle in radians. This is carried forward with a negative 

electromagnetic torque as shown in Fig. 4.18(h). It can be seen that the high resistance 

machine follows the demanded Iq well. The extreme of a step change is an unlikely 

scenario since there is considerable inertia in the cylinder and the speed will simply 

not change virtually instantaneously. The speeds trace the demanded value well. The 

electromagnetic torques also follow the demand well which illustrates that the 

Simulink simulation is giving good numerical accuracy. The terminal power of the 

PMSG is shown in Fig 4.16 (i).  

The total power generated by the generator and its efficiency can now be 

calculated as shown in Table 4.1. 

  
   (a)      (b) 
Fig. 4.15.  Ideal waveforms: (a) Wave power absorbed by Bristol Cylinder at 25% conversion 

rate; and (b) Mechanical torque. 
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Table 4.1.  Generator powers and efficiencies. 

 
Wave 

Power (W) 

Peak 
Back-

EMF (V) 

Peak Stator 
Current (A) 

Power 
Loses 
(I2R) 

Simulated 
Power (W) 

Efficiency 

Section A 471 40 8 262.4 223 44.59% 
Section B 177 60 2 16.4 161 90.97% 
Section C 39 121 0.3 0.37 38 97.44% 

 
           (a) 

 
            (b)            (c) 
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           (f)            (g) 

 
          (h)            (i)  

Fig. 4.16. (a) Generator speed; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) Stator 

current; (f) Back EMF and stator current; (g) Rotor angle; (h) Electromagnetic torque; and (i) 

Terminal power. 
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4.5.3 Case Study 2: Steady Mechanical Torque 
for PMSG with 0.41 Ohm Phase Resistance 

One of the issues with scaled-down prototypes is the per-unit losses are much 

higher. In the case of the small device here the copper losses are high. To simulate a 

machine with much lower per-unit copper losses then it was decided to reduce the 

phase resistance from 4.1 to 0.41 ohms and repeat the simulations. 

The simulations are again investigated using the same set of input wave power, 

torque and speed as shown in previous case study with smaller value of stator 

resistance. The results are put forward in Fig. 4.17. This is done in order to attempt to 

improve the efficiency as discussed earlier. In Figs. 4.17(b) and (c) the Iq and Id 

simulations that are shown. Again, these are negative because of the motoring 

convention and the current then lies on the –q-axis rather than q-axis. Notice that the 

requirement of Iq changes with the change of the resistance. Id is still maintained at 0 

A; it could fluctuate when the speed changes if the control did not react fast enough. 

Again, the speeds trace the demanded value well.  

Table 4.2.  Generator powers and efficiencies. 

 Wave 
Power (W) 

Peak Back 
EMF (V) 

Peak Stator 
Current (A) 

Power 
Loses 
(I2R) 

Simulated 
Power (W) 

Efficiency 

Section A 471  40 8.3 28.25 429 91.08% 
Section B 177 60 2 1.64 174 98.31% 
Section C 39 121 4 6.56 33 84.62% 
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(a) 

 
(b)             (c) 
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(f)             (g) 

 
(h)             (i) 

Fig. 4.17. (a) Generator speed; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) Stator 

current; (f) Back EMF and stator current; (g) Rotor angle; (h) Electromagnetic torque; and (i) 

Terminal power. 
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4.5.4 Case Study 3: Pulsating Mechanical 
Torque 

Pulsating mechanical torque is a more realistic scenario rather than a step 

change. The wave-energy torque transmitted to the Bristol cylinder is not likely to be 

constant throughout one full cycle of wave; and real sea waves are not 

monochromatic. In this simulation we take an extreme case where the wave torque is 

a sinusoidal about a mean with amplitude that is equal to the mean.  

The q-axis current, d-axis current, back EMF, stator current, rotor angle, 

terminal power and speed are shown in Fig. 4.18. The pulsating nature of the power 

deliver is clearly shown. This can be a major issue on large wave energy devices 

where large capacitor banks may be needed on the DC link to smooth this pulsating 

power. The q-axis current is tracked well with this system.  

This simulation illustrates that accurate control is needed and position 

feedback via an encoder is also important in case pole slipping occurs and the system 

needs to re-synchronize.  
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          (d)            (e)  

 
          (f)            (g)  

 
          (h)            (i)  

Fig. 4.18. (a) Mechanical torque; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) 

Stator current; (f) Back EMF and stator current; (g) Rotor angle; (h) Terminal power; and (i) 

Generator speed. 
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4.6 Speed and Torque Control (The Actual Size 

Device) 

Another set of simulations is needed for the actual size PMSGs. For these case 

studies, the performance of three types of different PMSGs will be shown. These 

simulations were performed to compare the performance of generators with different 

topologies. The parameters of these machines are shown in Table 4.3.  

These machines are simulated for the target wave which has a wave-height of 

3 m and period of 10 s, and another random wave which has a wave-height of 2 m and 

period of 8 s. These will give a calculated input power of 1.1 MW at 50% mechanical 

efficiency and the input mechanical torque of 1.76 MNm from the targeted wave. The 

load change characteristics are shown in Fig. 4.19. The simulations shown are for 

only one generator in the Bristol Cylinder. 

Table 4.3.  Parameters of three different PMSGs. 

PMSG 
Slotless 

winding 
Slotted winding 

Slotted winding 

reduced size 

Rotor diameter (m) 13.34 13.34 10 

Axial length (m) 0.438 0.438 0.253 

Weight of magnet (kg) 4015 4015 1661 

Total weight copper (kg) 1632 3727 1707 

Total weight excluding shaft (kg) 48865 48083 20044 

Total flux linkage (Wb) 9.069 9.703 8.665 

Total phase resistance (ohm) 0.0489 0.0271 0.0216 

Total Phase inductance (mH) 14.8 6.3 3.19 
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Fig. 4.19.  Waveforms (a) Wave power absorbed by Bristol Cylinder at 50% conversion rate 

(two generators); and (b) Mechanical torque. 

From the pulsating torque case studied in previous section, it is found that 

some assumptions made maybe not as accurate as required. Knowing that the torque 

may pulsate throughout one full rotation cycle of the Bristol Cylinder and assuming 

the speed of the PMSG is constant is one of the weaknesses. The fact is that the 

estimation of the PMSG speed in this complicated case is very difficult. To overcome 

this weakness, the reference torque is now compared to the electromagnetic 

(measured) torque of the generator to generate the reference value for Iq. Referring to 

Fig. 4.8, other control blocks remain the same except for the speed controller which is 

now changed to the torque controller. The results are shown in the case studies 7, 8, 

and 9. 
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4.6.1 Case Study 4: Slotless Winding 

The simulation of the full scale device with a slotless winding is carried out in 

order to study the device performance and its efficiency compared to the lab-scale 

device. This also enables the working voltage, current and power of the device to be 

assessed when working in the actual environment. 

Fig. 4.20 (a) shows the reference speed and the actual speed of the generator. 

Starting the generator from stand-still, it is found that the generator will take about 

0.22 s to reach the stable speed of 6 rpm. The current for both q and d axes are shown 

in Figs. 4.22 (b) and (c) respectively. Iq is found to trace the reference value closely 

while Id is maintained at 0 A all the time. The 3-phase stator current and back EMF 

sets are shown in Figs. 4.22 (d) and (e). The stator current is found to be 1152 A and 

328 A and the back EMF is found to be 639 V and 799 V for the first and second 

wave cycles respectively. Fig. 4.22 (h) shows the electromagnetic torque measured 

which is approximately equal to -1.76 MNm and -0.5 MNm for the two wave cycles 

and is approximately equivalent to the input wave torque. The output power, which is 

the instantaneous terminal power calculated using the equation VaIa+VbIb+VcIc, is 

shown in Fig. 4.22 (i). The resultant power is 1.02 MW and 0.386 MW for the two 

wave cycles. 

The efficiency of the system can be calculated by dividing the instantaneous 

power by the input wave power (at 50% efficiency), which are 92.73% and 98% for 

the two wave cycles. With a phase resistance of 0.0489 Ohm, the copper loss was 

found to be 0.06 MW for the first wave cycle, which is about 5.45% of the total wave 

input power. The copper loss for the second wave cycle is negligible. 
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          (a) 

 
(b)           (c)  
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   (f)                       (g) 

  
   (h)            (i)  

Fig. 4.20. (a) Generator speed; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) Stator 

current; (f) Back EMF and stator current; (g) Rotor angle; (h) Electromagnetic torque; and (i) 

Terminal power. 
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4.6.2 Case Study 5: Slotted PMSG 

This case study is done to compare the slotted PMSG configuration which is 

another alternative configuration for the Bristol cylinder. The performance of this 

PMSG will be compared to the slotless PMSG.  

The same simulation was carried out for the slotted PMSG. Fig. 4.21 (a) 

shows the speed of the reference speed and the actual speed of the generator. Again, 

the generator was started from stand-still and this time it is found that the generator 

took about 0.18 s to reach the stable speed of 6 rpm. Fig. 4.21 (b) and (c) show the 

variation of Iq and Id respectively. Iq tracks the reference value closely while Id is 

maintained at 0 A. The 3-phase currents are shown in Fig. 4.21(d) and the peaks are 

found to be 974 A and 277 A. In Fig. 4.21 (e) the peak back EMFs are found to be 

756 V and 945 V. These are for the two different loadings and speeds. Fig. 4.21 (h) 

shows the electromagnetic torques for these two operating points which are 

approximately -1.76 MNm and -0.5 MNm and are equivalent to the input wave torque. 

The output power, which is again the instantaneous terminal power calculated using 

the equation VaIa+VbIb+VcIc, is shown in Fig. 4.21 (i). The resultant power is 1.07MW 

and 0.39 MW for the two wave cycles. The efficiency of the system is 97.27% for the 

first wave cycle. With a phase resistance of 0.0271 Ohm, the copper loss is 0.03MW, 

which is 2.73% of the total wave input power for the first wave cycle. The second 

cycle again is negligible. 
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   (f)             (g) 

 
(h)             (i) 

Fig. 4.21. (a) Generator speed; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) Stator 

current; (f) Back EMF and stator current; (g) Rotor angle; (h) Electromagnetic torque; and (i) 

Terminal power. 
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4.6.3 Case Study 6: Slotted Winding (reduced 
size) 

This case study is performed to study to possibilities of reducing the size of 

the slotted PMSG because this will reduce the weight and cost of the PMSG and the 

overall performance may be improved. 

The same scenario as the last two simulations is applied to the reduced size 

generator. Fig. 4.22 (a) shows the speed of the reference speed and the actual speed of 

the generator. This time the start time from stand-still is 0.11 s to a stable speed of 6 

rpm. This is to be expected since the machine is smaller. Fig. 4.22 (b) and (c) show 

the current components and again Iq traces the reference value closely while Id is zero. 

The 3-phase stator currents and back EMFs in Figs. 4.22 (d) and (e) show a peak 

stator current of 1151 A and the peak back EMF of 671 V. Fig. 4.22 (h) shows the 

electromagnetic torque which is 1.76 Nm. The instantaneous output power is shown 

in Fig. 4.24 (i) and averages to about 1.04 MW. The efficiency is 94.55%. With a 

phase resistance of 0.0216 Ohm, the copper loss is 0.04 MW, which is about 3.9% of 

the total wave input power.  
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(h)            (i)  

Fig. 4.22. (a) Generator speed; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) Stator 

current; (f) Back EMF and stator current; (g) Rotor angle; (h) Electromagnetic torque; and (i) 

Terminal power. 
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4.6.4 Case Study 7: Slotless Winding (pulsating 
torque) 

In this simulation we take an extreme case where the wave-energy torque is a 

rectified sine-wave. The pulsating nature of the power deliver is clearly shown in Fig. 

4.23. This can be a major issue for a large wave energy device where a large capacitor 

bank may be needed on the inverter DC link to smooth this pulsating power. The 

torque and q-axis current are tracked well with this system. The rotor angle is shown 

and it does reach about 6.2 rad at 10 s, which is one full cycle rotation of 360 degree. 

The speed of the generator is shown for completeness. 
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          (d)            (e)  

 
          (f)            (g)  

 
           (h)            (i) 

Fig. 4.23. (a) Mechanical Torque; (b) q-axis current; (c) d-axis current. (d) Back EMF. (e) 

Stator current; (f) Back EMF and Stator current; (g) Rotor angle; (h) Terminal power; and (i) 

Generator speed. 
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4.6.5 Case Study 8: Slotted Winding (pulsating 
torque) 

In this simulation we repeat the same pulsating torque simulation as in 

previous section. Again, the pulsating nature of the power deliver is clearly shown in 

Fig. 4.24 (a) and the torque and q-axis current are tracked well with one compete 

revolution simulated in 10 s. 
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          (d)            (e)  

 
          (f)            (g)  

 
          (h)            (i)  

Fig. 4.24. a) Mechanical Torque; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) 

Stator current; (f) Back EMF and stator current; (g) Rotor angle; (h) Electromagnetic torque; 

and (i) Terminal power. 
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4.6.6 Case Study 9: Slotted Winding (reduced 
size-pulsating torque) 

The reduced size machine is simulated here with pulsating torque in a similar 

fashion to the previous two simulations and one revolution is completed in 10 s. 

Again the current and torque track the reference value well. It should be pointed out 

that as the rotation progresses the speed will vary as there is a change in effective 

“load angle” with respect to the wave. Hence the mechanical angle characteristic is 

not linear with respect to time. However, the generator appears to be in synchronism. 
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          (d)            (e)  

 

 
          (f)            (g)  

 
          (h)            (i)  

Fig. 4.25. (a) Mechanical Torque; (b) q-axis current; (c) d-axis current; (d) Back EMF; (e) 

Stator current; (f) Back EMF and stator current; (g) Rotor angle; (h) Electromagnetic torque; 

and (i) Terminal power. 
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4.7 Summary of Case Studies 

Case study 1 shows the simulations for the lab scale device with higher resistance 

compared to case study 2. This can be achieved by reducing the number of winding 

turns without affecting the back EMF or by using lower resistance copper wires. As 

expected, the performance of the generator with lower winding resistance is better. It 

has lower copper loss, and high efficiency compared to generator with higher winding 

resistance. The simulations for case study 3 are done using the 4.1 Ohm generator 

winding resistance. The difference between the case 1 and case 3 is the expected 

incident wave power. According to the theory, wave power is treated as constant 

source of power supply throughout the whole wave period. In practical, it is found 

that constant wave power is difficult and the pulsating wave power is more practical. 

This does make the study more complex. In case 1, the power generated is almost 

constant throughout a wave period. In case 3, the power generated is pulsating, so 

large capacitor back may be needed to convert this into smooth DC liked power. 

Case studies 4, 5, and 6 studies the performance of the actual sea going device. 

Case study 4 shows the performance of the slotless winding generator while case 

study 5 shows the performance of a comparable slotted winding generator. The phase 

resistance of the slotted PMSG is lower. The output power and the efficiency of the 

slotted PMSG are higher, and the copper loss lower. However, the performances of 

the slotless PMSG are still comparable to the slotted PMSG. Even though the 

performance for the slotted PMSG is more desirable, technically there will be issue of 

slotting so many copper in the limited space in the stator winding slot. Comparing the 

slotted PMSG with the reduced size version of its own which is shown in case study 6, 

the efficiency of the reduced size slotted PMSG is lower and the copper losses is 

higher. Hence, the performance of the slotted PMSG of original size is more desirable. 

The performance of the lab scale slotless winding can be compared to the actual 

size device too. It is found that, the efficiency of lab scale device is lower compared to 

the actual size device. Even though the copper loss is higher in the actual size PMSG, 

it is almost negligible due to the high amount of power generated.  
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Case studies 7, 8, and 9 show the performance of the actual size device with the 

pulsating incident wave power.  Again it shows pulsating output power. The 

efficiency of the system remain equivalent to the results of case studies 4, 5, and 6. 
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Chapter 5 
 
GRID SIDE CONVERTER CONTROL 
 
5.1 Introduction 

The space vector PWM rectifier is connected to the power grid through a 

PWM inverter. Thus, we will refer the PWM inverter as the grid side converter. In 

reality these are likely to be two back-to-back PWM inverters. The grid side converter 

is connected to the generator side converter through the DC link. Both the converters 

are voltage source converters and linked by the DC link or bus. The results in the 

previous chapter clearly show that there will be pulsating power and to maintain 

constant DC link voltage, or constrain it to an operating range, then DC link energy 

storage via a capacitor bank may be needed in order to deliver steady power to the 

grid. The mean output power should be equal to the mean input power to keep the 

mean link voltage constant. 

 The main goal for grid side converter control is to regulate the output power of 

the wave energy system so that the capacitor voltage will remain within a constrained 

range. A wave-energy generator can be treated as either a generator bus (PV) or load 

bus (PQ) in a similar fashion to other power plants [168]. In a PV bus, the voltage of 

the bus is known and in PQ bus the reactive power fed to the grid is known. Therefore 

another goal of the grid side control is to regulate the reactive power or the bus 

voltage. Bus voltage and delivered reactive power are dependent to each other. 

 It can be concluded that the objectives of the grid side control are to keep the 

capacitor voltage within a constrained range and to provide reactive power to the grid 

simultaneously. The capacitor voltage varies according to the incoming power from 

the wave-energy generator and the output power given to the grid. So the control 

algorithm must be able to detect the voltage variation and keep the grid and generator 

AC voltages steady while charging and discharging the DC link capacitor. To boost 

the generator voltage, the controlled rectifier can supply reactive power to it. But this 
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too requires energy storage on the DC link. The control algorithm must also allow the 

grid side converter to supply the reactive power needed by the grid. 

 Various control methods have been proposed for the purpose of transferring 

maximum power to the grid [169-173]. All the methods control different generator or 

motor functions under different conditions. 

5.2 Grid Codes Review 
Early renewable energy plants in Europe were connected to the distribution 

network. However in recent years the trend is moving towards connection to the 

transmission networks directly [174]. Different network voltage levels have specific 

requirements when connecting to a renewable energy plant. Power flow and energy 

plant behaviour have a great influence on the grid stability. Grid codes for connecting 

generators to the grid are developed by grid operators. These have been specified for 

renewable energy plants and they have to be met by the system manufacturers. The 

codes grid integration of wave-energy generators are still in early stage development 

because there are few commercial wave farms. The objectives of the code 

requirements are to insure the security of supply, reliability and quality.  Generally, 

the grid code requirements are related to active and reactive power control, frequency 

control, and voltage control and quality. In addition, tap changing transformers, fault 

ride through capability, renewable energy modelling and verification, 

communications and external control are all considered. In the following section a 

review for the UK requirements for electrical networks is presented based on the 

National Grid Code [175]. The voltage levels of the electrical network in UK are 

shown in Table 5.1. 

To review the active power requirements: the incremental active power steps, 

from no load to rated power, which a generator can instantaneously supply without 

causing it to trip or go outside the frequency range of 47.5 to 52 Hz or other pre-

agreed frequency, must be determined; and the time for each incremental must be 

provided. Because sea waves cannot be controlled, the output power of the generator 

must be controlled to increase or decrease the output power to support the system 

frequency during unexpected demand [178]. 
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Table 5.1. Voltage levels for electrical network in UK [176][177]. 

Network Line Voltage National 
Grid 

Scottish & 
Southern 

Scottish 
Power 

N. Ireland 

Transmission 

400kV √ - √ - 
275kV √ √ √ √ 
132kV - √ √ - 
110kV - - - √ 

Distribution 

33kV √ √ √ √ 
22kV √ √ √ √ 
11kV √ √ √ √ 
6.6kV √ √ √ √ 
415V √ √ √ √ 
230V √ √ √ √ 

 

 The reactive power is typically controlled in a given range. The grid codes 

state various ways regarding the control capability of reactive power.  The generator 

capability in terms of controlling the reactive power depends on the generator type. 

Another main code issue is the power quality. This is determined by a set of 

parameters of the generator that will have impact the voltage quality of electricity 

network. The related parameters are the active and reactive power as mentioned 

earlier, voltage fluctuations, switching operations, harmonic current and the others.  

5.3 Grid Side Converter Control 
Fig. 5.0 shows the block diagram of the grid side converter control technique. 

It is critical for the grid converter control to respond to the demand for reactive power 

and to keep the capacitor voltage constrained simultaneously. There are three main 

control techniques which are integrated into the grid side converter control. The first 

is the control of capacitor voltage. It is assumed in this part that the grid voltage is the 

reference and constant: 

0∠= gg vv  (5.0) 

Therefore, the active power, Pg and reactive power, Qg can be derived from 

)(
2

3
dodgqoqgg ivivP +=  (5.1) 

)(
2

3
qodgdoqgg ivivQ +=  (5.2) 

Since gqg vv =  and 0=dgv then (5.1) and (5.2) can be simplified to [179]: 
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qoqgg ivP
2

3=  (5.3) 

doqgg ivQ
2

3=  (5.4) 

 

Fig. 5.0. General grid side converter control [168]. 

 

Fig. 5.1. DC link capacitor voltage and currents. 

 The parameters of the DC link capacitor are shown in Fig. 5.1. The equation 

for the current can be derived from: 

c

g

c

t
invrec

c
c v

P

v

P
ii

dt

dv
ci −=−==  (5.5) 

where Pt is the turbine power or DC link input power, Pg is the grid power, vc is the 

capacitor voltage, i inv is the inverter side current, irec is the rectifier side current, c the 

capacitor value and ic the capacitor current. From the equations, it can be deduced that 

the DC voltage can be adjusted by controlling Pg or iqo. The control loop is shown in 

Fig. 5.2. The difference between the reference capacitor voltage and the actual 

capacitor voltage determines the value of iqo that is required to keep the DC voltage 

constant [180]-[182]. 
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Fig. 5.2. DC link voltage control. 

 The second control involved is the reactive power control technique [183-185]. 

Equation (5.4) clearly shows that ido should be varied to control the reactive power. 

Fig. 5.3 represents the control of the reactive power. The difference between the 

reference reactive power and the actual reactive power determines ido. 

 

Fig. 5.3. Reactive power control loop. 

 The third control involved is the control of the bus voltage [186][187]. A 

similar technique as for the reactive power is used. By adjusting ido, the voltage drop 

can be controlled and as a result, the bus voltage will be controlled. Fig. 5.4 shows the 

control loop for the bus voltage control. 

 

Fig. 5.4. Bus voltage control loop. 
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5.3.1 Modelling and Simulations 

The control process shown in Fig. 5.5 is started by detecting the phase angle 

from the grid voltages using a Phase Locked Loop (PLL) device. It provides the 

inverter with the frequency and phase angle. By doing this, the inverter current angle 

will be synchronized with the grid voltage angle to keep the power factor as close as 

possible to 1. In PLL, a Park Transform is used to transform the parameters in the abc 

frame to the d-q reference frame. A PI is then used to reduce the difference between 

the grid phase angle, γ and inverter phase angle, θ using  
θθγθγ ∆=−≅− )sin(  (5.6) 

The frequency of the grid is set at 50 Hz. The PI algorithm is used in various 

locations in the simulation and this computes and transmits a signal that needs to be 

controlled. The output signals from the PIs depends on several parameters such as the 

proportional gain, integral time and error as mentioned in previous chapter. The DC 

link voltage control and the reactive power control loop are implemented in this 

simulation. Outputs from the PI controllers, which are in the d-q reference frame, are 

transformed back to the abc reference frame. The signals will then serve as the input 

for the SVM (space vector modulator), where the gate control signals will be 

generated. A simple L-filter is used in this simulation to connect the grid side inverter 

to an infinite bus. 

The results of the simulation are shown in Fig. 5.6 when Vdc(ref) is set at 150 V. 

The grid line-to-line rms voltage is 120 V, and the input for the DC link is from the 

generator shown in previous chapter for turbine with a stator resistance value of 4.1 

Ohm. The PWM carrier frequency is 10 kHz and the DC link capacitor value is 1 µF. 
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Fig. 5.5. Grid side converter control implemented using MATLAB/Simulink. 
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            (a)            (b) 

  
            (c)           (d) 

  
            (e)           (f) 

Fig. 5.6. (a)-(f) PWM gating signal generated for all 6 IGBTs. 
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           (a)           (b) 

 
           (c)          (d) 

Fig 5.7. (a) DC link voltage; (b) The active power and reactive power of grid side inverter; (c) 

Grid Line to Line voltage; and (d) Grid line voltage. 

 Fig. 5.6 shows all the six gate signals for the IGBTs of the inverter. These are 

the pulses that are generated by using the control methods described above. Fig 5.7 

shows the simulation results of the control method with the wave converter system 

operating under normal conditions. The goal of the simulation is to transfer the 

maximum power to the grid.  

 Fig. 5.7(a) shows that the DC link voltage can be traced accurately with 

minimal fluctuation at the rated voltage of 150V with a rise time of approximately 1.2 

s. In the DC link circuit, the voltage is limited to ±10% to prevent over voltages and 

to protect the IGBTs of the inverters. The controllable region can be adjusted 

according to the power converter behaviour.  
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In Fig. 5.7(b), the active power and reactive power requirements for the 

inverter are shown.  As a result of some losses, the transferred active power is slightly 

reduced compared to the power generated by the PMSG. Demand of the reactive 

power actually depends of the active power transferred. When active power increases, 

reactive power increases too. The negative sign of the reactive power indicated that it 

is in generating mode. The active powers obtained are 300 W, 2700 W, 550 W and 

450 W respectively for all 4 cycles while the reactive powers obtained are -12 VAR, -

240 VAR, -31 VAR and -20 VAR respectively. 

From Figs. 5.7(c) and (d), it can be seen that the grid side voltage is kept at a 

rated value where the line-to-line voltage is 150 V and the line voltage stays at 90 V.  

 Overall, the objectives of the control method are achieved. These ensure that 

maximum power is transferred to the grid with minimal disturbance.  
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Chapter 6  
 
CONCLUSIONS 
 
6.1 General 

In this project, mathematical modelling, analysis, control system design, 

simulation of generator using the FEMM and PC-BDC, simulation of armature 

control, generator speed control and grid side converter control using 

MATLAB/Simulink have been carried out in order to design and simulate a Bristol 

cylinder weave energy device. Wave properties were studied using Linear Small 

Wave Amplitude Theory and Stokes Second Order Wave Theory. The design of the 

generator have been performed analytically and also by using the finite element 

analysis method. Analysis and control system design for armature control, generator 

speed control, and grid side converter control were carried out and tuned using 

MATLAB/Simulink. 

 The research has shown that with intensive control, the Bristol cylinder 

rotating wave device is well suited to the task of converting wave energy into useful 

electrical power. The motivation driving this research has been the increasing interest 

in renewable energy device development, especially wave devices, which is very rare. 

The aims are to effectively convert wave power and distribute it to the grid. Wave 

devices, especially the rotating type, are a relatively new development in renewable 

energy field. However, they have potential to tap into the existing power supply 

market in the future.  

 The studies carried out provide an understanding of the problems involved in 

the whole process from generating to transmitting. It can be treated as a feasibility 

study of the device.  The analysis and control of a Bristol cylinder wave conversion 

system was successfully simulated. 

 The research work has shown that a surface PMSG is a possible solution for 

the Bristol cylinder as it can be designed with a high pole number for low speed 
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operation and it has relatively high permanent magnet flux linkage. The flux linkage 

is limited by the permanent magnet characteristic, air gap, pole number and the sizing 

of the generator. The problem is always to maximise the pole number, at the same 

time minimizing the air gap within a given generator size. These are the main issues 

found in all the low speed generators.  

 For the generator, power conversion is maximised when the rotation of the 

Bristol cylinder is synchronised with the speed of prevailing incoming wave. In fact it 

is a synchronous speed so torque will not be generated at any other speed. This is 

proved achievable by studying the effect of the armature length corresponding to the 

incident wave and the speed control. The armature length of the cylinder arms or the 

rotational radius can be adjusted according to the incident wave while the generator 

speed control will control the Bristol cylinder rotational speed. The indirect FOC is 

simulated and it shows good control of the generator speed. The main difficulties will 

be on how to obtain very accurate measurement of the parameters of the incident 

wave. 

 Lastly, the control for the grid side converter was simulated successfully 

where the main goals is to keep the DC link voltage constant. This is needed so that 

full active power transfer can be achieved. The control system included a DC link 

voltage control loop, a reactive power control loop and a bus voltage control loop.  

6.2 Suggestions for Further Research 
This research work has contributed new findings to generator design and 

control strategies for rotating wave devices, particularly the Bristol cylinder wave 

device. It shows that the implementation of the device is feasible. The impact of the 

control has been assessed using MATLAB/Simulink. Contributions have been made 

to the design of a lab scale wave tank, the design of a generator specifically for the 

Bristol cylinder application, and the control strategies that must be implemented to 

maximise the output power of both the PMSG and the power transmitted to the grid. It 

is suggested that further research should be undertaken to improve the findings of the 

present research work as mentioned below: 
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• A lab scale wave tank can be constructed to test and verified the actual 

movement of the cylinder in the presence of incoming waves. Actual torque 

values absorbed must be measured to know exactly the interaction between the 

cylinder and waves. 

• Other than the surface PMSG, PMSGs with other topologies can be designed 

to provide comparison and to get the best out of the Bristol cylinder. Research 

on the material for the Bristol cylinder can be considered too, as this area is 

still limited. 

• Research on the wave detection is also required. It is very difficult to obtain 

accurate data of waves and to predict the time the wave will reach the cylinder. 

With the improvements in intelligent sensor technology, this is possible. Input 

of the wave data is very important and critical for this device and it affects the 

overall performance of the system. 

• A single machine was studied in this project; however, research can be done 

on the effects of using multiple machines at one time. In reality, the Bristol 

cylinder may not be deployed on a site individually, but in lines or rows. So it 

is worth addressing the integration of multiple machines on to the grid 

network. 

• For power distribution and transmission network integration, research can be 

done on the quality of the power supplied. For this research, the main aim is to 

maximize the transmission from the generator to the grid. The power quality 

may represent a good opportunity to further the research and improving the 

transmission of power, particularly since the power is pulsing. 
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Plans for Steelwork for New Micro Wavetank in CB 2.02.07
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Materials

Materials nominally specified as 100 mm box section and 100 mm angle section. This can be reduced if necessary if still deemed strong enough, 

There will be up to 2200 Kg of water in the tank when full.

All uprights and 6 horizontal stretchers (shown) are 100 mm box section steel:

8 uprights 1.8 m + 6 uprights 0.7 m + 6 stretchers 1.1 m = 25.2 m of 100 mm square box section

All other components are 100 mm angle section: 

6 runners 4.9 m + 8 diagonal bracers 0.91 m + 7 stretchers 1.1 m = 44.38 m of 100 mm angle section

Construction: To be welded or bolted as required

One diagonal bracer on back 

side and one on front side 

D G Dorrell

1 June 2011
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Appendix 2 

FEMM LUI PROGRAM  

The following code was written to synchronously rotate the rotor and current phasors 

in the FEMM generator model. 

 
open("r38-torqueV0-0.fem") 
mi_saveas("temp.fem") 
 
pi = 3.141592 
step = 1 
 
for deg=0, 15, step do 
      t=(1/360)*deg 
  ia=0.5*cos(2*pi*23.98*t) 
                        ib=0.5*cos(2*pi*23.98*t+(2/3)*pi) 
                        ic=0.5*cos(2*pi*23.98*t+(4/3)*pi) 
  mi_seteditmode("group") 
  mi_selectgroup(1) 
  mi_moverotate(0,0,step) 
  mi_modifycircprop ("Ia",1,ia) 
  mi_modifycircprop ("Ib",1,ib 
  mi_modifycircprop ("Ic",1,ic) 
 
  mi_analyze() 
  mi_loadsolution() 
 
  --collect the flux linkage for each phase 
  i1,v1,flux1=mo_getcircuitproperties("Ia") 
                        i2,v2,flux2=mo_getcircuitproperties("Ib") 
             i3,v3,flux3=mo_getcircuitproperties("Ic") 
    
  -- cogging torque calculation routine 
  mo_groupselectblock(1) 
  cog=mo_blockintegral(22) 
  mo_clearblock(1) 
   

mo_groupselectblock(3) 
                        currenta=mo_blockintegral(7) 
                        mo_clearblock(3) 
   

        mo_groupselectblock(2) 
                        A1=mo_blockintegral(1) 
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                        mo_clearblock(2) 
 

        mo_groupselectblock(3) 
                        A2=mo_blockintegral(1) 
                        mo_clearblock(3) 
 

            mo_groupselectblock(4) 
                        A3=mo_blockintegral(1) 
                        mo_clearblock(4) 
 

mo_groupselectblock(5) 
                        A4=mo_blockintegral(1) 
                        mo_clearblock(5) 
 
                        handle = openfile("cogtor1.dat","a")  
  write(handle,deg,"    ",i1,” “,flux1,” “ ,A1,” “,A2,” “,A3,” “,A4,” “,"\n") 
  closefile(handle) 
 
 mo_close() 
end  
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[3] D. G. Dorrell, S. S. Ngu and C. Cossar, “Outline design of a direct-drive low-

speed brushless permanent-magnet generator for an ocean-going Bristol-

cylinder type device”, IEEE International Symposium on Industrial 

Electronics (ISIE), Hangzhou, China, 2012, pp 1444 – 1449. 

[4] S. S. Ngu, D. G. Dorrell and C. Cossar, “Design and operation of very slow-

speed generators for a Bristol cylinder sea wave generating device”, IEEE 

Energy Conversion Congress and Exposition (ECCE), Raleigh, USA, 2012, pp 

946 – 953. 

[5] D. G. Dorrell, S. S. Ngu and C. Cossar, “Comparison of permanent magnet 

generators for a very low speed renewable energy application”, International 
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