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EDITORIAL

IEEE ACCESS SPECIAL SECTION EDITORIAL:
ADVANCED SIGNAL PROCESSING METHODS
IN MEDICAL IMAGING

Medical Imaging is a technique to create visual rep-
resentations of the interior of the body, with the aim of
making accurate diagnoses and optimized treatments. Many
medical imaging techniques are widely used to produce
images, such as computer tomography (CT), ultrasound (US),
positron emission tomography (PET), single photon emission
computed tomography (SPECT), and magnetic resonance
imaging (MRI)/functional MRI (fMRI).

Manual interpretation and analysis of medical images is
tedious and prone to error, causing overlooked, slight lesions
that occasionally result in misdiagnosis. It is critical to
develop advanced signal processing methods for a wide range
of low-level (image reconstruction, contrast enhancement,
image segmentation, etc.) and high-level applications (inter-
pretation, classification, and grading of image findings in
diagnoses, and the planning, monitoring, and evaluation of
treatment) in medical imaging for accurate diagnosis and per-
sonalized treatment. These applications need novel, advanced
techniques in the areas of, but not limited to, computer vision,
artificial intelligence/machine learning/pattern recognition,
and evolution algorithm and optimization.

This Special Section in IEEE ACCESS aims to collect a
diverse and complementary set of articles that demonstrate
new developments and applications of advanced signal pro-
cessing in medical imaging. It will help both physicians and
radiologists in the image interpretation, and help technicians
to exchange the latest technical progresses.

Our Call for Papers received an enthusiastic response with
more than 100 high-quality submissions. Per IEEE ACCESS

policy, it was ensured that handling editors did not have
any potential conflict of interest with authors of submitted
articles. All articles were reviewed by at least two inde-
pendent referees. The articles were evaluated for their rigor
and quality, and also for their relevance to the theme of the
Special Section. After a rigorous review process, we accepted
20 articles in the Special Section.

(1) In the article ‘‘multiple sclerosis detection based
on biorthogonal wavelet transform, RBF kernel principal
component analysis, and logistic regression,’’ Wang et al.
proposed a novel method on the hardware of magnetic res-
onance imaging to detect multiple sclerosis (MS) diseases
early. Their algorithm was on the software of three successful

methods: biorthogonal wavelet transform, kernel principal
component analysis, and logistic regression. The materials
were 676 MR slices containing plaques from 38 MS patients,
and 880 MR slices from 34 healthy controls. The statis-
tical analysis showed their method achieved a sensitivity
of 97.12±.14%, a specificity of 98.25±0.16%, and an accu-
racy of 97.76±0.10%. Their developed method was superior
to five state-of-the-art approaches in MS detection.

(2) In the article ‘‘Processing and 3D printing of gradient
heterogeneous bio-model based on computer tomography
images,’’ Li et al. developed a digitally designing and man-
ufacturing system for gradient heterogeneous 3-D printing.
The molar model of PLY format was composed based on the
CT images, and a novel method for the gradient heteroge-
neous material model design based on the material distribu-
tion control function and the sliced edge rings was proposed.
The point color slicing algorithm based on the topological
structure was achieved. Based on the system, the authors pre-
pared a gradient heterogeneous dental model. The algorithm
used for constructing and slicing of the molar model could
store the geometry and material information effectively, and
maintain the compatibility for the heterogeneous 3-D printer.
The system supplied a fast and integrating method for the
heterogeneous 3-D bio-model printing.

(3) In the article entitled ‘‘Multilinear principal com-
ponent analysis network for tensor object classification’’,
Wu et al. develop a multilinear principal component analysis
network (MPCANet), which is a tensor extension of PCANet,
to extract the high-level semantic features from multi-
dimensional images. The extracted features largely mini-
mized the intraclass invariance of tensor objects by making
efficient use of spatial relationships within multi-dimensional
images. Their proposed MPCANet outperformed traditional
methods on a benchmark composed of three data sets, includ-
ing the UCF sports action database, the UCF11 database, and
a medical image database. It was shown that even a simple
one-layer MPCANet may outperform a two-layer PCANet.

(4) In the article ‘‘A design and fabrication method for a
heterogeneous model of 3D bio-printing,’’ Shi et al. designed
a modeling platform for a heterogeneous object (HEO) part
based on a material distribution control function and hierar-
chical contour loop, and utilized it to characterize thematerial
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distribution in the HEO model. The hierarchical algorithm of
the point color and surface texture based on the topological
structure was studied and provided the basic data for the
material construction area. An HEO part was fabricated using
a custom-made 3D printing system. The results showed that
the digital processing method could effectively solve the
problem of HEO part material definition and could realize the
integrated design and manufacture of the geometry, material
and function of biological parts.

(5) In the article ‘‘Case-based statistical learning:
A non-parametric implementation with a conditional-error
rate SVM.’’ Górriz et al. proposed a novel non-parametric
approach of the so-called case-based statistical learning to
solve a low-dimensional classification problem. This super-
vised feature selection scheme analyzed the discrete set
of outcomes in the classification problem by hypothesis-
testing and makes assumptions on these outcome values to
obtain the most likely prediction model at the training stage.
A novel prediction model was described in terms of the
output scores of a confidence-based support vector machine
classifier under class-hypothesis testing. The estimation of
the error rates from a well-trained support vector machine
allowed the authors to propose a non-parametric approach
avoiding the use of Gaussian density function-based models
in the likelihood ratio test.

(6) In the article ‘‘Extended PCJO for the detection-
localization of hypersignals and hyposignals in CT images,’’
Chen et al. aimed to improve the clinical relevance of
the existing model observer (MO), and they proposed an
anthropomorphic MO that can also deal with hyposignals.
In a previous study, the authors have reported a perceptu-
ally relevant channelized joint observer (PCJO) for detect-
ing and localizing multiple signals with unknown amplitude,
orientation, size, and location. Here, the authors extended it
mathematically to hyposignals task. A free-response study
(close to the real-diagnostic procedure) for both hypersignals
and hyposignals in cerebral and abdominal CT images was
conducted with four radiologists. The equally weighted alter-
native free-response operating characteristic was used as the
figure of merit. The results demonstrated that the extended
PCJO was an alternative to replace radiologists for the evalu-
ation and comparison of different medical image processing
algorithms. The coherent results showed that the PCJO can
be generalized to another modality-CT.

(7) In the article ‘‘Spatiotemporal joint mitosis detection
using CNN-LSTM network in time-lapse phase contrast
microscopy images,’’ Su et al. presented an approach to
jointly detect mitotic events spatially and temporally in
time-lapse phase contrast microscopy images. In particu-
lar, the authors combined a convolutional neural network
(CNN) and a long short-term memory (LSTM) network to
detect mitotic events in patch sequences. The CNN-LSTM
network can be trained end-to-end to simultaneously
learn convolutional features within each frame and tem-
poral dynamics between frames, without hand-crafted
visual or temporal feature design. Experiments showed that

the CNN-LSTM network can be trained efficiently, and the
authors evaluated this design by applying the network to orig-
inal rawmicroscopy image sequences to locate mitotic events
both spatially and temporally. Furthermore, the authors devel-
oped a framework to aid humans in annotating mitosis
with high efficiency and accuracy in raw phase contrast
microscopy images based on the joint detection results using
their proposed method.

(8) In the article ‘‘A fast low rank Hankel matrix fac-
torization reconstruction method for non-uniformly sampled
magnetic resonance spectroscopy,’’ Guo et al. introduced a
low-rank matrix factorization method that avoids singular
value decomposition, to enable fast magnetic resonance spec-
troscopy (MRS) reconstruction without sacrificing the spec-
tra quality. Combined with a designed parallel computing
architecture, the proposed approach can speed up the com-
putation of low-rank approach with a factor up to 150 and
enables reconstructing the challenging 3-D MRS within
15 minutes.

(9) In the article ‘‘Cerebral micro-bleed detection based
on the convolution neural network with rank based aver-
age pooling’’, Wang et al. researched on Cerebral micro-
bleeding (CMB), which are small perivascular hemosiderin
deposits from leakage through cerebral small vessels. CMBs
can be visualized via the susceptibility weighted imag-
ing (SWI). Based on the SWI, the authors proposed to use
different structures of the CNN with rank-based average
pooling to detect the CMB, and they compared this method
to the current state-of-the-art methods. The authors found
that the CNN with five layers obtained the best performance,
with a sensitivity of 96.94%, a specificity of 97.18%, and an
accuracy of 97.18%.

(10) In the article ‘‘Improving low-dose CT image using
residual convolutional network,’’ Yang et al. propose a post-
processing method based on deep learning and using 2-D
and 3-D residual convolutional networks, in order to main-
tain a high image quality for low-dose scanned CT data.
Experimental results and comparisons with other competing
methods showed that the proposed approach can effectively
reduce the low-dose noise and artifacts while preserving
tissue details. It was also pointed out that the 3-D model
can achieve better performance in both edge-preservation
and noise-artifact suppression. Factors that may influence the
model performance, such asmodel width, depth, and dropout,
were also examined.

(11) In the article ‘‘GPU-accelerated features extraction
from magnetic resonance images,’’ Tsai et al. proposed a
new paradigm of graphics processing unit (GPU)-accelerated
method to parallelize extraction of a set of features based on
the gray-level co-occurrence matrix (GLCM), which may be
the most widely used method. The method was evaluated on
various GPU devices and compared with its serial counterpart
implemented and optimized in both Matlab and C on a
single machine. A series of experimental tests focused on
magnetic resonance (MR) brain images demonstrated that the
proposed method was very efficient and superior to its serial
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counterpart, as it could achieve more than 25-105 folds of
speedup for single precision and more than 15-85 folds of
speedup for double precision on Geforce GTX 1080 along
different size of ROIs.

(12) In the article ‘‘A practical design and implementation
of a low cost platform for real time diagnostic imaging,’’
Ravi et al. proposed and validated a new method of using
digital signal processors (DSPs) with a specialized pipelined
vision processor (PVP) embedded at the hardware level to
accelerate the routinely time-consuming imaging compu-
tation. A lab prototype was built for the feasibility study
and clinical validation of the proposed technique. This
unique architecture of the PVP in a dual-core DSP offered
a high-performance accelerated framework along with its
large on-chip memory resources, and reduced the bandwidth
requirement provided as an ideal architecture for reliable
medical computational needs. The authors took two sets of
sample studies from SPECT for validation of 27 cases of
thyroid medical history and 20 cases of glomerular filtration
rate of kidneys. The results were compared with definitive
post-scan SIEMENS image analysis software. From the
statistical results, it was clearly shown that this method
achieved very superior accuracy and 250% acceleration of
computational speed.

(13) In the article ‘‘A robust online saccadic eeye move-
ment recognition method combining electrooculography and
video,’’ Ding et al. proposed a robust online saccade recogni-
tion algorithm, which integrated electrooculography (EOG)
and video together. Initially, EOG signals and video data
were collected simultaneously from eight saccadic directions.
Then online active eye movement segment detection algo-
rithm was developed to detect the effective saccadic signal
from ongoing eyeball activities. Furthermore, the authors
extracted features from different modalities and explored
two fusion strategies, i.e., feature level fusion (FLF) and
decision level fusion (DLF). In a laboratory environment,
the average recognition accuracy of FLF and DLF achieved
89.37% and 89.96%, respectively, which reveals that the pro-
posed method can improve the performance of consecutive
saccade recognition in comparison with sole modality.

(14) In the article ‘‘Data-driven corpus callosum parcella-
tion method through diffusion tensor imaging,’’ Cover et al.
proposed an automatic data-driven corpus callosum (CC)
parcellation method, based on diffusion data extracted from
diffusion tensor imaging that uses the watershed transform.
Experiments compared parcellation results of the proposed
method with results of three other parcellation methods on
a data set containing 150 images. Quantitative comparison
using the Dice coefficient showed that the CC parcels given
by the proposed method has a mean overlap higher than
0,9 for some parcels and lower than 0,6 for other parcels. Poor
overlap results were confirmed by the statistically significant
differences obtained for diffusion metrics values in each par-
cel, when using different parcellation methods. The proposed
method was also validated by using the CC tractography and
was the only study that proposed a non-geometric approach

for the CC parcellation, based only on the diffusion data of
each subject analyzed.

(15) In the article ‘‘An efficient and clinical-oriented 3D
liver segmentation method,’’ Zhang et al. gave an efficient
and semiautomatic method for segmenting the liver in clin-
ical cases. This method was based on Couinaud’s theory
and automatically divided the liver segment by portal vein
branches. Considering the vascular variation of individual
cases, the adjustment of the portal vein brancheswas provided
based on automatic segmentation, thus adaptability to various
cases was implemented. For the final segmentation results,
the portal vein blood supply of different liver segments can
be confirmed by 3-D visualization, and the liver volume can
be accurately estimated. Experiments showed that this liver
segmentation method has good clinical value.

(16) In the article ‘‘Longitudinal brain MRI retrieval
for Alzheimer’s disease using different temporal infor-
mation,’’ Trojachanec et al. described the research made
toward improving medical case retrieval for Alzheimer’s
Disease (AD). Their approach considered using Magnetic
Resonance Images as an input for the search. To improve the
retrieval process, the authors used longitudinal information
extracted from the different sets of scans acquired at different
time points and automatically extracted descriptors to repre-
sent input images. All experiments were performed with and
without quality control (QC) to determine the influence of
the errors caused by the automated processing to the results
relevance. For the experiments, a total of 267 subjects from
theADNeuroimaging Initiative database with available scans
at baseline, the 6-month, 12-month, and 24-month follow-
ups were selected. The obtained results showed that the
selection of the time points for extraction of the longitudinal
information influences the retrieval performance. Results also
showed that not all automatically generated descriptors lead
to improvement of the results. Longitudinal volume changes
provided the most relevant representation. Adding QC phase
in the experiments led to improvements in all examined
scenarios. The results showed that the most frequent auto-
matically selected features are common semantic markers
for AD.

(17) In the article ‘‘A porous scaffold design method for
bone tissue engineering using triply periodic minimal sur-
faces,’’ Shi et al. suggested function-based modeling is of
great interest due to its accurate controllability for designing
pore architectures, among the various scaffold design meth-
ods. Parameters, such as the pore size, pore shape, porosity,
and channel interconnectivity, should be designed according
to actual skeleton characteristics. The authors proposed an
effective modeling method of trabecular bone, combining
triply periodic minimal surface (TPMS) and fractal geom-
etry. First, the surface morphology of real trabecular bone
was obtained based on the binary processing of computed
tomography images. Then, the fractal pore-making element
using TPMS was built and constructed into a complex porous
structure. Finally, the customized scaffold model was manu-
factured with an additive manufacturing method.
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(18) In the article ‘‘Phase-constrained parallel magnetic
resonance imaging reconstruction based on low-rank matrix
completion,’’ Jiang et al. formulated the reconstruction of
sparse parallel imaging with smooth phase in each coil as
the completion of a low-rank data matrix, which was mod-
eled by the k-space neighborhoods and symmetric prop-
erty of samples. The proposed algorithm was compared
with a calibrationless parallel magnetic resonance imag-
ing (MRI) reconstruction method based on both simulation
data and real data. The experiment results showed the pro-
posed method had better performance in terms of MRI imag-
ing enhancement, scanning time reduction, and denoising
capability.

(19) In the article ‘‘Improved reconstruction of low inten-
sity magnetic resonance spectroscopy with weighted low
rank Hankel matrix completion,’’ Guo et al. investigated
the problem that low-intensity spectral peaks were com-
promised in the reconstruction when the data are highly
undersampled. The authors proposed a weighted low rank
Hankel matrix (LRHM) approach to tackle this problem.
A weighted nuclear norm was introduced to better approxi-
mate the rank constraint, and a prior signal space was esti-
mated from the prereconstruction to reduce the unknowns in
reconstruction. Experimental results on both synthetic and
real magnetic resonance spectroscopy (MRS) data demon-
strated that the proposed approach can reconstruct low-
intensity spectral peaks better than the state-of-the-art LRHM
method.

(20) In the article ‘‘A weakly-supervised framework
for interpretable diabetic retinopathy detection on retinal
images,’’ Costa et al. developed a new methodology based
on the multiple instance learning (MIL) framework by lever-
aging the implicit information present on annotations made
at the image level. Contrary to previous MIL-based diabetic
retinopathy (DR) detection systems, the main contribution
of the proposed technique was the joint optimization of
the instance encoding and the image classification stages.
In this way, more useful mid-level representations of patho-
logical images could be obtained. The explainability of the
model decisions was further enhanced by means of a new
loss function enforcing appropriate instance and mid-level
representations. The proposed technique achieved compara-
ble or better results than other recently proposed methods,
with 90% area under the receiver operating characteristic
curve (AUC) onMessidor, 93%AUC on DR1, and 96%AUC
on DR2, while improving the interpretability of the produced
decisions.

In conclusion, we would like to sincerely thank all the
authors for submitting their articles to our Special Section,
and the large number of reviewers who kindly volunteered
their time and expertise to help us curate a high-quality
Special Section on this important and timely topic. We would
also like to thank the IEEE ACCESS Editor-in-Chief Professor
Michael Pecht and other staff members of IEEE ACCESS for
their continuous support and guidance.
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