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Charge transfer statistics and qubit dynamics at the tunneling Fermi-edge singularity

V. V. Ponomarenko 1 and I. A. Larkin2

1Nonlinearity and Complexity Research Group, Aston University, Birmingham B4 7ET, United Kingdom
2Institute of Microelectronics Technology RAS, 142432 Chernogolovka, Russia

(Received 9 June 2019; published 23 August 2019)

Tunneling of spinless electrons from a single-channel emitter into an empty collector through an interacting
resonant level of the quantum dot (QD) is studied, when all Coulomb screening of charge variations on the dot is
realized by the emitter channel and the system is mapped onto an exactly solvable model of a dissipative qubit. In
this model we describe the qubit density matrix evolution with a generalized Lindblad equation, which permits
us to count the tunneling electrons and therefore relate the qubit dynamics to the charge transfer statistics.
In particular, the coefficients of its generating function equal to the time-dependent probabilities to have the
fixed number of electrons tunneled into the collector are expressed through the parameters of a non-Hermitian
Hamiltonian evolution of the qubit pure states in-between the successive electron tunneling events. From the
leading asymptotics of the cumulant generating function (CGF) linear in time we calculate the Fano factor and
the skewness and establish their relation to the extra average and the second cumulants, respectively, of the
charge accumulated during the QD evolution from its empty and stationary states, which are defined by the next-
to-leading term of the CGF asymptotics. The relation explains the origin of the sub-Poisson and super-Poisson
shot noise in this system and shows that the super-Poisson signals existence of a nonmonotonous oscillating
transient current and the qubit coherent dynamics. The mechanism is illustrated with particular examples of
the generating functions, one of which coincides in the large time limit with the generating function of the 1

3
fractional Poisson distribution realized without the fractional charge tunneling.
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I. INTRODUCTION

The Fermi-edge singularity (FES) resulting [1,2] from
the reconstruction of the Fermi sea of conduction electrons
under a sudden change of a local potential has been primarily
observed [3,4] as a power-law singularity in x-ray absorption
spectra. A similar phenomenon of the FES in transport of spin-
less electrons through a quantum dot (QD) was predicted [5]
in the perturbative regime when a localized QD level is below
the Fermi level of the emitter in its proximity and the collector
is effectively empty (or in equivalent formulation through the
particle-hole symmetry) and the tunneling rate of the emitter
is sufficiently small. Then, the subsequent separated in time
electron tunnelings from the emitter vary the localized level
charge and generate sudden changes of the scattering potential
leading to the FES in the I-V curves at the voltage threshold
corresponding to the resonance. Direct observation of these
perturbative results in experiments [6–11], however, is com-
plicated due to the uncontrolled effects such as of a finite
lifetime of the electrons (the level broadening of the QD local-
ized state), temperature smearing, and variation of tunneling
parameters due to application of the bias voltage. Therefore,
it has been suggested [12] that the true FES nature of a
threshold peak in the I-V dependence can be verified through
observation of the oscillatory behavior of a corresponding
time-dependent transient current. Indeed, in the FES theory
[1,2] appearance of such a threshold peak signals formation
of a two-level system of the exciton electron-hole pair or
qubit in the tunneling channel at the QD. The qubit undergoes
dissipative dynamics characterized [13,14], in the absence
of the collector tunneling, by the oscillations of the levels
occupation. It should create an oscillating transient current at

least for a weak enough collector tunneling rate. Although a
direct observation of these oscillations would give the most
clear verification of the nature of the I-V threshold peaks, it
involves measurement of the time-dependent transient current
averaged over its quantum fluctuations, which is a challenging
experimental task. In recent experiments [10,15,16] the low-
temperature short-noise measurements have been carried out
for this purpose. These measurements showed existence of
the sub-Poisson and super-Poisson statistics of the current
fluctuations at the FES and have raised [10,15] a new in-
terest [17] in the qubit dynamics, though their coherency
manifestation in the current fluctuations needs to be further
clarified. Also, for this purpose the methods of measure-
ment of the third-order current cumulants [18,19] could be
considered.

Therefore, in this work we study quantum fluctuations
of the charge transferred into collector and their reflection
of the coherent qubit dynamics in the FES regime in the
simplified, but still realistic, setup suggested earlier [12,20],
in which all Coulomb screening of sudden charge variations
on the QD during the spinless electron tunneling is due to a
single tunneling channel of the emitter. It can be realized, in
particular, if the emitter is represented by a single edge state
in the integer quantum Hall effect. This system is described
by a nonequilibrium model of an interacting resonant level,
which can be mapped [12] onto an exactly solvable model of
a dissipative qubit. Making use of its solution, it was demon-
strated earlier that FES in the I-V dependence in this system is
accompanied for a wide range of the model parameters by an
oscillating behavior [12] of the collector transient current, in
particular, when the QD evolves from its empty state and that
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the qubit dynamics also manifest through the resonant features
of the ac response [20].

Here, we further study quantum fluctuations of the charge
transfer in this model by applying the method of full counting
statistics [21,22]. For this purpose we derive a generalized
Lindblad equation, which describes the qubit density matrix
evolution and simultaneously permit us to count the tunnel-
ing electrons and therefore relate the qubit dynamics to the
charge transfer statistics. From this equation it follows that
the generating function of the charge transfer in an arbitrary
evolution process can be expressed through the generating
function for the process initiating from the empty QD. The
latter is found by dividing the whole process of the qubit
evolution into separate time intervals between the successive
electron tunnelings. In these intervals, dynamics of the qubit
pure states are governed by a non-Hermitian Hamiltonian.
The coefficients of the generating function equal to the time-
dependent probabilities to have the corresponding fixed num-
ber of electrons tunneled into the collector are determined by
matrix elements of the non-Hermitian Hamiltonian evolution
operator and therefore can be used to extract from them
the parameters of this evolution (the frequencies and the
damping rates).

From the linear-in-time part of the long-time asymptotics
of the generating function logarithm or cumulant generat-
ing function (CGF) we calculate the zero-frequency reduced
current correlators commonly studied in the full counting
statistics. Normalized by the average stationary current, the
second-order correlator known as Fano factor F2 predicts
existence in this system of the parametrical regions of the
sub-Poisson short noise F2 < 1 around the resonance and the
super-Poisson noise F2 > 1 far from the resonance. Among
the generalized higher-order Fano factors given by the nor-
malized higher-order current correlators, we examine the third
one called skewness and find a small parametric area, where
it changes its sign and becomes negative.

We also study the next-order finite term of the CGF long-
time asymptotics, which determines the extra charge accumu-
lation in the transient process, in particular, of the empty QD
evolution beyond the one characterized by the linear-in-time
cumulants. We establish a direct relation between the Fano
factor and the extra charge average and between the skewness
and the extra charge cumulants. This relation explains the
origin of the sub-Poisson and super-Poisson shot noise in this
system and shows that the super-Poissonian means existence
of a nonmonotonous oscillating transient current as a conse-
quence of the qubit coherent dynamics.

The mechanism is illustrated with particular examples of
the generating functions in the special regimes, one of which
coincides in the large-time limit with the 1

3 fractional Poisso-
nian realized without the real fractional charge tunneling. This
example underlines that observation of the fractional charge
in the Poissonian short noise is necessary, but not sufficient to
prove its real tunneling.

The paper is organized as follows. In Sec. II we introduce
the model and formulate those conditions which make it
solvable through a standard mapping onto the dissipative two-
level system or qubit. In Sec. III we apply the nonequilib-
rium Keldysh technique to derive the generalized Lindbladian
equation describing the dissipative evolution of the qubit

density matrix and counting the charge transferred into the
collector. Its properties are studied. In particular, we find its
stationary solution and the stationary tunneling current and
derive a simple relation between the generating functions of
the charge transfer during the two processes initiating from
the empty and stationary states of the QD as a special case
of the general expression for generating function for an
arbitrary evolution process through the one for the process
initiating from the empty QD.

In Sec. IV we consider the non-Hermitian Hamiltonian
evolution of the qubit two-level system in-between the suc-
cessive electron tunneling. Both two-level energies modified
by the collector tunneling rate acquire in general different
imaginary parts. We find the evolution operator and use its
matrix elements to calculate the generating function for the
empty QD evolution. Its coefficients are studied to relate the
time dependence of probabilities to find the corresponding
fixed number of electrons tunneled into the collector to the
qubit evolution.

In Sec. V we calculate the zero-frequency reduced current
correlators (or current cumulants) defined by the leading
exponent of the generating function independent of the QD
initial state and discuss behavior of the Fano factor and
skewness. We also find the extra average and second-order
cumulant of the charge accumulated in the process of the
empty QD evolution which are defined by the prefactor of
the leading exponent. It turns out that the Fano factors and
the extra charge moments are not independent. To establish
connection between them, we make use of the above relation
between the two generating functions.

In Sec. VI two generating functions are calculated asymp-
totically in the two regimes when amplitude of the qubit two-
level coupling is much smaller than the collector tunneling
rate or the absolute value of the QD level energy and in the
opposite limit when the amplitude is much larger than both
of them. Accumulation of the extra charge in these regimes is
illustrated with the corresponding transient current behavior.
We also calculate the generating function at the special point
of degeneracy of the two-qubit levels energies including their
imaginary parts. We find that in this special case it takes
the 1

3 fractional Poissonian form, where all probabilities of
tunneling of the fractional charges mean tunneling of the
charges’ integer parts. The large-time limit of this function
nonetheless coincides with the true 1

3 fractional Poisson. This
example underlines that observation of the fractional charge
in the Poissonian short noise is necessary but not sufficient to
prove its real tunneling. The results of the work are summa-
rized in the Conclusion.

II. MODEL

The system we consider below is described with Hamil-
tonian H = Hres + HC consisting of the one-particle Hamil-
tonian of resonant tunneling of spinless electrons and the
Coulomb interaction between instant charge variations of
the dot and electrons in the emitter. The resonant tunneling
Hamiltonian takes the form

Hres = −εd d+d +
∑
a=e,c

H0[ψa] + wa[d+ψa(0) + H.c.],

(1)
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where the first term represents the resonant level of the dot,
whose energy is −εd . Electrons in the emitter (collector)
are described with the chiral Fermi fields ψa(x), a = e(c),
whose dynamics is governed by the Hamiltonian H0[ψ] =
−i

∫
dx ψ+(x)∂xψ (x) (h̄ = 1) with the Fermi level equal to

zero or drawn to −∞, respectively, and wa are the corre-
spondent tunneling amplitudes. The Coulomb interaction in
the Hamiltonian H is introduced as

HC = UCψ+
e (0)ψe(0)(d+d − 1/2). (2)

Its strength parameter UC defines the scattering phase vari-
ation θ for electrons in the emitter channel and therefore
the change of the localized charge in the emitter δn = θ/π

(e = 1), which we assume provides the perfect screening of
the QD charge: δn = −1.

After implementation of bosonization of the emitter Fermi
field ψe(x) =

√
D
2π

ηeiφ(x), where η denotes an auxiliary Ma-
jorana fermion, D is the large Fermi energy of the emitter, and
the chiral Bose field φ(x) satisfies [∂xφ(x), φ(y)] = i2πδ(x −
y), and after further completion of a standard rotation [23],
under the above screening assumption we have transformed
[12] H into the Hamiltonian of the dissipative two-level
system or qubit:

HQ = −εd d+d + H0[ψc] + wc[ψ+
c (0)eiφ(0)d + H.c.]

+
η(d − d+), (3)

where 
 =
√

D
2π

we and the time-dependent correlator of elec-
trons in the empty collector 〈ψc(t )ψ+

c (0)〉 = δ(t ) will allow
us to drop the bosonic exponents in the third term on the
right-hand side in (3).

III. LINDBLAD EQUATION FOR THE QUBIT EVOLUTION
AND COUNT OF TUNNELING CHARGE

We use this Hamiltonian to describe the dissipative evo-
lution of the qubit density matrix ρa,b(t ), where a, b = 0, 1
denote the empty and filled levels, respectively. In the absence
of the tunneling into the collector at wc = 0, HQ in Eq. (3)
transforms through the substitutions of η(d − d+) = σ1 and
d+d = (1 − σ3)/2 (σ1,3 are the corresponding Pauli matrices)
into the Hamiltonian HS of a spin 1

2 rotating in the magnetic

field h = (2
, 0, εd )T with the frequency ω0 =
√

4
2 + ε2
d .

Then, the evolution equation follows from

∂tρ(t ) = i[ρ(t ),HS]. (4)

To incorporate in it the dissipation effect due to tunneling into
the empty collector, we apply the diagrammatic perturbative
expansion of the S matrix defined by the Hamiltonian (3)
in the tunneling amplitudes we,c in the Keldysh technique
[24]. This permits us to integrate out the collector Fermi field
in the following way. At an arbitrary time t each diagram
ascribes indexes a(t+) and b(t−) of the qubit states to the
upper and lower branches of the time-loop Keldysh contour.
This corresponds to the qubit state characterized by the ρa,b(t )
element of the density matrix. The expansion in we produces
two-leg vertices in each line, which change the line index
into the opposite one. Their effect on the density matrix
evolution has been already included in Eq. (4). In addition,
each line with index 1 acquires two-leg diagonal vertices

produced by the electronic correlators 〈ψc(tα )ψ+
c (t ′

α )〉, α =
±. They result in the additional contributions to the den-
sity matrix variation: 
∂tρ10(t ) = −�ρ10(t ), 
∂tρ01(t ) =
−�ρ01(t ), 
∂tρ11(t ) = −2�ρ11(t ), � = w2

c/2. Next, to
count the electron tunnelings into the collector we ascribe
[21] the opposite phases to the collector tunneling ampli-
tude wc exp{±iχ/2} along the upper and lower Keldysh
contour branches, correspondingly. These phases do not af-
fect the above contributions, which do not mix the ampli-
tudes of the different branches. Then, there are also vertical
fermion lines from the upper branch to the lower one due
to the nonvanishing correlator 〈ψc(t−)ψ+

c (t ′
+)〉, which lead

to the variation affected by the phase difference as follows:

∂tρ00(t ) = 2�wρ11(t ), w = exp{iχ}. Incorporating these
additional terms into Eq. (4) we come to the Lindblad quan-
tum master equation

∂tρ(t,w) = i[ρ,HS] − �|1〉〈1|ρ − �ρ|1〉〈1|
+ 2w�|0〉〈1|ρ|1〉〈0| (5)

for the qubit density matrix evolution and counting the charge
transfer. Here, the vectors |0〉 = (1, 0)T and |1〉 = (0.1)T

describe the empty and filled QD, respectively. It is exact in
our model with the Hamiltonian (3) that takes into account
many-body interaction of the QD with the emitter Fermi sea.
In our special case θ = −π , the Lindbladian evolution defined
by the ordinary differential Eq. (5) does not have quantum
memory. The physical reason for this behavior originates from
a combination of two factors: First, the instant tunneling of
electrons into the empty collector and second the perfect
screening by the emitter of the QD charge variations, which
leave no traces in the Fermi sea after each electron jump.
Evolution of the system obeys the Born-Markov description
[25]; this type of equation is well known from the theory of
open quantum systems. The first three terms on the right-hand
side of (5) generate the deterministic or no-jump part of the
evolution that can be described with a modified von Neumann
equation after inclusion of the non-Hermitian complements
into HS . The last term called recycling or jump operator
counts the real electron tunneling into the collector.

Solving Eq. (5) with some initial ρ(0) independent of w at
t = 0, we find the generating function P(w, t ) by taking trace
of the density matrix: P(w, t ) = Tr[ρ(w, t )] = ∑∞

n=0 Pn(t )wn

and P(w, 0) = 1.

A. Stationary density matrix

Making use of the representation ρst = [1 + ∑
l alσl ]/2,

where σl ], l = 1–3 are Pauli matrices, and demanding that the
right-hand side of Eq. (5) at w = 1 vanishes after substitution
of ρst in it, we find the stationary Bloch vector a∞ with
components al as follows:

a∞ =
[
2εd
,−2
�,

(
ε2

d + �2
)]T(

ε2
d + �2 + 2
2

) . (6)

In general, an instant tunneling current I (t ) into the empty
collector directly measures the diagonal matrix element of the
qubit density matrix [26] through their relation

I (t ) = 2�ρ11(t, 1) = �[1 − a3(t )]. (7)
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It gives us the stationary tunneling current as I0 =
2�
2/(2
2 + �2 + ε2

d ). Since in our model εd is equal to the
bias voltage applied to the emitter, the current I0(εd ) specifies
a symmetric threshold peak in the I-V dependence smeared
by the finite tunneling rates and exhibiting the power decrease
as ε−2

d far from the threshold. At � � 
 this expression
coincides with the perturbative results of [5,11] and shows
the considerable growth of the maximum current I0(0) =
w2

e (D/π�) due to the Coulomb interaction.

B. Connection to the empty QD evolution

Since the right-hand side of Eq. (5) is the linear transfor-
mation of the density matrix, we can write it in terms of the
superoperator acting on the Hilbert space of matrices as

∂tρ = L(w)ρ = L(0)ρ + 2w�L jρ, (8)

where the superoperator L(w) linear dependence on the
counting parameter w is accounted for explicitly with the
jump superoperator:

L jρ ≡ |0〉〈1|ρ|1〉〈0|. (9)

The evolution operator for the Lindblat equation takes
the form

etL(w) = etL(1) + 2(w − 1)�
∫ t

0
dτ e(t−τ )L(w)L je

τL(1). (10)

Then, the Lindbladian evolution of an arbitrary initial QD
state ρ(0) = ρ0,

ρρ0 (w, t ) = ρρ0 (1, t ) + (w − 1)
∫ t

0
dτ 〈I (t − τ )〉ρ0ρE (w, τ ),

(11)
is connected to the evolution of the empty QD state

ρE (t,w) = etL(w)|0〉〈0| (12)

via the average transient current 〈I (t )〉ρ0 . Taking trace of
both sides of (11) we find relation between their generating
functions

Pρ0 (w, t ) = 1 + (w − 1)
∫ t

0
dτ 〈I (t − τ )〉ρ0 P(w, τ ). (13)

Both relations in Eqs. (11) and (13) simplify [27] if the
initial QD state is stationary. The first one becomes

ρst (w, t ) = ρst (0) + (w − 1)I0

∫ t

0
dτ ρE (w, τ ) (14)

and the second after differentiating it with respect to the time
can be written as

∂t P
st (t,w) = (w − 1)I0P(t,w)θ (t ), (15)

where the Heaviside step function θ (t ) starts counting the
charge transfer at t = 0. It is straightforward to see from
Eq. (15) that in the steady process 〈I〉st = ∂w∂t Pst (t, 1) = I0

and, similarly, one can obtain higher-order moments of steady
charge transfer from this relation. Therefore, it suffices below
to focus our study on the generating function P(t,w) for the
process starting from the empty QD.

IV. GENERATING FUNCTION AND LINDBLAD EQUATION

It is elucidative to derive the generating function P(w, t )
directly from the Lindblad Eq. (5). We proceed with this
here by solving Eq. (5) perturbatively in the last term pro-
portional to w, which counts the number of events of electron
real tunneling into the collector. In the absence of this term
the evolution of qubit pure states is governed by the evo-
lution operator S0(t ) = exp{−iH�t} with the non-Hermitian
Hamiltonian

H� = 
σ1 + (εd + i�)σ3/2 − i�/2 (16)

of the two-level system illustrated in Fig. 1. The non-
Hermiticity leads to decrease of the amplitude of the pure state
in the process of its evolution which accounts for a probable
loss of the electron due to its slippage into the collector. The
probability to observe “no electron tunneling” during time
t is equal to the zero term P0(t ) of the generating function
expansion, which reads as follows:

P0(t ) =
∑

a=0,1

P(a)
0 (t ) =

∑
a=0,1

|〈a|S0(t )|0〉|2 (17)

and the whole generating function comes up as a perturbative
series in w:

P(w, t ) = P0(t ) +
∑
n�1

(2w�)n
∫ t

0
dt1 . . .

∫ t

tn−1

dtnP0(t − tn)

× P(1)
0 (tn − tn−1) . . . P(1)

0 (t1). (18)

Here, W (t ) = 2�P(1)
0 (t ) is the waiting time distribution

(WTD) of delay time between the subsequent electron tun-
neling events [28]. Applying the Laplace transformation to
both sides of Eq. (18), one sums up the series and finds the
generation function as follows:

P(w, t ) =
∫

C

dz ezt

2π i

P̌0(z)

1 − 2w�P̌(1)
0 (z)

, (19)

where P̌(a)
0 (z) stands for the Laplace transformation of P(a)

0 (t ).

A. Qubit pure state evolution

The operator S0(t ) specifying the qubit pure state evolution
and defined by H� in Eq. (16) takes the following explicit

FIG. 1. Two-level system with the coupling parameter 
 under
the bias εd . The arrow with i� illustrates tunneling from the second
well.
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form:

S0(t ) = 1

2

∑
±

e−(�±μ∓iωe )t/2

[
1 ∓ 2
σ1 + (εD + i�)σ3

ωe + iμ

]
,

(20)

where the parameters ωe and μ are the real and imaginary
parts of

√
4
2 + (εD + i�)2 equal to

ωe =
√√

�4 + 4�2ε2
D + �2/

√
2, (21)

μ = sgnεD

√√
�4 + 4�2ε2

D − �2/
√

2 (22)

with �2 = 4
2 + ε2
D − �2 and

μ2 + ω2
e =

√(
ε2

d + 4
2 − �2
)

2 + 4�2ε2
d . (23)

The two qubit eigenstates corresponding to the ener-
gies ±ωe/2 possess, in general, the different decay rates
(� ∓ μ)/2, respectively. The square root in Eqs. (21) and (22)
has its cut along the negative real axis. Hence, the oscillation
frequency ωe stays always positive away from the resonance
and sgnμ = sgnεd defines the relative stability of the two
eigenstates in accordance with their overlap with the wave
function of the QD resonant level. Say, if εd > 0 and the wave-
function overlap with the negative-energy eigenstate is bigger,
the latter decays quicker than the positive-energy eigenstate
located mostly in the emitter.

The probability P(1)
0 (t ) = |〈1|S0(t )|0〉|2 of finding the dot

filled without tunneling of electrons during time t follows
from Eq. (20) as

P(1)
0 (t ) = 2
2e−�t

ω2
e + μ2

(cosh μt − cos ωet ). (24)

In general, it is the combination of the four decaying modes of
the rates � ± μ and � ± iωe due to interference in the qubit
states’ evolution, except for at the resonance, where either
μ = 0 or ωe = 0 and the number of the modes reduces to three
(see below). Its Laplace transformation is

P̌(1)
0 (z) = 2
2x(

x2 + ω2
e

)
(x2 − μ2)

, (25)

where x = z + �. Its value P̌(1)
0 (0) = 1/(2�) is in agreement

with the WTD normalization.
Similarly, the total probability P0(t ) = ∑

a |〈a|S0(t )|0〉|2 of
finding no tunneling of electrons into the collector during time
t is

P0(t ) = e−�t

2
(
ω2

e + μ2
)[(

ω2
e + �2) ∑

±

(
1 ± μ

�

)
e±μt

+ (μ2 − �2)
∑
±

(
1 ± iωe

�

)
e±iωet

]
(26)

and its Laplace transformation is

P̌0(z) = gE (x)(
x2 + ω2

e

)
(x2 − μ2)

, (27)

where gE (x) stands for

gE (x) = x3 + �x2 + (
4
2 + ε2

d

)
x + �ε2

d . (28)

Note that both probabilities P0(t ) and P(1)
0 (t ) are oscillating in

time outside of the resonance if εd 
= 0, where the oscillation
frequency ωe in Eq. (21) is always real and positive.

Meanwhile, at the resonance εd = 0 the evolution operator
S0 = exp{−iH�t} takes a more simple form and the transition
amplitude is equal to

〈1|S0(t )|0〉 = −i
2


�
e−�t/2 sin(�t/2), (29)

where � = ωe = √
4
2 − �2 is real positive, if 2
 > �,

and it is pure imaginary � = iμ, otherwise. Therefore, the
transition amplitude (29), the WTD W (t ) defined by Eq. (24),
and the probability P0(t ) are oscillating everywhere except for
on the line 
 ∈ [0, �/2] at εd = 0.

At the degeneracy point 2
 = �, when μ = ωe = 0, the
transition probabilities take the forms

P(1)
0 (t )= �2

4
t2e−�t , P0(t ) =

(
1 + �t + �2

2
t2

)
e−�t (30)

and eventually result in an integer charge transfer statistics
imitating the fractional charge Poisson as we show below.

In the special limit �2 + ε2
d � 4
2 corresponding to the

perturbative calculations in [5,11] one finds that the probabil-
ity time decay of one mode in Eqs. (24) and (26) becomes
much slower than the others since

μ2

�2
= 1 − 2I0

�
+ O

(
I2
0

�2

)
,

ω2
e

ε2
d

= 1 + 2I0

�
+ O

(
I2
0

�2

)
,

(31)

where we use 2�
2/(�2 + ε2
d ) = I0 � 2�, and the probabil-

ities converge to their single slowest mode contributions:

P(1)
0 (t ) = 
2e−2�
2t/(�2+ε2

d )

�2 + ε2
d

, P0(t ) = e−2�
2t/(�2+ε2
d )

(32)
at the long enough time t� � 1. The generating function in
Eq. (19) for this probability approximation reduces to the pure
Poissonian P(w, t ) = exp{(w − 1)I0t}.

In the opposite limit �2 + ε2
d � 4
2 the expressions in

Eqs. (21) and (22) are approximated as

ω2
e = 4
2 + ε2

d − �2, μ2 = ε2
d�

2

4
2
� �2. (33)

This probability mode behavior demonstrates that in spite of
the large energy split, both qubit states have the very close
decay rates and both are characterized by the approximately
equal 1

2 probabilities of the QD occupation.

B. Generating function

Substitution of the Laplace transformations P̌1
0 (z) and

P̌1
0 (z) from Eqs. (27) and (25) into (19) brings us the gen-

eration function as follows:

P(t,w) =
∫

C

dz ezt

2π i

P̌0(z)
(
x2 + ω2

e

)
(x2 − μ2)(

x2 + ω2
e

)
(x2 − μ2) − 4�
2wx

, (34)
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where the denominator under the integral can be re-written as

x4 + (
4
2 + ε2

d − �2
)
x2 − 4
2�wx − �2ε2

d ≡ p4(x,w)

(35)
and the nominator is equal to gE (z + �) from Eq. (28).

First, we use this expression to calculate the nonzero
n coefficients of the expansion of the generating function
P(w, t ) = ∑

Pn(t )wn, which specify the time dependence of
the probability of finding exactly n electrons tunneled in the
collector during time t :

Pn(t ) = e−�t
∫

C

dx ext

2π i
Qn(x), (36)

where Qn(x) are

Qn(x) = (4
2�x)n
[
ε2

d (� + x) + x(4
2 + x2 + �x)
]

[
ε2

d (x2 − �2) + x2(−�2 + 4
2 + x2)
]n+1 . (37)

Note that Q0(x) ≡ P̌0(z) at z = x + �. Closing the contour C
of the integral in Eq. (36) in the left half-plane and counting
the residues of its four degenerate poles we find for arbitrary n

Pn(t ) = e−�t
2∑

l=−1

res[etxl Qn(xl )], xl = ±μ,±iωe (38)

where res[etxl Qn(xl )] are residues of the etxQn(x) at x = xl .

Behavior of the first five Pn(t ) is depicted in Fig. 3. It shows
their visible ωe frequency oscillations and the exponential de-
cay rate. Therefore, observation of the fixed number electron
tunneling permits us to extract a direct information of the
qubit evolution ruled by H� including the energy split ωe of
the qubit states and their decay rates � ± μ.

In order to evaluate Pn(t ) in Eq. (36) at large t or large n,
one can use the saddle-point approximation [29]

P(s)
n (t ) = e−�t 1√

2πS′′(xs)
exst Qn(xs), (39)

where S(x) = tx + ln[Qn(x)] and the saddle points xs are
defined by the condition S′(xs) = 0. It reads as

xst = �ε2
d − x2

s (� + 2xs)

(� + xs)
(
ε2

d + x2
s

) + 4
2xs

+ n + 1+ (n + 1)2
(
�2ε2

d + x4
s

)
(
x2

s − �2
)(

ε2
d + x2

s

) + 4
2x2
s

(40)

and at large n yields the equation

1

xs
+ 2

(
�2ε2

d + x4
s

)
xs[

(
x2

s − �2
)(

ε2
d + x2

s

) + 4
2x2
s ]

= t

n + 1
. (41)

The largest real root of this equation xs0 > μ corresponds to
the major saddle point, which is the left green cross shown
in Fig. 2. It is convenient to use xs0 as parameter and draw
a parametric plot with t defined by Eq. (41) and Pn(t ) by
Eq. (39). The results are shown in Fig. 3 as the thin curves
of the same color for each n. This approximation works well
at large t for any n and at large n for arbitrary t, however, it
does not show the probability oscillations. The contribution
to the integral (36) that generates oscillations comes from the
two complex-conjugate roots xs1,2 of Eq. (41) with positive
real part. In Fig. 2 they are shown as the green crosses near

FIG. 2. Contour plot of Re[S(x)] as a function of complex
variable x for n = 5, t = 4.5, � = 1, εd 3, and 
 = 2. The green
crosses show roots of Eq. (41) and the points in the blue circles are
poles of the function Qn(x). The thick dashed curve is the integration
contour C. The red curves with arrows show the steepest descent path
for the contour transformation.

the poles ±iωe. Bending the integration contour along the
steepest descent paths we get two additional contributions
similar to (39) to the integral (36) from these saddle points.
The amplitude of the oscillations is

A(s)
n (t ) = e−�t 1√

2π |S′′(xs1)|
∣∣exs1t Qn(xs1)

∣∣. (42)

Near its maximum the expression (39) allows further sim-
plification and reduces to the generalized inverse Gaussian
distribution of variable n at a fixed moment of time [30]

P(G)
n (t ) = 1

I0

1√
2πnσ

exp

[
− (n − t I0)2

2nσ I2
0

]
, (43)

with the mean value n0 = t I0 and the variance var = 8σ 2 +
2tσ/I0, where

σ = �4 − 2�2
2 + 2(�2 + 3
2)ε2
d + ε4

d + 4
4

4�2
4
. (44)
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FIG. 3. Plot of the probabilities Pn in Eq. (38) as a function of
t for εd/� = 3 and 
/� = 2. The red, brown, green, blue, purple,
and gray lines correspond to the parameters n = 0, 1, 2, 3, 4, and 5.
The thin curves of the same colors illustrate Eq. (39) for the same
parameters n, εd/�, and 
/�.

The asymptotic expression (43) is a Gaussian function of
time that satisfies, in fact, the general relation∫ ∞

0
Pn(t )dt = Qn(�) = I−1

0 , (45)

which follows from Eq. (34) as a direct consequence of
p4(x,w) being linear in w and p4(�, 1) = 0. The integral in
(45) gives us a visibility time frame for observation of the
fixed number tunnelings.

V. CURRENT CUMULANTS AND TRANSIENT
EXTRA CHARGE

Next, we avail of the generating function (34) in the
standard way to obtain the average moments of the charge
distribution and its cumulants. The latter growing linearly
with time are particularly convenient to characterize the long-
time behavior of the charge distribution, while the former
describe the transient behavior of the charge distribution and,
in particular, the oscillatory transient current [12].

The suitable P(w, t ) expression follows from calculation of
the integral in Eq. (34) by closing the contour C in the left half-
plane and counting the residues of the four integrand poles
defined by the roots xl , l = −1, 0, 1, 2, of p4(x) in Eq. (35).
which results in

P(t,w) =
2∑

l=−1

ql (w) exp{[xl (w) − �]t}. (46)

Here, the coefficients

ql (w) = �ε2
d + ε2

d xl + �x2
l + 4
2xl + x3

l

2xl
(
ε2

d − �2 + 4
2
) + 4x3

l − 4�
2w
(47)

do not depend on time and should meet the following
conditions:

∂n
w

2∑
l=−1

ql (w) = 0 = ∂n
w

2∑
l=−1

ql (w)xl (w)|w=1, n � 1. (48)

The first of these restrictions stems from the normalization
P(w, 0) = 1, while the second equation reflects that the pro-
cess starts from the empty state of QD since the moments of
the transferred charge are given by 〈Nn(t )〉 = (w∂w )nP(t,w)
at w = 1. It also means that the sum on the right-hand side is
a constant around w = 1.

The long-time behavior of the moments is determined by
the term in Eq. (46) with the main root x0(w) exponent, where

x0(1) = � and q0(1) = 1. (49)

The other exponents in Eq. (46) contribute to the transient
behavior of the transferred charge moments and specify, in
particular, the transient current time dependence 〈I (t )〉. From
calculation of the transient current in [12] we conclude that
ql (1) = 0, if l 
= 0, and

〈I (t )〉 = x′
0(1) +

∑
l 
=0

q′
l (1)[xl (1) − �] exp{[xl (1) − �]t}.

(50)

Although the prefactor q0(w) at the main exponent in Eq. (46)
does not contribute to the transient current, it contains infor-
mation of the total charge accumulation. Indeed, integrating
the right-hand side of Eq. (50) over time and using the relation
(48) one finds the transient extra in the long-time asymptotics
of the average charge as follows:

δ〈N (t )〉 = 〈N (t )〉 − t I0  q′
0(1), t → ∞. (51)

Direct differentiation of Eq. (47) gives us the explicit expres-
sion for the average extra charge:

q′
0(1) = 
2

(
ε2

d − 3�2
)

(
ε2

d + �2 + 2
2
)2 , (52)

which is negative near the resonance and becomes positive
if ε2

d exceeds 3�2. As the integral of the function 〈I (t )〉 − I0

the average extra charge can be positive only if the transient
current 〈I (t )〉 varies from 〈I (0)〉 = 0 to 〈I (∞)〉 = I0 non-
monotonically and grows bigger than I0 at some times. This
occurs in our system because of the oscillating behavior of
the transient current as will be illustrated later on examples
in Sec. V C. Similarly, higher cumulants can be found of the
extra charge fluctuations, which we discuss below.

A. Zero-frequency current cumulants

The leading asymptotics of ln P(w, t ) at large t and w ≈ 1
is specified by the largest root of p4 as

ln P(t,w)  t[x0(w) − �] + ln q0(w). (53)

Then, x0(w) serves as the CGF and the reduced zero-
frequency current correlator or cumulant of the nth order is
〈〈In〉〉 = (w∂w )nx0(w) at w = 1.

Since the explicit analytic expression for the root is
too cumbersome, we will calculate the cumulants 〈〈In〉〉
through the root Taylor expansion around w = 1 in the
following form:

x0( eiχ ) = � +
∑
n=1

〈〈In〉〉(iχ )n/n!. (54)
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FIG. 4. Plot of the Fano factor F2 in Eq. (55) as a function of

/�. The red, yellow, green, light blue, and blue lines correspond to
the parameters εd/� = 0, 0.5, 1, 1.5, and 2.

Normalizing the results Fn = 〈〈In〉〉/I0 we find the Fano factor
equal to

F2 = 1 + 2
2
(
ε2

d − 3�2
)

(
ε2

d + �2 + 2
2
)2 (55)

and its behavior is shown in Fig. 4.
This expression shows the clear border ε2

d = 3�2 between
the sub-Poissonian current fluctuations near the resonance
at εd = 0 and the super-Poissonian ones far from it. From
comparison of Eqs. (52) and (55) we conclude that

F2 = 1 + 2δ〈N (∞)〉. (56)

The reason for this seemingly accidental relation between the
Fano factor and the average extra charge will be clarified
below. The Fano factor F2 reaches its minimum F2 = 0.25 at
εd = 0 and 
 = �/

√
2 and it asymptotically approaches its

maximum F2 → 1.25 as εd = √
2
 → ∞.

The third-order normalized cumulant called skewness is
equal to

F3 = 1 + 48(4�4
4 + 4�2
6 + 
8)(
�2 + ε2

d + 2
2
)

4

+ 6
2
[
ε4

d − 3�4 − 22�2
2 − 2(�2 − 
2)ε2
d − 4
4

]
(
�2 + ε2

d + 2
2
)

3
.

(57)

and depicted in Figs. 5 and 6. Among the special features of
its behavior we observe a small parametric area, where the
skewness is negative, and also appearance of a plateau in its
parameter dependence at the degeneracy point 2
 = �,

εd = 0 characterized by the transition probabilities in
Eq. (30).

B. Transient extra charge fluctuations and Fano factors

As follows from Eq. (53), the long-time asymptotics of the
cumulants of the transferred charge statistics

〈〈Nn(t )〉〉  t I0Fn + (w∂ )n ln q0(w)|w=1 (58)

FIG. 5. Plot of the skewness F3 in Eq. (57) as a function of 
/�.
The red, yellow, green, light blue, and blue lines correspond to the
parameters εd/� = 0, 0.5, 1, 1.5, and 2.

contains, aside from the terms growing linearly in time and
defined by the Fano factors Fn, the additional nonuniversal
contributions due to the transient extra charge accumulation
depending on the initial state of QD. The extra charge cumu-
lants are defined by their CGF ln q0(w) and could be formally
considered as a result of an independent additional charge
transfer process. This process, however, does not make a clear
physical sense as the extra charge second-order cumulant

δ〈〈N2〉〉 = d[w(d ln[q0])

dw2
= I0

4
(
ε2

d − 3�2
)(

�2 + ε2
d

)
2

16�4
6

+ I0
4
(
25�4 − 54�2ε2

d + ε4
d

)
16�4
4

− I0
4
(
7�2 + 3ε2

d

)
4�4
2

(59)

is not always non-negative.

FIG. 6. Plot of the area where the skewness F3 in Eq. (57) is
negative as a function of 
/� and εd/�. The black pentagon with
white point indicates its absolute minimum.
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The expression for the long-time asymptotics of the trans-
ferred charge cumulants analogous to Eq. (58) can also be
written for the steady evolution process starting in the sta-
tionary QD state. However, in this case there is no addi-
tional average charge accumulation 〈N (t )〉st = I0t and, hence,
q′

st,0(1) = 0. Making use of the general relation between the
generating functions for both processes, we substitute their
asymptotics (53) into Eq. (15) and find that

x0(w) − � = (w − 1)I0q0(w)/qst,0(w). (60)

Taking the second derivative of this equation with respect
to iχ at w = exp(iχ ) = 1 we come to the relation F2 =
1 + 2q′

0(1) derived earlier in (56) between the Fano factor
and the extra transient average charge δ〈N (∞)〉 as defined in
Eq. (51). This relation explains, in particular, that the super-
Poissonian current fluctuations in this system occur due to
an excess of the average transient charge accumulated in the
tunneling process initiated in the empty state of QD, contrary
to the more common sub-Poissonian current shot noise, which
happens if there is a deficit of this average charge. Moreover,
since the excessive average charge needs a nonmonotonous
time dependence of the transient current, the emergence of the
super-Poissonian noise is a fingerprint of the qubit coherent
dynamics in the system and an oscillating behavior of the
transient current.

Taking the third derivative of Eq. (60) we can write the
third-order Fano factor in the form

F3 = 1 + 3
4 [F 2

2 − 1] + 3[δ〈〈N2〉〉 − δ〈〈N2〉〉st ], (61)

which relates the skewness to the difference in the transient
extra charge fluctuations in the two processes. Although the
second term on the right-hand side in (61) is negative for
the sub-Poissonian noise, the whole skewness also becomes
negative only when the second-order cumulant defined by
δ〈〈N2〉〉st = 〈〈N2(t )〉〉st − I0F2t at large t and characterizing the
extra fluctuations of the charge accumulated in the steady
evolution process is much bigger than the corresponding
cumulant δ〈〈N2〉〉 = 〈〈N2(t )〉〉 − I0F2t at large t of the extra
charge fluctuations in the case of the evolution process starting
from the empty QD. The area where F3 < 0 is shown in Fig. 6.

C. Special regimes

From the p4(x) expression in the integrand denominator in
Eq. (34) we find the linear in w dependence of the roots as
x0,2 = ±μ + x′

0(0)w and x±1(w) = ±iωe − x′
0(0)w, where

x′
0(0) = 2
2�

ω2
e + μ2

(62)

is well defined except for at the degeneracy point.
The linear root approximations can be extended up to w =

1 if x′
0(0) � |μ|, ωe. This limits their applicability to �2 +

ε2
d � 4
2, where x′

0(0) = 2
2�/(�2 + ε2
d ) ≈ I0. Making use

of these root approximations in calculation of the Laplace

transformation in Eq. (34) we find

P(t,w) =
[

1 + 
2(w − 1)
(
ε2

d − 3�2
)

(
�2 + ε2

d

)
2

]
etI0(w−1)

+ 2�2
2(w − 1)e−(I0w+�)t(
�2 + ε2

d

)
2

×
∑
±

[
1 ± i

εd

�

]
e±itεd (1+I0/�)

− 
2(w − 1)et (I0(w+1)−2�)

�2 + ε2
d

+ O(I2
0 /�2) . (63)

The main exponent in Eq. (63) coincides with the Poissonian
generating function defined by the single long-living mode
of the probability P0(t ) in (32). The prefactor at the main
exponent shows that due to the charge accumulated in the tran-
sient regime of �t < 1, this Poissonian eventually acquires
an excessive charge of one binomial attempt in the long-time
limit for ε2

d > 3�2 and the lack of it, otherwise. The first
regime is super-Poissonian in agreement with Eq. (55) and the
other is sub-Poissonian. To clarify the physical mechanism of
transition between these two regimes, we exploit the generat-
ing function asymptotics (63) to calculate the deviation of the
transient current from its long-time stationary limit

〈δI (t )〉 = I0[e−2�t − 2 cos(εdt )e−�t + O(I0/�)], (64)

which shows how increase of the frequency of the current
oscillations in comparison to the decay rate diminishes con-
tribution of the oscillating term on the right-hand side of (64)
into the extra charge accumulation and makes the average
extra charge excessive.

In the opposite regime of large 
, where �2 + ε2
d � 4
2,

the roots’ dependence on w starts from their initial values
in Eq. (33) and can be found with increase of w in p4(x)
in the following way: x±(w) due to their large imaginary
parts undergo just the linear shift as x±(w) = ±iωe − �w/2.
Meanwhile, the x0,2 dependencies are essentially nonlinear
and at w ≈ 1 are given by

x2 = − �ε2
d

4
2w
, x0 = �w

4
2
[4
2 − ε2

d + (1 − w2)�2] − x2.

(65)

Making use of Eq. (47) with these root approximations under
condition ε2

d � �2 we find the asymptotics of the generating
function in this super-Poissonian regime as

P(t,w) = −ε2
d (w − 1)e−�(1+ ε2

d
4
2w

)t

4w2
2

+
(

1 + ε2
d (w − 1)

4
2w2

)
e�

(
1− ε2

d
4
2

)
(w−1)t+ �ε2

d
4
2 ( 1

w
−1)t

−
4�
2(w − 1) sin

(
t
√

ε2
d + 4
2

)
e
−�

(
2
2w

ε2
d +4
2 +1

)
t

(
ε2

d + 4
2
)

3/2
.

(66)

The long-time behavior of the generating function specified
by the leading exponent in (66) presents the total tunneling
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process as a combination of the two independent processes.
Those are the main Poissonian process of electron tunneling
characterized by the tunneling rate �[1 − ε2

d/(4
2)] and its
weak Poissonian counterpart of hole tunneling with the small
rate �ε2

d/(4
2), which develops as the level position deviates
from the resonance. This makes the total process super-
Poissonian since the total average current comes as difference
of the tunneling rates, while the total noise is their sum.

The deviation of the transient current from its long-time
stationary limit follows from (66) as

〈δI (t )〉 = �ε2
d e−�t

(
1+ ε2

d
4
2

)
4
2

− 4�
2e−�t
(

3
2 − ε2

d
8
2

)
ω2

e

cos(ωet ).

(67)

Its integration over time shows that high-frequency oscilla-
tions of the second term make the first term contribution into
the average extra charge prevail with the result 〈δN (∞)〉 =
(ε2

d − 3�2)/(4
2).
At the resonance we find from Eq. (35) that p4(x,w) =

xp3(x), where

p3(x) = x3 + (4
2 − �2)x − 4
2�w (68)

and besides the root x2 = 0 the three other roots read [31] as
follows:

xl =�
∑
±

e± 2π il
3

(
2
2

�w ±
√

4
4
�w2 + [

(4
2
� − 1)/3

]3) 1
3 ,

(69)

where 
� = 
/�. The cumulant generating function is

ln P(t,w)  t (x0 − �) + ln
4�2
2

� + �x0 + x2
0

�2
(
4
2

� − 1
) + 3x2

0

. (70)

In both limits 
� � 1 and 
� � 1, it takes the Poissonian
form ln P(t,w)/t  I0[w − 1] with the average current I0 =
2
2/� and I0 = �, respectively.

At the degeneracy point of the qubit modes when 2
 =
�, εd = 0, the four roots of p4(x,w) follow from Eq. (68)
as xl = ei2π l/3�w1/3, x2 = 0. With gE (x) defined in Eq. (28)
the generating function comes up after taking the Laplace
transformation integral in the form

P(t,w) =
1∑

l=−1

(
w + ei 2π

3 lw
1
3 + ei 4π

3 lw
2
3
)
e�t (ei 2π

3 l
w

1
3 −1)

3w
.

(71)
For w in the sector around the real positive axis this function
converges at large time to the Poissonian of the fractional
charge 1

3 modified by an independent tunneling of one and
two fractional holes, which leads to the 1

3 deficit of the average
Poissonian charge. Since all zero-frequency current cumulants
are defined by the generating function asymptotics at w = 1
and large t (see below), they all coincide with the Poissonian
cumulants equal �/3n in the nth order as if we observe the
fractional charge tunneling process.

However, there is no fractional charge tunneling in the
complete generating function in Eq. (71) because the 2π

periodicity with respect to the w phase guarantees that
P(t,w) remains the integer function of w. Calculating its

coefficients as

Pn(t )=
(

(�t )3n

3n!
+ (�t )3n+1

(3n + 1)!
+ (�t )3n+2

(3n + 2)!

)
e−�t (72)

we find the explicit expansion of the complete generating
function in the following form:

P(t,w)= e−�t
∞∑

m=0

(�t )m

m!
w[m/3] , (73)

where [x] denotes the integer part of x or its floor function.
It is a reduced Poissonian distribution due to unsuccessful
tunneling attempts by the fractional charges.

VI. CONCLUSION

Tunneling of spinless electrons through an interacting res-
onant level of a QD into an empty collector has been studied
in the especially simple, but realistic, system, in which all
sudden variations in charge of the QD are effectively screened
by a single tunneling channel of the emitter. This system
has been described [12] with an exactly solvable model of a
dissipative two-level system called qubit. Its matrix element

 of the coupling between the two-level states is equal to the
bare emitter tunneling rate �e renormalized by the large factor√

D/(π�e), whereas the damping parameter � coincides with
the tunneling rate into the collector.

The exact solution to this model was earlier used to
demonstrate that the coherent qubit dynamics expected in
the FES regime should manifest themselves in an oscillating
behavior [12] of the average collector transient current in
the wide range of the model parameters and also through
the resonant features of the ac response [20], though the
experimental observation of these manifestations could be a
difficult experimental task. Therefore, in this work we have
studied more relevant electron transport characteristics to the
modern experiments including Fano factor of the second [10]
and third (skewness) orders [18,19]. In particular, we have
clarified a possible mechanism leading to appearance of the
sub-Poisson and super-Poisson shot noise of the tunneling
current as it has been observed in the recent experiments
[15,16] in the FES regime.

In this work we have used the method of full counting
statistics to calculate the generating function of the distribu-
tion of charge transferred in process of the empty QD evolu-
tion, which is governed by the generalized Lindblat equation.
This equation describes the whole process as a succession
of time periods of the non-Hermitian Hamiltonian qubit evo-
lution randomly interrupted by the electron tunneling jumps
from the occupied QD into the empty collector. The qubit
density matrix evolution during each of these periods has been
described as a four-mode process, two modes of which are
oscillating with opposite frequencies and the same damping
rate � about everywhere except for at the exact resonance
εd = 0 and � > 2
. As a result, the time-dependent probabil-
ities Pn(t ) have a certain number n of electrons tunneled into
the collector, which are determined by the matrix element of
the density matrix undergoing the non-Hermitian Hamiltonian
evolution, are also oscillating except for the same infinitely
narrow parametric area. These oscillations are better visible at

085433-10



CHARGE TRANSFER STATISTICS AND QUBIT DYNAMICS … PHYSICAL REVIEW B 100, 085433 (2019)

small time and, therefore, for Pn(t ) with small number n since
the slowest damping mode is not oscillating. Note, however,
that the frequency of these oscillations is different from the
one of the transient current: Both are the transformations
of the two-level energy split of the isolated qubit by the
dissipation, though the first one accounts for expectation for
the electron tunneling into the collector, but without its real
occurrence, meanwhile the second one is due to both effects.

The four modes of the Hamiltonian evolution of the qubit
density matrix lead to a general representation of the generat-
ing function as a sum of the four exponents with linear-in-time
arguments, which are multiplied by the exponent prefactors.
The long-time behavior of this function with the counting
parameter w ≈ 1 is determined by the leading exponent term.
Its logarithm gives us the long-time asymptotics of the CGF
consisting of the two parts, which describe two independent
contributions into the transferred charge fluctuations. The part
linearly growing in time defines the zero-frequency current
cumulants and has been used to calculate the Fano factor and
the skewness. It does not depend on the initial state of the
QD and hence on the transient evolution behavior. Contrary,
the other part given by the prefactor logarithm depends on the
QD initial state and has been used as the CGF of the transient
extra charge fluctuations.

Our calculation of the Fano factor has shown emergence of
the sub-Poissonian behavior of the current fluctuations near
the resonance which changes into the super-Poissonian as the
level energy moves out of the resonance and ε2

d > 3�2. On
the other hand, from our consideration of the extra charge
CGFs we have found the simple linear relation between the
Fano factor and the average transient extra charge accumu-
lated during the empty QD evolution. It explains that the
sub-Poissonian and super-Poissonian steady current statistics
correspond to the transient accumulation of the negative and
positive average extra charge, respectively. Moreover, the
positive average extra charge can be accumulated only if
the transient current is nonmonotonous in time. Therefore,
emergence of the super-Poissonian steady current fluctuations
signals an oscillating behavior of the transient current and
the qubit coherent dynamics according to this model of the
FES.

We have also calculated the skewness and found that it
changes its sign and becomes negative in the small area near
the resonance, where |εd | < � and 0.6 � 
/� � 1.8. We
have understood this behavior through comparison of the extra
charge CGFs for the QD evolutions starting from its empty
and stationary states, which has related the skewness to the
difference between the two extra charge cumulants of the
second order characterizing the difference between the total
charge noise in these two processes. This relation has shown
that the skewness becomes negative in the sub-Poissonian
regime, if the total charge noise developed in the stationary

state evolution is much bigger than the one in the evolution of
the empty state.

These relations between the steady current fluctuations
and the extra charge accumulation have been illustrated with
particular examples of the generating functions in the special
regimes. The two generating functions have been calculated
asymptotically in the regimes when amplitude of the qubit
two-level coupling is much smaller than the collector tunnel-
ing rate or the absolute value of the QD level energy and in the
opposite limit when the amplitude is much larger than both of
them. Accumulation of the extra charge in these regimes is
illustrated with the corresponding transient current behavior.

We have also calculated the generating function at the
special point � = 2
 at the resonance, when the two qubit
level energies including their imaginary parts are equal. We
find that in this special case it takes the 1

3 fractional Poissonian
form, where all probabilities of tunneling of the fractional
charges mean tunneling of the charge integer parts. The large
time limit of this function, nonetheless, coincides with the true
1
3 fractional Poisson. This example underlines that observation
of the fractional charge in the Poissonian shot noise is neces-
sary, but not sufficient, to prove its real tunneling.

We have performed our calculations in dimensionless units
with h̄ = 1 and e = 1. In order to return to the SI units the
current I0 should also include the dimensional factor e2/h̄ ≈
2.43 × 10−4 S, if �, 
, and εd are measured in volts. In
the experiments [11,32] the collector tunneling rate is � ≈
0.1 meV and the coupling parameter 
 ≈ 0.016 meV. To ob-
serve the special regime of Eqs. (30) and (73) one can increase
the collector barrier width to obtain a heterostructure with

 = 0.016 meV and � = 2
 ≈ 0.032 meV. Its stationary
current at the resonance is I0 = 2.6 nA and the zero-frequency
spectral density of the current noise measured in experiments
as S0 = 2|e|I0F2 with the above dimensional I0 and F2 from
Eq. (55) being S0 ≈ 2.76 × 10−28 A2/Hz. With increase of
|εd | the current I0 is decreasing, whereas S0 grows up to its
maximum S0 ≈ 4.2 × 10−28 A2/Hz at |εd | ≈ 0.027 meV. At
larger |εd | the current shot noise becomes super-Poissonian
with its zero-frequency spectral density approaching S0 ≈
2.5|e|I0. According to Ref. [27] the finite-frequency spectral
density Sω varies less than 20% if ω < �/(2h̄). Since the
frequency corresponding to the above value of � is ω� ∼
5 × 1010 s−1, we can consider the frequency ω low enough
to evaluate S0, if ω/(2π ) is below 4 GHz.
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