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ABSTRACT: NMR is a powerful tool for obtaining
information on the structural characterization and dynamics
of proteins, and nucleic acids, and their complexes. The
complexity of the spectra is such that elucidation through
computational simulation is a much desired thing. However, the
size of most structures of interest is such that they remain out of
reach of accurate quantum chemical techniques. Fragmentation
methods have been shown to be a viable means of reducing the
cost of ab initio calculations to enable the prediction of
molecular properties of large systems to chemical accuracy. We
look at the systematic molecular fragmentation by annihilation
method for a model peptide system and show that this
procedure reproduces the shielding constants of a full
calculation at only a fraction of the cost. Discussion of the considerations needed in applying this method is discussed and
comparison made with the results of the similar fragment molecular orbital and ONIOM methods.

■ INTRODUCTION

Ab initio quantum chemistry is now firmly established as an
invaluable tool to aid experimentalists, providing predictions
with good accuracy for small molecules. Unfortunately, many of
the systems of current interest are of a size that remains
prohibitively expensive for accurate calculations, especially
biomolecules and bulk systems. For this reason fragmentation
methods are rapidly becoming a viable means of reducing the
cost of calculations and enabling the prediction of molecular
properties of large systems to chemical accuracy (for a review,
see refs 1 and 2). These methods use the divide-and-conquer
approach, where a chemical system is divided into smaller
fragments, for which quantum chemistry calculations are
performed on each, and the fragment properties then combined
into a property for the whole. Further savings can be made as the
fragments do not all need to be handled at the same level of
theory, e.g. embedding methods and QM/MM. Such methods
are particularly suited to the calculation of NMR spectra, as they
depend on the “chemical locality” of macromolecular systems,
which assumes that the local region of a macromolecule is only
weakly influenced by the atoms that are far from the region of
interest, NMR being a local property. There are a variety of
fragment style methods that have been applied to NMR
calculations, for example.3−10 The present study is based on the
application of the SMFAmethod toNMRby Reid andCollins.11

We recently presented an NMR study12 on a model peptide
system in which we showed that a customized fragment method
based using some of the features of the fragment molecular

orbital (FMO)13 method, together with the locally dense basis
approach, could reduce the cost of a calculation from 2165 h (on
a 16 processor node of our Fujitsu CX400 x86_64 machine) to
about 5 h (if all fragments were run simultaneously), while
maintaining accuracy. In this follow-up paper we investigate an
alternative fragmentation scheme, systematic molecular frag-
mentation analysis (SMFA),14 to compare accuracy and cost.
The two fragmentation schemes differ most significantly in the
way the fragments are chosen and further investigations of this
aspect naturally lent itself to an additional comparison with the
ONIOM method.15

■ METHODOLOGY
The model system has been taken from the work of Gao et al.10

and is the same as used in ref 12. It is built by taking the sequence
of the first 10 residues of ubiquitin protein (MetGlnIlePhe-
ValLysThrLeuThrGly), as shown schematically in Figure 1.
Gao et al. used a method based on the FMO method

combined with gauge-including atomic orbitals, or continuous
set of gauge transformations, to reproduce conventional ab initio
NMR values for this system. We recently built on their study12

by revisiting this system trying a different fragmentation pattern
and applying the locally dense basis scheme16 with Jensen’s
NMR shielding specialized pcSseg basis sets17,18 which are
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needed to eliminate the errors due to incomplete basis sets. In
the same vein we investigate this strategy with SMFA and
ONIOM.
Systematic Molecular Fragmentation by Annihilation

(SMFA). The SMFA approximation has already been described
in detail elsewhere (see ref14. and references therein), so only a
brief outline will be given. The NMR implementation with
SMFA is given in ref 11. SMFA begins by considering amolecule
as a set of functional groups connected by single bonds. The
molecule, M, is then decomposed into N fragments F by
systematically removing functional groups using different values
of the parameter Level, as

M c F
i

N

i i
1

∑→
= (1)

where Fi are overlapping fragments and ci are integer fragment
coefficients.
The value of Level reflects the proximity of eliminated groups,

that preserves the bonding environment of each group to some
extent. With increasing Level a more extensive bonding
environment is retained. At Level = 1, the interaction of each
group with its α substituents is included in the fragments. At
Level = 2, α and β substituent interactions are included, and so
on. The valency of the eliminated groups is maintained by
appending hydrogen atoms along the original bond direction.
The total molecular electronic energy is given by

E E Eb nb= + (2)

where Eb denotes the “bonded energy” of fragment Fi, evaluated
in the presence of embedded charges

E c E F( )b
i

N

i i
1

∑=
= (3)

with E(Fi) being the energy of the ith fragment, and Enb denotes
the “non-bonded energy.”
The embedded charges represent the charge distribution of

the atomic centers in the functional groups not contained in the
fragment and evaluated by natural population analysis as
described in Appendix B of ref 19.
The NMR shielding coefficients are obtained by taking the

isotropic component of the chemical shielding tensor of a
nucleus n:

E
B

n
n

2
σ

μ
= ∂

∂ ∂αβ
α β (4)

where B is an external magnetic field and μn is the nuclear
magnetic moment, as

1
3

n n∑σ σ=
α

αα
(5)

Nonbonded interactions due to electrostatic charges are
absorbed into the fragment energies; i.e., the fragment is
embedded in the field of the remote charges. The effect of long-
range interactions due to magnetic fields on the chemical

shielding tensors of the fragment nuclei can be directly evaluated
using perturbation theory, commonly known as “McConnell
corrections”:20

r

r r
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j nj nj
T

nj

n
3 5δσ

χ χ
= −

(6)

where χj is the averagemagnetic susceptibility tensor of fragment
j and rnj is the vector connecting atom n (in fragment i) with
fragment j.
It was found in an earlier study on NMR within SMFA,11 and

confirmed in this one, that atoms involved in hydrogen bonding
displayed lower errors when hydrogen bonding was included
explicitly between groups for the purpose of fragmentation,
rather than through the nonbonded correction. So regarding the
nonbonded interactions, the inclusion of backgroundmultipoles
up to second order using GDMA221 and the McConnell
correction is adequate.
The total equation for the shielding of nucleus n then

becomes
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where the sum over i in the first term is over all fragments which
contain nucleus n, and the sum over j in the second term is over
all fragments which do not contain atom n.

ONIOM. The ONIOM (order-N-in-order-M hybrid meth-
od) was developed by Morokuma and co-workers in 200015 and
has been under continual refinement ever since. Though not
strictly a fragmentation approach, it works on the same
principles and provides an alternative scheme for comparison.
Essentially, the ONIOM method partitions the system into 2 or
3 layers representing the region of interest handled with a high-
accuracy method, a cheaper low-layer for environmental effects
and optionally an intermediate layer to better describe
neighboring interactions. Thus, ONIOM and QM/MM could
be thought of as fragment models with only 2 or 3 fragments.

■ CALCULATIONS
The 10-peptidemodel systemwas input into the SMFA program
and GIAO NMR calculations run with B3LYP using 6-31G*,
pcSseg-1, and pcSseg-317,18 basis sets using the Gaussian
program.22 It was previously established that a basis set at
least as large as pcSseg-3 is needed to eliminate errors due to
basis incompleteness. Note that unlike FMO and ONIOM, the
SMFA is an automated procedure and the fragmentation is
determined by a systematic consideration of functional groups.
There is provision for user-intervention in fragment choice but
this was not done in this case. The automated procedure broke
down the peptide system into:
49 fragments at Level = 0 (average size of fragments: 5 atoms)
95 fragments at Level = 1 (average size of fragments: 7 atoms)
79 fragments at Level = 3 (average size of fragments: 18

atoms)

Figure 1. Scheme of the 10-residue polypeptide model system.
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This compares with the 8 fragments of average size 54 atoms
in our previous study.12

Previous investigations11 have found SMFA at Level = 3
fragmentation to be sufficient for the calculation of NMR
shielding constants.

Figure 2 shows a plot of the SMFA shielding constants
(absolute shieldings not chemical shifts) for all atoms in the
molecule i.e. C,H,O,N and one sulfur atom, using B3LYP with
(i) 6-31G(d) and (ii) pcSseg-3 basis sets versus the full-
molecule pcSseg-3 calculation which we take to be the basis set

Figure 2. (i) 6-31G(d) and (ii) pcSseg-3 isotropic shielding (in ppm) using the SMFAmethod compared to pcSseg-3 full molecule (=basis set limit).
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limit. Points on the line would agree exactly with the full
molecule calculation. We have not used other functionals as the
purpose of this study is to investigate the fragmentation
algorithm, and as the errors due to basis set incompleteness
are larger than those due to the limitations of the method
chosen.
Figure 2i shows that the 6-31G(d) basis set consistently

overestimates the values of the shielding constants confirming
our belief from our earlier study that this level of basis is not
sufficient for high-accuracy NMR prediction. Figure 2(ii) shows
excellent correlation between the fragmentation and full-
molecule results demonstrating that the SMFA method is
capable of adequately representing the full system. The points in
Figure 2ii with negative shieldings that lie slightly off the line are
the oxygen atoms which are extremely sensitive to methodology.
The oxygen nuclei have greater basis set dependence than the
other nuclei and may not be as reliable. This could be a general
feature of peptide systems in that the negatively charge oxygen,
in close proximity to the positively charged nitrogen, is sensitive
to small changes in the density. Additionally, the terminal
oxygen nuclei showed excessive variability probably due to
fluctuations in electron density and were removed from the
statistics.
Comparison with the pcSseg-3 results from the FMO

approach from our previous investigation is given in Table 1.

Examining the MAE and maximum error values shows we are
reaching high accuracy and improving on the FMO results with
the SMFA fragmentation with pcSseg-3 basis at least for the
carbon and hydrogen nuclei. The main disagreement is in the
negative shielding of the oxygen atoms.
However, more relevant, for the rationale of fragmentation

methods being cost saving, is an examination of the total and
average timings for the methods as given in Table 2. The full
table of timings for the individual fragments is given in Table S2
of the Supporting Information. The size of the fragments were
deemed such as to bemore effectively run on 8 processors and so

the 16 processor equivalent is given in Table 2 for the purpose of
comparison.
The timings in Table 2 show that the precision of the full

molecule 2165 h calculation on 16 processors as shown in Figure
2ii could be maintained at a computation time of 135 h, if all the
fragments were calculated sequentially. This compares with 134
h from the FMO approach in ref 12. However, as the fragment
calculations are independent of each other, if run concurrently,
the time to solution can be reduced, the time required for the
largest fragment being about 8 h. Comparison with our previous
study shows SMFA to give smaller errors at similar cost if the
computations are run sequentially, improving to about 1/3 of
the wall time if run in parallel, depending on the number of
processors used.

■ LOCAL BASIS SET EFFECTS

We have shown in earlier studies12,23 that the calculation cost
can be further reduced by exploiting the chemical locality of the
NMR shielding through the use of locally dense basis sets. In ref
23 partitioning schemes for locally dense basis sets in the context
of NMR shielding calculations were explored. Atom-based and
group-based divisions were examined, finding that a three-tier
hierarchy of accuracy for basis sets on the group of interest,
adjacent groups and rest of molecule, was sufficient to achieve
the desired level of accuracy at a minimal computational
expense. Note, however, this work was not carried out within a
fragmentation scheme. Because the nature of the SMFA
algorithm involves overlapping fragments, unlike some other
fragmentationmethods, the division of basis sets is not obviously
definenuclei of interest can appear in more than one fragment
(at most 21 for the model peptide). To take into account local
basis set effects rigorously within the SMFA approach, this three-
tiered division of basis sets should be carried out within each
fragment, but this mechanism could not be easily incorporated
within the current program due to its complexity.
In the SMFA approach, atoms can sometimes occur in just a

few fragments, perhaps only one, but frequently in a larger
number of overlapping fragments, so the NMR shielding for that
region could be estimated by averaging the shielding of the
values from those fragments calculated at pcSseg-3 level with the
remaining fragments at pcSseg-1. Figure 3 shows a plot of the
shielding constants at B3LYP with only the fragments of the
nuclei of interest being carried out at the higher basis set. The
correlation statistics and reduced timings from this approach are
given in Table 3. Of course, for all atoms, this would be
effectively calculating all fragments at pcSseg-3. However, if a
region of interest is defined then only the subset of relevant
fragments need be calculated. If the region of interest for any
nuclei is defined as the union of all fragments that nuclei appears
in, the number of Level = 3 fragments, to be calculated with the
larger basis, becomes 46 of average size 28 atoms.

■ COMPARISON WITH ONIOM

As Table 3 shows attempting a simple locally dense basis set
variant of the SMFAmethod diminished the accuracy somewhat
making its validity dubious. However, this division of accuracy
between region of interest and elsewhere was reminiscent of the
ONIOM (or indeed any QM/MM) method encouraging
comparison with that. QM/MM approaches have been used
to study NMR, see, e.g., ref 9, with subjective choice of QM
region. It can be viewed that SMFA can be used to determine the
QM region in an automated systematic manner based on

Table 1. Root Mean Square Error and Maximum Absolute
Error of NMR Shieldings (in ppm) Computed with FMO and
SMFA Fragmentation Compared to the Basis Set Limit

FMO (pcSseg-3)a SMFA (6-31G(d)) SMFA (pcSseg-3)

nuclei RMS max error RMS max error RMS max error

C 0.76 2.68 22.0 35.2 0.87 2.17
H 0.20 0.99 1.03 2.00 0.26 0.68
N 4.31 11.8 20.9 28.6 3.82 11.7
O 5.93 12.9 46.0 66.8 7.32 14.5

aFrom ref 12.

Table 2. Calculation of Walltime and the Average Time per
Fragment on a 16 Processor x86_64 Node for the Fragments
in FMO-Based vs SMFA-Based Fragmentation

fragmentation
no. of

fragments

av no.
of

atoms

av no. of
basis

functions

total
walltime
(h)

average
walltime
(h)

FMOa 8 54 2737 134 16.7
SMFA (Lev 1) 95 7 315 6 0.1
SMFA (Lev 3) 79 18 901 135 1.7

aFrom ref 12.
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chemical functionality. The “region of interest” for any nucleus
in the system was decided as the union of all fragments
containing it. Finding the union of all fragments containing any
particular atom in the peptide led to 46 new superfragments
covering the whole system. Figure 4 shows an example of the
superfragment from the union of five Level 3 fragments
determined by SMFA as contributing to the chemical shielding
for atoms 78−94. This is actually the union of all the fragments
which contain the central peptide unit in the Figure below. This
fragment was put into the ONIOM routines in Gaussian 09,
treated at “high-level” B3LYP/pcSseg-3 with the remainder of
the molecule at “low-level” B3LYP/pcSseg-1. This differs from
the SMFA method as follows:

(i) the low-level region of the molecule being treated as one
fragment;

(ii) the treatment of linking atoms between fragments;

(iii) the charge model used for the environment;

(iv) the treatment of the interactions between fragments.

It should be clear that if one wants all the shieldings in the
whole molecule then a fragment approach will be more
economical than lots of mixed accuracy calculations. However,

Figure 3. Comparison of locally dense SMFA shielding results (in ppm) compared to pcSseg-3 full molecule (=basis set limit).

Table 3. RMS Deviation and Maximum Error of Shieldings (in ppm) Using Locally Dense Basis Sets Compared to the Basis Set
Limit

FMO (pcSseg-3)a SMFA (pcSseg-3)

original locally dense basis original locally dense basis

nuclei RMS max error RMS max error RMS max error RMS max error

C 0.76 2.68 0.72 2.72 0.87 2.17 2.85 5.83
H 0.20 0.99 0.28 1.02 0.26 0.68 0.29 0.78
N 4.31 11.8 4.72 12.1 3.82 11.7 2.79 7.10
O 5.93 12.9 5.71 11.2 7.32 14.5 8.16 18.25

aFrom ref 12.

Figure 4. Superfragment from SMFA identifying all fragments
contributing to a specified region of interest.
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there may be cases where one only wants to look at part of a
system−for example looking at a molecule immersed in an
explicit solvent, but only wanting the shieldings of the solute and
not of the solvent. The SMFA technique may be of use in QM/
MM or ONIOM more generally in that one may have a good
idea of which are the most important atoms for the QM region
while being unsure where the boundaries should be−in this case
SMFA will help by attaching all the functionally important
groups. In Table 4 are the shieldings for this fragment run as an

ONIOM calculation, with pcSseg-3 on the QM region and
pcSseg-1 everywhere else, compared to the other methods. The
atom numbers are those in the full geometry, which is given in
the Supporting Information, and correspond to the peptide unit
in the fragment, and atoms in the chain immediately joined to it.
The average statistics are in Table 5 and associated timings in
Table 6. The full results using ONIOM are in the Supporting
Information.

The results show the same pattern as for other methodsthe
carbon and hydrogen values are closely reproduced, but oxygen
and nitrogen show some variability. Just looking at the values in
Table 4, it is not obvious that the ONIOMmethod is a little less
accurate than the other approaches, as comes out in the overall
statistics (Table 5). It appears that ONIOM happens to do
reasonably on this particular fragment, which was just chosen for
aesthetic reasons. And again, Table 6 shows that for similar

accuracy the mixed-basis SMFA calculation can be run at much
reduced computational wall time.

■ CONCLUSION
Two fragmentation schemes, the systematic molecular frag-
mentation by annihilation and the fragment molecular orbital
method have been compared and contrasted for the calculation
of NMR shielding constants. SMFA, which has the advantage of
automatically choosing fragments based on chemical function-
ality, gives better agreement with full molecule calculations at
much cheaper computational cost. However, the nature of the
fragmentation scheme, producing overlapping fragments, is such
that it can not exploit the use of locally dense basis sets in a
straightforward manner. Nevertheless, using the fragmentation
scheme to automatically determine a region of interest based on
chemical functionality that could be handled at a high-level,
analogous to QM/MM methods, compared favorably in
accuracy and timing. We have shown that we are able to
successfully simulate NMR calculations on large molecules at a
fraction of the cost of conventional methods. The mechanism to
do thisfragment choice, basis set choice, and inclusion of long-
range interactionhas now been investigated, analyzed and set
up, and we are now in a position to tackle real systems.
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Table 4. Shieldings (in ppm) Using the SMFA Locally Dense
Basis Approximation Compared to ONIOM for the Central
Atoms in the Fragment Showna

atom full moleculeb fragmentb SMFA SMFA-LD ONIOM

78 (C) 111.24 110.89 112.01 116.15 113.08
79 (H) 26.07 27.94 27.95 28.21 27.85
80 (C) 141.31 141.28 141.83 143.96 140.47
81 (H) 29.59 29.56 29.69 29.71 29.47
82 (C) 152.57 152.83 153.61 153.38 152.90
83 (H) 31.16 31.00 31.36 31.11 31.19
84 (H) 30.44 30.18 30.41 30.36 30.50
85 (H) 29.73 30.72 29.98 29.75 29.70
86 (C) 158.03 159.13 159.68 160.34 160.05
87 (H) 30.88 30.82 31.01 30.70 30.82
88 (H) 30.77 30.48 31.00 30.55 30.86
89 (H) 30.51 30.52 30.60 30.42 30.48
90 (C) 5.67 2.99 5.86 10.47 5.51
91 (O) −82.88 −77.73 −77.70 −84.80 −75.26
92 (N) 106.89 110.03 103.80 107.26 106.00
93 (H) 26.41 26.16 26.76 26.87 26.36
94 (C) 111.14 111.64 111.28 114.48 111.00

aThe numbering corresponds to their position in the full molecule.
bFrom ref 12.

Table 5. RMS Deviation and Maximum Error of Shieldings
(in ppm) Comparing the SMFA Locally Dense Basis
Approximation to the ONIOM Approach

SMFA LD ONIOM

RMS max error RMS max error

C 2.85 5.83 3.54 8.14
H 0.29 0.78 0.32 1.19
N 2.79 7.10 4.44 11.8
O 8.16 18.25 9.87 19.0

Table 6. Calculation Walltime on 8 Processors for the
ONIOM Fragment in Figure 4 vs the SMFA Fragments That
Contribute to the QM Region

no. of atoms no. of basis functions walltime (h)

ONIOM 36 2055 18.00
SMFA frag 7 22 1116 5.06

frag 15 19 978 3.23
frag 18 19 978 2.77
frag 19 19 978 2.79
frag 22 19 978 3.10
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