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chizophrenia is a severe mental disor- S der that appears in approximately 1% 
of the general population. According to 
the diagnostic criteria of the American 
Psychiatric Association [ 11, patients show 
some characteristic symptoms including 
delusions (for example, thinking that 
there is a conspiracy against them), hallu- 
cinations (hearing insulting voices), or 
disorganized speech. A central character- 
istic of schizophrenia can be conceptual- 
ized as a failure to put thoughts and 
perceptions into their proper relation- 
ships. Although usually measured by 
means of interviews and cognitive tasks, 
another possibility to precociously recog- 
nize schizophrenic patients is the study of 
their cognitive performance, including 
memory, abstract thinking, and language 
skills [2]. Many tests have been applied to 
this end. 

Recently, methods from chaos theory 
have been applied to biological functions 
in order to analyze schizophrenia. For ex- 
ample, some authors [3, 41 have studied 
the EEG signals comparing schizophrenic 
patients and control subjects by means of 
nonlinear analysis, and finding that the 
chaotic attractors had different correlation 
dimensions. In a curious and little-known 
test (random-number generation [5]) sub- 
jects were asked to choose a number from 
one to 10 several times. Subjects were told 
to select these numbers as randomly as 
possible. It was found that schizophrenic 
patients tended more to repetition, and 
therefore performed worse than normal 
subjects. Other studies [6] consisted of a 
simple choice task (the prediction of 500 
random right or left appearances of a stim- 
ulus) in order to obtain a binary response. 
Results, obtained by using methods from 
chaos theory, showed that the response se- 

quences generated by schizophrenic pa- 
tients exhibited a higher degree of: nterde- 
pendency than those of control subjects. 

Focusing on a particular feature, the 
ability to create random rhythms, our 
study is aimed at the analysis of cognitive 
performance in patients with schi zophre- 
nia, comparing them with normal sub- 
jects. We have developed a new cognitive 
test using methods from nonlin-ar dy- 
namical systems theory, with the 
objective of measuring the subject's ca- 
pacity of developing a random rhfthm. 

Methods and Materials 
Twenty patients with schizophrenia 

and 20 age-matched control subjects 
were tested. The patients, 16 men and 
four women with a mean age of 30.75 & 

7.64 years, were diagnosed accoi ding to 
DSM-IV criteria [ l ] .  They w x e  re- 
cruited from the Department of Psy- 
chiatry at the University Hospital of 
Valladolid, Spain. At the time of the 
study, all patients were living at  home 
and following ambulatory treatmmt. All 
were receiving neuroleptics, mainly mid- 
dle doses of haloperidol or rispcridone. 
Twelve patients suffered from p iranoid 
schizophrenia, six were residual schizo- 
phrenics, and two patients had an undif- 
ferentiated type. Control sL.bjects 
lacking past or present psychiatric his- 
tory included 13 men and seven women, 
whose mean age was 30.7 f 7.4. 

As mentioned above, this studi aimed 
to analyze time series generated by 
schizophrenic patients and control sub- 
jects. For generating these lime seies, the 
subject was asked to press the spac 2 key of 
the computer as irregularly as pxsible, 
until the screen showed the: end of the ex- 
ercise. Once the subject is placed under 
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the same standard conditions as in a previ- 
ous contact, the computer shows first an 
example of the required sort of rhythms. 
Following the instructions given, the sub- 
ject must then generate two series of 128 
strokes. Then, only a third series is re- 
corded for assessment, once it has been 
determined that the subject understands 
the task to be performed. 

In this work, the first study was to find 
the optimum length of the time series. We 
need a long series to achieve a good esti- 
mation of the correlation dimension, but if 
the series were too long the results could 
be wrong, because generating a long ran- 
dom series is a very hard and tiring task. 
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We analyzed time series of several 
lengths (1024,5 12,256,128,64), arriving 
at the conclusion that series longer than 
128 points were more regular at the end 
than at the beginning. The results would 
be wrong because of control subjects and 
patients tiring. So, we decided to use se- 
ries of 128 points. Because of these rela- 
tively short series, we followed the advice 
of some authors [7-91 to estimate the cor- 
relation dimension with small data sets. 

The time series generated by 20 
schizophrenic  pat ients  and 20 
age-matched control subjects were ana- 
lyzed by means of two methods from the 
nonlinear dynamical system theory. These were the correlation dimension of 

the chaotic attractor reconstructed from 
the time series, and the estimation of cen- 
tral tendency measure (CTM) of the sec- 
ond-order difference plots, which we 
explain in the following sections. 

1. Correlation dimension vs. embedding dimension of a time series generated by a 
control subject. 
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2. Value of thep-ANOVA calculated in the differences of the CTM computations of 
the time series generated by 20 schizophrenic patients and 20 age-matched control 
subjects with several radii r. 

Correlation Dimension (D2) 
The 1D time-series data generated by 

schizophrenic patients and control sub- 
jects were transformed into multidimen- 
sional phase-space plots. The concept of 
phase space is central to the analysis of 
nonlinear dynamics. In a hypothetical sys- 
tem governed by n variables, the phase 
space is n-dimensional. Each state of the 
system corresponds to a point in phase 
space whose n coordinates are the values 
assumed by the governing variables for 
this specific state. If the system is ob- 
served for a period of time, the sequence 
of points in phase space forms a trajec- 
tory. This trajectory fills a subspace of the 
phase space, called the system’s attractor. 

One of the important mathematical 
quantities characterizing an attractor is its 
correlation dimension. For example, in 
the case of steady-state behavior, the cor- 
relation dimension of the attractor is zero; 
in the case of periodic behavior, the corre- 
lation dimension of the attractor is one; 
and in chaotic states, the dimension usu- 
ally takes on noninteger values. The larger 
the correlation dimension of the attractor, 
the more complicated the behavior of the 
nonlinear system. The correlation dimen- 
sion is thus a measure of the complexity of 
the process being investigated and charac- 
terizes the distribution of points in the 
phase space. 

The reconstruction of the attractor in 
the phase space was carried out through 
the technique of delay maps [lo]. The co- 
ordinates of a point X ( n )  in the phase 
space are the parameters of a state model 
of the reconstructed time series at time n. 
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The attractor is reconstructed by the suc- 
cession of these points X(n) in the phase 
space. The vectors X ( n )  in a multidimen- 
sional phase space are constructed by 
time-delayed values of the time series, 
which determine the coordinates of the 
phase-space plot: 

X ( n )  = ( x ( n ) , x ( n  + T ) , x ( n  + 2T),.. .) 

(1) 
where X(n)is one point of the trajectory in 
the phase space at time n, x (n  + iT )are the 
coordinates in the phase space corre- 
sponding to the time-delayed values of the 
time series, T is the time delay between 
the points of the time series considered, 
and m is the embedding dimension. 

x(n + (m - 1)T)) 

The reconstruction of the attractor with 
time-delay coordinates is not an automatic 
process, especially with small data sets 
[7-91. The choice of an appropriate delay T 
and embedding dimension m are important 
for the success of the reconstruction. 

Several suggestions can be found in 
the literature regarding the determination 
of the best time delay T; for example, the 
evaluation of the first zero of the 
autocorrelation function [ 101 and the first 
minimum of the mutual information [ 11, 
121. Otherresearchers [13,14] sometimes 
adjust Tuntil the results seem satisfactory. 
This procedure could introduce biases, 
but the invariant quantities computed 
from reconstructed attractors are often not 
too sensitive to 2'. Because of the features 
of our synthesized time series, we used the 
latter method. After trying various 
time-delay values ( T =  1,2 ,5 ,  10, 15,20, 
25,30 and 40), we found that results in the 
estimation of the correlation dimension 
were very similar, except with time delays 
greater than 20. In this case, results were 
not very reliable because there were not 
adequate conditions to estimate the corre- 
lation dimension [15, 161. Thus, we did 
not employ delays greater than 20. 
Finally, we decided to use T = 1 because 
the results were very similar to using other 
delays, and in this way we reconstructed 
the attractor with the largest possible 
number of points. 

In reconstructing from an arbitrary ex- 
perimental time series of unknown dy- 
namics, the dimensionality of the attractor 
is unknown. It is important that the recon- 
struction be embedded in a space of suffi- 
ciently large dimension to completely 
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represent the dynamics. Takens [ 1'71 sug- 
gested that it is sufficient for the embed- 
ding dimension (m)  to be larger than the 
correlation dimension (DJ according to 
the relation rn 2 2 D2 + I. However, other 
authors [18] have shown that the cilcula- 
tion of the correlation dimension does not 
require that m be large enough to verify 
m 2 2 .  D2 + 1; they showed that it is often 
sufficient for the embedding dimension to 
be larger than the attractor din-ension 
( m  > D?). Therefore, the stringent 'Takens 
[ 171 condition may not be required for di- 
mension calculation. 

Nevertheless, the dimensionalit:! of the 
attractor is usually unknown for experi- 
mental data and, therefore, the required 
embedding dimension is also un tnown. 
Fortunately, there is a procedure that yields 
both quantities simultaneously. The pro- 
cess, first proposed by Grassberger and 
Procaccia [ 15, 161, is as follows: we recon- 
struct the attractor in a low-dimensional 
space and calculate its apparent correlation 
dimension. The dimension of the embed- 
ding space is now increased by 1; the at- 
tractor is then reconstructed in tkis new 
space and its correlation dimension is re- 
calculated. The process is continued until a 
limiting value of the correlation dimension 
is reached. It is better not to use an embed- 
ding space of a dimensionality higher than 
the one required to produce a limiting 
value ofDZ, because the undesirable effects 
of experimental noise become mcre pro- 
nounced for embeddings of higher dimen- 
sion. We carried out this process with the 
time series generated by schizophrmic pa- 
tients and control subjects [ 191. In Fig. l ,  
this process is shown with a timt: series 
generated by a control subject (con-I), 
where an embedding dimension of order 8 
was sufficient. 

The correlation dimension wis per- 
formed using the Grassberger and 
Procaccia [16, 171 method. In this proce- 
dure, the correlation dimension (D?) is 
based on determining the relative number 
of pairs of points in the phase-space set 
that are separated by a distance lesr than I'. 
It is computed from: 

D, = limp- log[C(N,I')l 

log(r.) (2) r-+0 

where the correlation integral C( Y,v) is 
defined by: 

3. Attractor of the time series generated by a schizophrenic patient. 
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1 
N .  (N - 1) 

C(N,r)  = 

N 

where X ( i ) ,  X ( j )  are the points of the tra- 
jectory in the phase space, N is the number 
of data points in the phase space, the dis- 
tance r is a radius around each reference 
point X ( i ) ,  IlX(i) - X(j)ll is the Euclidean 
distance between vectors X ( i )  and X ( j ) ,  
and H( x) is the Heavyside function, de- 
fined as l ifx > 0 and 0 if x 5 0. The sum- 
mation in Eq. (3) counts the number of 
pairs of vectors X ( i )  and X ( j )  for which 
the distance IlX(i) - X(j)ll is less than r. 
Forsmallvaluesofr,C(N,r) = ?‘.Then, 
one plots C ( N , r )  versus r on a log-log 
scale, and the correlation dimension is 
given by the slope of this curve over a se- 
lected range of r. During this procedure, it 
should be considered that a data length of 
N > 10”/2 is necessary for a sufficient 
correlation-dimension estimation [7]. 

Central Tendency Measure (CTM) 
Chaotic equations are sometimes used 

to generate graphs, which are known as 
Poincark plots. We can produce graphs 
using the second-order difference plots: 

( x , , , ~  - xn+, 1 versus (xn=, - x,, 1. (4) 
Second-order difference plots cen- 

tered around the origin represent the 
rate of variability. They represent the 
degree of theoretical chaos [20,21] and 
are useful in modeling biological sys- 
tems such as hemodynamic and heart- 
rate variability. 

We used the CTM parameter to quan- 
tify the degree of variability in the sec- 
ond-order difference plots. The CTM is 
computed by selecting a circular region of 
radius r around the origin, counting the 
number of points that fall within the cir- 
cle, and dividing by the total nhmber of 
points. Let Nbe the total number of points, 
and r the radius of central area. Then [20]: 

N-2  

Where 

6(d, 1 = 

1 if [(x,+* - x , , ~  )’ + (x,,, - 
0 otherwise 

< r 

(6)  

The radius is chosen depending upon 
the character of the data. We developed a 
new method to select the radius. First, we 
computed the CTM using several differ- 
ent radii. Then, we applied an ANOVA 
test to calculdte which of the radii 
achieved the more significant differences 
between time series generated by schizo- 
phrenic and control subjects. The result of 
this process is shown in Fig. 2. 

In Fig. 2, we notice that there is a large 
range that could be used to select the ra- 
dius. For radii lower than 80, we obtained 
p < 0.01, which indicates significant dif- 
ferences between the time series gener- 
ated by both groups. The best range of the 
radii is between l O l r  5 40, where 
p-value lower than 0.001 is achieved. 

1 
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4. Attractor of the time series generated by a control subject. 
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Results 
At this point, we present examples of 

chaotic dynamic attractors in a 3D plot, 
estimation of the correlation dimensions 
of the times series generated by schizo- 
phrenic patients and normal persons, and 
samples of second-order difference plots 
with computations of the CTM parameter. 

Attractors and 
Correlation Dimension 

Figure 3 shows the reconstructed at- 
tractor of the time series generated by a 
patient with schizophrenia. The recon- 
structed attractor of the time series gener- 
ated by a control subject is shown in Fig. 
4. We present these attractors in a 3D plot. 
It must be noted that a sufficient 
phase-space reconstruction of our series 
needs an embedding dimension greater 
than three. Unfortunately, these embed- 
ding dimensions cannot be shown graphi- 
cal ly .  It has been necessary for  
visualization to reduce the dimension of 
the embedding space, but the correlation 
dimensions were evaluated using the cor- 
rect embedding dimension. Nevertheless, 
these 3D phase-space plots can give a pre- 
liminary impression of the differences in 
structure between the schizophrenic pa- 
tients series and those of control subjects. 
We calculated all control subjects and pa- 
tients attractors, and observed that patient 
attractors seem to be more regular. Thus, 
the control-subject attractors showed a 
greater complexity than those of schizo- 
phrenic patients. 

The multidimensional chaotic attrac- 
tors were quantitatively characterized by 
the estimation of correlation dimension, 
which represents a measurement of the 
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system complexity. After calculating the 
correlation dimension of time series gen- 
erated by 20 schizophrenic patients and 
20 age-matched control subjects, a signif- 
icant difference (F,,3, = 15.66, p-ANOVA 
= 0.00032) in correlation dimension was 
observed for the time series generated by 
schizophrenic patients (mean 2.78 & 0.65 
SD) compared with that of control sub- 
jects (mean 3.69 & 0.41 SD). 

Second-Order Difference 
Plots and CTM 

Figure 5 shows the second-order dif- 
ference plot of the time series generated 
by a schizophrenic patient, whose chaotic 
dynamic attractor was illustrated in Fig. 3. 
The second-order difference plot of the 
time series generated by a control subject, 
whose chaotic dynamic attractor was pre- 
sented in Fig. 4, is shown in Fig. 6. In the 
second-order difference plots, we ob- 
served that points in the time series gener- 
ated by patients had a higher tendency to 
be located in the center, so their CTM val- 
ues were going to be higher. 

In the computations of the CTM param- 
eter, we realized that the values had a high 
dependency of the radius used. To avoid 
this effect, we computed the mean CTM 
values in the best range, which was be- 
tween radius 10 and40, as shown in Fig. 2. 

The CTM values in the range of radius 
10 I r I 4 0  were lower in the time series 
generated by the control subjects (a mean 
value of 0.18 f 0.03 SD) compared with 
the CTM values of the time series gener- 
ated by the schizophrenic patients (a mean 
of 0.52 rt 0.11 SD). These results show 
that the degree of variability of the time 

series generated by the control subjects is 
higher. Thus, schizophrenic patients gen- 
erated more regular and rhythmic series 
than control subjects. There was a signifi- 
cant difference with the ANOVA proce- 
dure (F,,3, = 17.01, p = 0.00019) between 
the groups. 

Discussion 
The correlation dimension is lower for 

the time series generated by schizo- 
phrenic patients compared to control sub- 
jects. The parameter (D,) dimension can 
be viewed as a measure of system com- 
plexity. Our findings, therefore, indicate a 
diminished complexity in the times series 
generated by schizophrenic patients. Ac- 
cording to the results with the CTM pa- 
rameter, which quantifies the degree of 
variability, we can state that time series 
generated by schizophrenic patients had 
less variability. Thus, all results show that 
schizophrenic patients tend to generate 
more regular and rhythmic series than 
control subjects. 

We hypothesize that creating a more 
random rhythm requires a higher cogni- 
tive effort than creating a more regular 

rhythm. Therefore, our results suggest 
that schizophrenic patient:; show 3 reduc- 
tion of complexity and variability in the 
inability to generate random series. These 
results are in agreement with findings that 
schizophrenic patients are characterized 
by less complex neurobehavior 31 mea- 
surements than normal subjects [ 3-61. 

However, some remarks must be made 
in the interpretation of these data. We ana- 
lyzed short time series, which makes it 
difficult to compute a correct esi imation 
of the correlation dimension. So, we fol- 
lowed the advice given b y  some authors 
[7-91 in calculating the correlation dimen- 
sion with small data sets. Our conclusions 
are thus based on analysis of vlariance 
(ANOVA) comparing clinical and control 
samples, and not on the absolute values of 
the correlation dimension. Anotier con- 
sideration is the possibility that past or 
current therapies could affect perfor- 
mance in the time series generated by 
schizophrenic patients. In fact, none of the 
pat ients  had been t reate  1 with 
electroconvulsivant therapy before, but 
all of them were receiving neuroleptics at 
the time of the study, mainly middle doses 
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5. Second-order difference plot of the time series generated by a schizophrenic pa- 
tient with a circle of radius r = 40. 
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6. Second-order difference plot of the time series generated by a control subject with 
a circle of radius r = 40. 

of haloperidol or risperidone. Patient 
medication is undoubtedly an extended 
methodological difficulty in studies con- 
cerning cognitive performance of schizo- 
phrenic patients. 

In spite of the above-mentioned as- 
pects, we suggest that this easy test, when 
applied in conjunction with the nonlinear 
analysis, may be useful for the estimation 
of the cognitive-motor dysfunction in 
schizophrenic patients, usually diagnosed 
by clinical-evolutive criteria. 

Conclusions 
We analyzed time series generated by 

20 schizophrenic patients and 20 
age-matched control subjects by using 
methods from nonlinear dynamical sys- 
tem theory. We represented the chaotic 
dynamic attractors and the second-order 
difference plots of the time series, and we 
calculated the correlation dimension and 
the CTM parameter. Results showed that 
time series generated by schizophrenic 
patients had a lower complexity and vari- 
ability than time series generated by con- 
trol subjects with significant differences 
@-ANOVA < 0.001) between the groups. 
We conclude that this easy test with this 
kind of analysis could be a complemen- 
tary tool to help physicians in the estima- 

tion of cognitive-motor dysfunction in 
schizophrenic patients. 
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IEEE Transactions on Biomedical Engineering 
Search for Editor-In-Chief 

he ZEEE Engineering in Medicine and Biology 
Society is currently undertaking a search for the 
Editor-in-Chief of their Transactions on Biomedical 

Engineering (T-BME). The Editor position is for a three- 
year term and is renewable for an additional three years. 
The term of appointment would preferably start by 
January, 2001, and an overlap period of 3-6 months with 
the existing editors during 2000 will be supported to 
facilitate transfer of responsibilities. At the time of 
appointment, the successful applicant must be a member 
of the EMBS. 

Interested individuals should communicate electroni- 
cally or by post, outlining the following: 

their goals for the Transactions 
a brief synopsis of their expertise in technical 

a curriculum vitae 
editing and biomedical engineering 

Preference will be given to candidates with a cleiu 
interest and/or experience in the use of web-based papei 
submission and review. Applications will be acceptec 
until a suitable candidate is selected. Review of applica. 
tions by the search committee will commence ir  
October 1999. 

A brief description of the T-BME is listed at the 
EMBS homepage on the World Wide Web at 
http://www.ewh.ieee.org/soc/embs/index.html 

EEE E M S  Secretariat, 
c/o National Research Council of Canada 
Building M-19, Room 220 
Ottawa, ON Canada K1A OR6 

E-MAIL,: soc.emb@ieee.org 
FAX: (613) 954-2216 
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