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About the EWG-DSS  
 

 

The EWG-DSS is a Working Group on Decision Support Systems within EURO, the 

Association of the European Operational Research Societies. The EWG-DSS was founded 

during a memorable EURO Summer Institute on DSS that took place at Madeira, Portugal, 

in May 1989.  Most of the participants of the EURO Summer Institute on DSS in Madeira 

in 1989 still continue nowadays to pursue their goals, working actively in their research 

areas related to OR and Decision Support Systems. 

The EWG-DSS was born with 24 founding-members. Since then, the number of members 

has substantially grown along the years. Now we are over 300 registered members coming 

from various nationalities. There has also been established quiet a few well-qualified 

research co-operations within the group members, which have generated valuable 

contributions to the DSS field in journal publications. 

Since its creation, the EWG-DSS has held annual Meetings in various European countries, 

has taken active part in the EURO Conferences on decision-making related subjects; and 

has organized several workshops and conferences on different topics around Decision 

Support Systems. 

The main purpose of the EWG-DSS is to establish a platform for encouraging state-of-the-

art high quality research and collaboration work within the DSS community.  Other aims 

of the EWG-DSS are to:  

• Encourage the exchange of information among practitioners, end-users, and 

researchers in the area of Decision Systems.  

• Enforce the networking among the DSS communities available and facilitate 

activities that are essential for the start-up of international cooperation research and 

projects.  

• Facilitate professional academic and industrial opportunities for its members.  

• Favour the development of innovative models, methods and tools in the field 

Decision Support and related areas.  

• Actively promote the interest on Decision Systems in the scientific community by 

organizing dedicated workshops, seminars, mini-conferences and conference 

streams in major conferences, as well as editing special and contributed issues  in 

relevant scientific journals. 

The process-loop shown next translates the main activities of the EWG-DSS envisaging the 

dissemination of DSS Information (1) and Research (2), in order to encourage DSS 

Development (3) and Collaboration (4) among the DSS researchers and professionals. As 

a consequence, Publication (5) opportunities to document the research & development 

processes and the end results are promoted within the EWG-DSS editions. 
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Specifically, to accomplish the main objectives listed above, the EWG-DSS promotes the 

following key-activities: 

• Annual ICDSST Conference and other Conference-Streams organization related to 

Decision Support Systems topics.  

• Annual Journal Special Issues publications, on support of the annual EWG-DSS 

organized Conferences, providing publication opportunities in the DSS Community.  

• Annual EWG-DSS Newsletter publication, promoting the events and the research 

achievements of the EWG-DSS members and of the DSS Community as a whole.  

• Annual EWG-DSS-Award: a motivating research initiative for young researchers to 

submit and present their work in one of the EWG-DSS annual organized events.  

• Collaboration projects among the group members. Check about the EWG-DSS 

research project Collab-Net Project, as well as the R&D competences of some 

member-institutions listed for collaboration in European projects. 

Since 2007 the EWG-DSS has been managed by a Coordination Board. One of the aims of 

this coordination board is to promote joint-work among the group members and to 

encourage more participation of the whole group in DSS related projects and events, the 

best way possible. The Current EWG-DSS Coordination Board counts with the assistance 

of seven Board Members, namely: Prof. Pascale Zaraté, Dr. Fatima C.C. Dargam, Prof. 

Shaofeng Liu, Prof. Boris Delibasic, Prof. Isabelle Linden, Prof. Jason Papathanasiou and 

Prof. Pavlos Delias. 
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EWG-DSS Management Structure: 

Since May 2015, the EWG-DSS has updated its Management Structure in order to 

incorporate to the Coordination Board (CB) an Advisory Board (AB), which is composed 

of senior members of the EWG-DSS group and of the international DSS community. The 

new group structure also distinguishes different teams, namely: the Scientific Collaboration 

Team (SCT) and the Editorial Team (ET), among the EWG-DSS Members who collaborate 

with EWG-DSS projects and joint–Editions, respectively. The figures below illustrate the 

current EWG-DSS Management Structure: 

 The Board of Assistants (BA) is formed by 

young researchers linked to the Coordination 

Board (CB) and Executive Board (EB) 

members, in order to assist them with the 

EWG-DSS annual tasks. Board and Team 

members can be in more than one of the 

groups of the EWG-DSS new defined 

Management Structure. However, the 

members of the Coordination Board are not 

supposed to be members of the Advisory 

Board and vice-versa. 

 

The EWG-DSS Editorial Team (ET) is a 

dynamic group of researchers composed of 

EWG-DSS Members that have guest-edited Journal Special Issues and Springer Books with 

the EWG-DSS CB. The Scientific Collaboration Team (SCT) includes the researchers who 

are involved with EWG-DSS research projects and initiatives, like for instance the Collab-

Net Project. 

For more details about the EWG-DSS organized events and publications, check the 

homepage: http://ewgdss.wordpress.com/ .  

Joining the EWG-DSS 

The EWG-DSS membership does not cost you anything.  

If you wish to join the EURO-Working Group on Decision Support Systems,  

all you have to do is to send an e-mail  to our group at: 

<ewg-dss@fccdp.com>, with the following information: 

Name; Affiliation; Mailing Address; Phone; e-mail; and Homepage link. 

Alternatively, you can also join the EWG-DSS via our LinkedIn Group at: 

http://www.linkedin.com/groups?about=&gid=1961459&trk=anet_ug_grppro 

Thanks for your interest! 

The EWG-DSS Coordination Board 

 

  

http://ewgdss.wordpress.com/
mailto:ewg-dss@fccdp.com
http://www.linkedin.com/groups?about=&gid=1961459&trk=anet_ug_grppro
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Preface 

ICDSST – the International Conference on Decision Support System Technology – is the 

flagship event of the Euro Working Group of Decision Support Systems (EWG-DSS). The 

ICDSST series of conference is relatively young and vibrant (since 2015), while its 

predecessor, including EWG-DSS workshops and summer schools, has a long tradition. 

The EWG-DSS was formally established in 1989 during a memorable EURO (European 

Association of Operational Research) summer school in Madeira, Portugal. Since then, the 

society has successfully organised wonderful events in many countries with collaboration 

from fantastic organisations, institutes and communities. This year’s conference is a very 

special occasion – celebrating 30 years of fascinating journey, experience and 

achievements of the EWG-DSS, hence we feel privileged to have come back to the 

birthplace of the society with great support from EURO to hold this EmC-ICDSST 2019. 

The EmC-ICDSST 2019 – EURO Mini (International) Conference on Decision Support 

System Technology has been organized by the EURO Working Group on Decision Support 

Systems EWG-DSS in cooperation with the Portuguese OR Association APDIO and the 

University of Madeira. The Conference is hold at the UMA University of Madeira, during 

the period of May 27th to May 29th, 2019. 

The purpose of this EURO Mini Conference, focused on the main theme of “Decision 

Support Systems – Main Developments & Future Trends” is to bring together researchers, 

developers and specialists in the related areas of decision making, including its 

methodologies and technologies, as well as application oriented practitioners directed to 

the implementation of solutions for DSS challenges in their respective areas of applications. 

Researchers, engineers, computer scientists, OR and DSS professionals were encouraged 

to submit their work to the EmC-ICDSST 2019. The scientific topics of EmC-ICDSST 

2019 include: 

• advances in research on decision making and related areas 

• artificial intelligence applied to decision support systems 

• advances in applied decision support systems 

• trends for new developments in decision support systems 

• decision making integrated solutions within open data platforms 

• knowledge management and resource discovery for decision making 

• decision making methods, technologies and real-industry applications 

• geographic information systems and decision making/support 

• decision making, knowledge management and business intelligence 

• DSS for business sustainability, innovation and entrepreneurship 

• decision making in higher and school education 
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• innovative decision making approaches/methods and technologies  

• big data analytics approaches for solving decision making issues 

• big data visualization to support decision analysis and decision making 

• social-networks analysis for decision making 

• group and collaborative decision making 

• multi-attribute and multi-criteria decision making 

• approaches and advances in group decision making 

• approaches and advances in negotiation decision support systems 

• decision support systems and decision making in the health sector.  

It is a great pleasure to introduce you to the papers and posters presented at EmC-ICDSST 

2019, comprising this e-version of proceedings “Decision Support Systems: Main 

Developments & Future Trends”. Each paper/poster in the proceedings has been evaluated 

by multiple reviewers. The papers are published in two forms: a selection of high quality, 

long papers are published by Springer in their book series of “Lecture Notes in Business 

Information Processing”, and short papers are published electronically. This year, we have 

introduced some new routines and tools to aid the search and citation of the papers, for 

example, all papers are assigned with a QR code. The papers have been classified into 

appropriate themes at conference presentation and in the proceedings. Hope you will find 

some really interesting information/knowledge and stimulating ideas within the broad area 

of decision making and decision support.  

Apart from deploying the 5th EWG-DSS annual International Conference on Decision 

Support System Technology, the EmC-ICDSST 2019 event also has the objective of 

celebrating the 30th Anniversary of the EURO Working Group of Decision Support 

Systems EWG-DSS, created as a product of the ESI VI – EURO Summer Institute on DSS, 

in the Madeira Island in May 1989. Since then, the research area in DSS has substantially 

advanced and the EWG-DSS has consolidated its importance among the EURO Working 

Groups, by currently being one of its most stable and active groups considering its research 

initiatives and activities. The organization of the EmC-ICDSST 2019 in Madeira aims at 

recapitulating the developments of the Decision Support Systems area in the last 30 years, 

as well as enforcing the trends and new technologies in use, so that a consensus about the 

appropriate steps to be taken in future DSS research work can be established.  

The conference takes place in the Rectory Building of the University of Madeira, UMA-

Reitoria (Colégio dos Jesuítas) in the center of Funchal, Madeira, Portugal, during the 

period of May 27-29th, 2019. The beautiful Funchal town is situated on the wonderful 

Madeira Island, and is a tranquil and beautiful island in the middle of Atlantic Ocean, 

famous for its wine, sunshine, breath-taking sceneries, and wonderful food and restaurants. 

Nowadays Madeira is also the major touristic, cultural, artistic and politic center in the 

archipelago. We believe that in Madeira you can perfectly combine your work and leisure 
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here at EmC-ICDSST 2019 by networking with some of the most respectable founding 

members of the EWG-DSS and world famous scholars/experts in the topic areas, and 

greatly enjoy the island at the same time! We look forward to facilitating insightful 

conversations which, without a doubt, will give rise to new and exciting ideas, approaches, 

technologies and projects for decision making and decision support!  

Finally, we would like to thank many people who have greatly contributed to the success 

of this proceedings and the conference. Organizing a conference is certainly not an easy 

task and demands work, dedication and management efforts that we luckily find among the 

EWG-DSS Coordination Board members, Advisory Board members, Board of Assistants 

and members of the Organizing Committee of the EmC-ICDSST 2019. We sincerely wish 

to express our gratitude to all the helping hands that made this conference happen. The 

production of this volume would not have been possible without the precious support of 

Pavlos Delias and the excellent voluntary contributions of Sandro Radovanović, Panagiota 

Digkoglou, Maite Escobar Urmeneta, Jorge Freire de Sousa, Daouda Kamissoko, Pascale 

Zaraté, Boris Delibašić, and Shaofeng Liu, who worked in tandem with the Editors to 

perform a plethora of tasks, most of them emerging as urgent requirements. We are deeply 

thankful to them all! We also would like to thank the sponsorship and support from EURO, 

APDIO, and UMA for the realization of the conference. Last but not least, we wish to thank 

all authors and participants of the conference, for having trust and interest in the EWG-

DSS organized conferences by submitting their work for reviewing, presentation and 

publication; and specially we need to warmly thank  all Program Committee members for 

their excellent reviewing support on this conference. We have received 64 submissions and 

we had a tight schedule for supplying review feedbacks to the authors in time for the 

updates needed for publication and presentation. We would not have achieved our 

reviewing goals without the highly qualified, constructive and effective cooperation of our 

team of reviewers. Excellent job! THANKS to ALL of YOU! 

We wish all the EmC-ICDSST 2019 participants an enjoyable and fruitful collaboration 

time during the conference, with lots of networking for further cooperation and joint-work. 

Enjoy the EmC-ICDSST 2019! Enjoy Madeira! 

 

 The Editors: 

Paulo Sérgio Abreu Freitas  

Fátima Dargam 

Rita Ribeiro 

José Maria Moreno Jimenez 

Jason Papathanasiou 
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Special Talks 
 

Back to the Future in the Madeira Island? 

José Paixão  

Vice-Rector of the University of Lisbon, Portugal 

Honorary Chair of the EmC-ICDSST 2019 

Local organizer of the EURO Summer Institute on DSS in Madeira in 1989 

 

Thirty years ago, a group of young researchers from 16 different nationalities gathered at 

Madeira Island for a Summer Institute on Decision Support Systems (DSS), promoted by 

EURO (The Association of European Operational Research Societies).  The subject of the 

meeting was extremely challenging for the operational research community since, at the 

time, practitioners had difficulties to distinct a decision support system (DSS) from an 

expert systems (ES), an artificial intelligence technique. The purpose of the Institute was 

to bring together a group of young scientists for contributing to the clarification of the 

concept of DSS from an Operational Research perspective. Eventually, making clearer the 

distinction between DSS and ES. 

Today, I can say that much more than that has been achieved as it is well proven by the 

vitality of the EWG-DSS, a joint venture of the “Madeira Group” that became one of the 

most active working groups in the EURO. In a simple tribute, I will try to outline the aspects 

that were fundamental for the success of the meeting held 30 years ago in Madeira. I believe 

that some of them still remain current and may be useful to achieve the objectives of 

ICDSST 2019.In fact, research on DSS cannot ignore the vertiginous technology wave that 

we are seeing today and that poses questions that go beyond the technical and conceptual 

aspects dominant 30 years ago. Inspired by the famous Zemeckis’ movie, I am strongly 

convinced that new “young McFly’s” will come to Madeira Island, enjoy the nice local 

atmosphere and pave the way for future developments on DSS research. 
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Decision Support Systems - Historical Innovations and Modern Technology 

Challenges 

Christer Carlsson  

Director of the Institute of Advanced Management Systems Research 

Professor of Management Science of the Åbo Akademi University 

Turku, Finland 

 

Managerial tasks carry latent needs for support to do a better job; classical DSS had at its 

core the approach to support, not replace. We worked out a DSS called Woodstrat for 

strategic planning and management and could verify – in full-scale implementation - the 

DSS characteristics Sprague worked out and most of the DSS benefits Keen had found. 

This brings out the historical innovations that DSS introduced. We also found that a 

relevant and useful DSS could help “self-confident professionals” to back away from 

predictions on future demand and competition that could not find support in facts. The 

digital disruption of the 2010’es brought big data and the need for decision making in 

almost real time. It also introduced analytics and faster, more effective algorithms 

developed in computational intelligence. The ICT of the 2010’es invites decision-making 

anywhere and anytime which is a challenge for the cognitive ability of decision makers. 

The road map for DSS for the 2020’es points to digital coaching systems that adapt to the 

cognitive levels of the users.  

 

For a full version of this talk, please see this page, at the end of this book.  
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DSS Approaches in Mobility & Societal 

Issues 
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A decision support system for urban transport planning based on 

dynamics, correlations and causalities among road paths 

Glykeria Myrovali, Panagiotis Tzenos, Maria Morfoulaki, Georgia Aifadopoulou 

 Hellenic Institute of Transport/Centre for Research and Technology Hellas (HIT/CERTH), 

6th km Charilaou-Thermi Road, Thessaloniki, 57001, Greece  

{myrovali, ptzenos, marmor,gea}@certh.gr  

Theodoros Karakasidis, Avraam Charakopoulos 

Laboratory of Hydromechanics and Environmental Engineering, Department of Civil 

Engineering, University of Thessaly, 38334 Volos, Greece 

thkarak@uth.gr, avracha@yahoo.gr 

 

ABSTRACT 

The great abundance of multi-sensor traffic data (traditional traffic data sources - loops, 

cameras and radars accompanied or even replaced by the most recent - Bluetooth detectors, 

GPS enabled floating car data) although offering the chance to exploit Big Data advantages 

in traffic planning, management and monitoring, has also opened the debate on data 

cleaning, fusion and interpretation techniques. The current paper concentrates on floating 

taxi data in the case of a Greek city, Thessaloniki city, and proposes the use of advanced 

spatiotemporal dynamics identification techniques among urban road paths for gaining a 

deep understanding of complex relations among them. The visualizations deriving from the 

advanced time series analysis proposed (hereinafter referred also as knowledge graphs) 

facilitate the understanding of the relations and the potential future reactions/outcomes of 

urban traffic management and calming interventions, enhances communication potentials 

(useful and consumable by any target group) and therefore add on the acceptability and 

effectiveness of decision making. The paper concludes in the proposal of an abstract 

Decision Support System to forecast, predict or potentially preempt any negative outcomes 

that could come from not looking directly to long datasets. 

 

Keywords: Big Traffic Data, Cross correlation, Granger causality, Decision Support 

Systems, Mobility Patterns, travel time, floating taxi data 

 

Find and cite the full work as: 

Myrovali,G., Karakasidis, T., Charakopoulos, A., Tzenos, P., Morfoulaki M., Aifadopoulou 

, G., 2019. A decision support system for urban transport planning based on dynamics, 

correlations and causalities among road paths, in: Freitas, P.S.A., Dargam, F., Moreno, 

J.M. (Eds.), Decision Support Systems IX: DSS Developments & Future Trends, Lecture 

Notes in Business Information Processing. Springer International Publishing, Cham, pp. 

26–38. 
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Facility Location Problem in Public Safety Area  

 

Ana Paula Henriques de Gusmão, Rafaella Maria Aragão Pereira, Maisa Mendonça 

Silva, Bruno Ferreira da Costa Borba 

 Research Group in Information and Decision Systems (GPSID) – Universidade Federal de 

Pernambuco (UFPE), Av. da Arquitetura, Cidade Universitária, 50740-550, Recife - PE, 

Brazil 

anapaulagusmao@cdsid.com; maisa@cdsid.org.br; rafaellamaragao@gmail.com; 

brunoborba50@hotmail.com  

 

ABSTRACT 

This paper aims to support decisions related to determining efficient spatial distributions 

of police units, given that the location of these units is a strategic matter regarding the costs 

of operations and police response times to occurrences. On conducting a literature review 

of the facility location problem in the public security area, it was noticed the mathematical 

model Maximal Covering Location Problem (MCLP) could be applied to a case study 

concerning military police units in Recife, a large city in Northeast Brazil. For the case 

study, MCLP, along with a Decision Support System (DSS), was applied to make an 

analysis of the potential location of military police facilities in Recife. This evaluation 

enabled the results obtained from an ideal scenario, where the bases were positioned at 

optimal points, to be compared with the performance of these facilities in their current 

location. For this purpose, CVP (an indicator for Violent Crimes against property 

georeferenced data from 2017 and the location of the military police units of Recife were 

used. 

 

Keywords: Public Security, Facility Location Problem, Decision Support System.  

 

Find and cite the full work as: 

Henriques de Gusmão, A.P., Aragão Pereira, R.M., Silva, M.M., Costa Borba, B.F., 2019. 

Facility Location Problem in Public Safety Area, in: Freitas, P.S.A., Dargam, F., Moreno, 

J.M. (Eds.), Decision Support Systems IX: DSS Developments & Future Trends, Lecture 

Notes in Business Information Processing. Springer International Publishing, Cham, pp. 

13-25. 
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Forecasting Emotions in Refugee and Migrant Communities for Site 

Management Support Using Fuzzy Cognitive Maps 

Maria Drakaki, Panagiotis Tzionas 

 Department of Automation Engineering, Alexander Technological Educational Institute of 

Thessaloniki, P.O. Box 141, GR-574 00, Thessaloniki, Hellas (GR) 

{drakaki, ptzionas}@autom.teithe.gr  

Hacer Güner Gören 

 Department of Industrial Engineering, Pamukkale University, 

Kinikli Campus, Denizli, Turkey 

hgoren@pau.edu.tr  

 

ABSTRACT 

Refugees and migrants arrivals in the Mediterranean since 2014 have resulted in 

humanitarian relief operations at national and international levels. Decision making by 

relevant actors in all aspects of humanitarian response impacts on the well-being of People 

of Concern (PoC). Site management decisions take into account a wide range of criteria in 

diverse sectors, including protection of PoC. Criteria address basic relief response, such as 

water, sanitation and nutrition, social characteristics, as well as protection of PoC. In 

particular, site management decisions may affect relationships between PoC, leading to 

tensions or peaceful coexistence between PoC. In this paper a decision making process is 

proposed for the forecasting of emotions in PoC sites in order to assist site management 

decisions, particularly in the context of avoidance of tensions. The method uses Fuzzy 

Cognitive Maps (FCM) to forecast emotions based on input data obtained from site 

management reports. Historical data from site management reports in Greece have been 

used for deriving the indicators used in the input layer of the designed FCM. The proposed 

method will be applied to forecast potential tensions in PoC sites in Greece. 

 

Keywords: Artificial emotion forecasting; fuzzy cognitive maps; refugee site management; 

decision support method; refugee crisis. 

 

Find and cite the full work as: 

Drakaki, M., Gören, H.G., Tzionas, P., 2019. Forecasting Emotions in Refugee and 

Migrant Communities for Site Management Support Using Fuzzy Cognitive Maps, in: 

Freitas, P.S.A., Dargam, F., Moreno, J.M. (Eds.), Decision Support Systems IX: DSS 

Developments & Future Trends, Lecture Notes in Business Information Processing. 

Springer International Publishing, Cham, pp. 1–12. 
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A Conceptual Framework for an Integrated Information System to 

enhance Urban Mobility 

Sérgio-Pedro Duarte, Jorge Freire de Sousa, Jorge Pinho de Sousa 

 INESC TEC / Faculty of Engineering, University of Porto 

Rua Dr. Roberto Frias, 4200-265 Porto, Portugal 

s.duarte@fe.up.pt, jfsousa@fe.up.pt, jorge.p.sousa@inesctec.pt 

 

ABSTRACT 

Decision-making processes are essential in the design and operation of transportation 

systems. Multiple actors interact through these systems and their decisions may 

significantly influence each other actions, both at a strategic level and an operational and 

real time level. However, those decisions are often based on the same or similar data. 

Planners are interested in knowing congestion points to manage traffic, transport operators 

want to prevent delays, and travelers try to choose the best route for their trips.  

In this context, multimodal networks have a great potential to provide higher levels of 

service, and to improve system efficiency and city sustainability. Managing a multimodal 

network with multiple stakeholders can be achieved through integration and collaboration, 

and a smart incorporation of modes, along with well-designed interfaces and multi-platform 

information systems. In such a context, a diverse and dynamic demand from varied types 

of travelers (residents, visitors) and trip purposes (loading/unloading, services access) 

needs to be addressed. In cargo transport, vehicle dimensions, pollutant emissions or 

time/zone windows have also to be taken into account.  

To help decision-making processes in such multi-stakeholder contexts, we have created a 

conceptual framework for an integrated information system based on Enterprise 

Architecture Frameworks and Service Design approaches. Since this information system 

will be capable of integrating different data sources and provide different information for 

different stakeholders, the framework can hopefully be used in quite different contexts. In 

this work, we use it to address urban mobility issues. 

 

Keywords: urban mobility, smart sustainable cities, integrated information systems, 

enterprise architecture frameworks, multi-user platforms, decision-making. 
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INTRODUCTION 

Urban population growth is causing new challenges to transportation systems efficiency. 

In the EU alone, urban population may reach 80% of the total population by 2020. Statistics 

show that urban areas are growing, leading to more mega cities with larger suburbs [1]. 

Due to socio-demographic changes related to technological developments, we are facing a 

socio-technical transition that will significantly change citizens behavior regarding 

transportation systems [2]. Whether it is a vehicle related technology, a set of gadgets or a 

simple smartphone app, current technology is changing citizens’ habits and activities. This 

transition environment puts greater pressure in the different decision-making processes. In 

the perspective of authorities or operators, they need to be confident that their decisions 

will benefit the overall system efficiency; and in the perspective of the users, they need to 

plan their trips in the most efficient way according to their personal needs and possibly 

conflicting criteria. Therefore, the complexity of information and its impacts on the 

different stakeholders require a more advanced and integrated approach. 

Such integration can be achieved by an information system (IS) capable of responding to 

different types of decisions and taking into account different stakeholders’ needs [3]. 

Nevertheless, the development of an integrated system raises challenges due to the 

existence of data from multiple sources, that needs to be properly managed and analyzed 

[4, 5]. One integrated approach will increase the participation of all stakeholders, in the 

sense that users can feed the system with data that other stakeholders can use. In that way, 

such a system would also improve planning activities and bring citizens to participate in 

designing a smart, sustainable city through knowledge co-creation [6]. 

Designing and implementing an integrated IS should be based on a framework that 

considers the different user perspectives, the different levels of decision and the different 

type of data. As far as we know, existing approaches are based on Enterprise Architecture 

Frameworks (EAF), such as the Zachman Framework for Enterprise Architecture (or the 

Zachman Framework) [7]. However, recently proposed guidelines can be used to build 

integrated information systems in several other contexts [8]. Zachman himself recognizes 

that no architecture is completely right or completely wrong. Therefore they need to be 

used together [9]. In this paper, we present a conceptual framework for the design of an IS 

for urban mobility issues. 

We argue that to deliver an IS that supports the decision processes of the different  

stakeholders, there is a need to properly relate all types of possible decisions to the required 

data. Hence, in our approach we integrate methods from Service Design in the Zachman 

Framework, thus adding value to the current state of the art on the mobility research. That 

helps us to study the complexity of the service ecosystem in the context of urban transport. 

The next section presents a brief literature review on EAF and Multilevel Service Design 

(MSD). The conceptual framework developed in this work is presented in another section 

of the paper. Finally, some conclusions and future research topics are presented.  

ENTERPRISE ARCHITECTURE FRAMEWORKS AND SERVICE DESIGN 

Enterprise Architecture (EA) first appeared as a form of aligning IS with companies’ 

processes by using information technology (IT) as a facilitator of those processes. EA can 

be seen as a set of guidelines, methods, models, and tools that can be used to design an IS 

structure that supports an organizational structure [10]. 
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From the existing EAF, we base our research on the Zachman Framework and the 

Enterprise Architecture Design (EAD) from Velho [11]. EAD is based on The Open Group 

Architecture Framework (TOGAF), Federal Enterprise Architecture Framework (FEAF), 

and Enterprise Architecture Planning (EAP) [11]. Regarding Service Design approaches, 

we use the Multilevel Service Design proposed by Patrício et al. [12].  

The Zachman Framework for Enterprise Architecture can be considered as the first EA. 

This framework is based on comparing the construction of a IS to the construction of a 

building. The original framework presented five perspectives, from the owner of the project 

to the sub-contractor, including planner, designer, and builder, like in physical 

construction. For each of these perspectives, the framework proposes the documentation to 

be produced at different abstractions (data, function, network, people, time, and motivation) 

[7, 11]. 

This type of organization gives the Zachman Framework the potential for being well 

understood by cross-functional teams. It is represented as a matrix in which the perspective 

of each player can be associated to one row, and each fundamental question to one column. 

Each player perspective is associated with a level of detail, with this level growing when 

moving in the matrix, from top to bottom [9]. The level of detail is related to the type of 

document produced, with a clear distinction between business processes, entities, 

application, and technology. The Zachman Framework was recently modified to include 

the user perspective, represented by the role of workers in construction, thus including the 

description of the operations to be performed [13]. This helps using IS as a service since it 

includes both backend and frontend perspectives. 

EAD emphasizes the planning phase of the project since it defines the strategy for the IS 

to be implemented. Thus, it can also be studied as a methodology. It presents the 

information system design in four major phases (planning; current situation; situation to be 

implemented; and implementation plan and change management) [11]. 

Moreover, EAD highlights the importance of project management by including policy 

layers (Management Principles, and Governance Models), and a transition plan [11]. This 

transition plan is included because EAD considers the existence of a previous architecture 

and system. This is more accurate in the XXI century since most companies already have 

some IS supporting their processes. In the same way as the Zachman Framework, EAD 

uses the business model process (BPM) methods to map the processes to be supported by 

the information system. 

Multilevel Service Design (MSD) is a method to design technology-enabled services 

focused on the customer perspective. It was created to respond to the challenges of multi-

interface services, e.g., services where customers need to use physical and digital channels 

[14]. MSD is an interdisciplinary method or process that approaches services design from 

a high level (the service concept) to more detailed specifications (the service encounter), 

including the definition of customers interactions moments (the service system). MSD 

takes into account customer’s requirements, enabling the integration of the customer 

experience in all the stages. Moreover, it does not only consider the customer perspective, 

but it also enables the customer’s participation in the design process, by using the 

appropriated methods [12]. Some of the MSD features are related to Business Process 

Management (BPM), but they have been adapted to increase awareness about customer 

experience. 
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CONCEPTUAL FRAMEWORK 

The conceptual framework proposed in this work is built on the idea that the IS should 

provide the right information to support decision-making, and that the collected data should 

provide such information. By first mapping the decisions for the different stakeholders, we 

can then map the information provided by the data, to support the various decision 

processes. 

The IS architecture is designed in three layers (Acquisition, Processing, Visualization) that 

correspond to the first three stages of the decision-making process (Data collection, Data 

Analysis, and Results Analysis). 

As in some other EAF, the first level of the framework is concerned with the definition of 

the goals. In our work, this takes place during the process of mapping the decisions, as this 

process will help define the real purpose of the IS. Then, identifying all the data sources 

will allow us to build the data acquisition layer. For this purpose, the adopted methodology 

is based on approaching the problem in the opposite way of the decision-making process. 

This means that identifying the data sources required can be achieved by answering the 

following questions: 

1. What decision will the user make? 

2. What information is required to make that decision? 

3. What data can provide that information? 

Then, the process goes on with the design of the other layers of the system (Figure 1). At 

the visualization layer, different applications may be developed to respond to each 

stakeholder decision-making process. 

 

•  

Figure 1. Conceptual framework. 

 

The foundations of our work are similar to those of other IS frameworks, as it includes an 

objective (defining what the system is supposed to do), a model (how the system will work 

and interact with the users) and a technological architecture (where the system will run). 

Due to the complexity of the transportation sector and the need to involve multiple 

stakeholders, we integrate Multilevel Service Design [12] concepts in the process. Figure 

2 demonstrates how our framework is related to the Zachman Framework.  
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Figure 2. Relation of our conceptual framework to the Zachman Framework. 

 

The decision mapping phase is related to the Service Concept from MSD and the Strategic-

Operational Summary from EAD. By mapping the decisions of the stakeholders, we also 

analyze the stakeholders’ profiles. This helps in defining the mission and objectives of the 

IS as EAD suggests. At the Context level, studying the Value Constellation helps us 

understand the ecosystem and the relations between the stakeholders. This is important 

because, in the transportation sector, the decisions of each stakeholder can influence other 

stakeholders. For instance, the citizens’ behavior influences the operators’ supply, as the 

existing supply influences the citizens' choice of using or not using public transport. At the 

Business level, we use artifacts from MSD such as System Architecture and System 

Navigation to answer the what?, how? and who? questions from the Zachman’s 

abstractions. At this point, we map the decision process for each stakeholder (who) by 

defining what their actions are and how they currently structure their decisions. Regarding 

the design of the Acquisition and Processing layers, it is related to the data, application and 

technology architectures from EAD. Finally, the visualization layer details, for each 

stakeholder, the interaction with the IS. This can be achieved using the service experience 

blueprint from MSD. 

 

CONCLUSIONS 

Our research is built on two main premises: i) a multilevel integrated planning process for 

multimodal mobility is key to increase the sustainability of a city; ii) well-informed 

decisions may have significant positive impacts. Accordingly, an integrated IS should allow 

all stakeholders to have access to the same information when making their decisions, 

whether they are complex and strategic (e.g. adding a new road) or simple (such as planning 

a trip). The participation of multiple stakeholders is one of the main challenges, and it is 

the main reason why we use Service Design concepts to develop a user focused approach.  

The main contributions of this work cover both the development of a IS architecture and 

the stakeholder involvement. The support provided to the stakeholder inclusive decision 

processes is based on existing methodologies, but it is enhanced by putting together 

concepts of Service Design with EAF. This will also raise the awareness of the service 

perspective in city planning. Once there are multiple stakeholders and several ways to 
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interact with transport systems, the complexity of such systems resembles the complexity 

of a service with multiple interaction channels. In our case, the IS resulting from the 

proposed architecture allows service providers to improve their service and communication 

with the transportation system users. 

As future research, new practical stakeholder involvement methods can be developed, 

mainly using ICT to improve communication, collaboration, and transparency among the 

different stakeholders. This will be achieved during the decision-mapping phase, where a 

participatory process will help to validate decisions. 
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ABSTRACT 

The increasing number of disruptions to Critical Infrastructure, like natural disasters, 

terrorist attacks, or internal failure is today a major problem of society. Concern is even 

greater when considering the interconnected nature of Critical Infrastructure, which might 

lead to failure propagation, causing domino and cascade effects. To mitigate such 

outcomes, critical infrastructure must recover its capacity to function with regard to several 

criteria. Stakeholders must therefore analyse and improve the resilience of critical 

infrastructure before any disruption occurs, and base this analysis on different models so 

as to guarantee society’s vital needs. Current resilience assessment methods are mainly 

oriented towards the context of a single system, thus narrowing their criteria metrics, 

limiting flexibility and adaptation to other contexts, and overlooking the interconnected 

nature of systems. This article introduces a new Decision Support System that makes it 

possible to define a model to evaluate the functionalities of interconnected systems. The 

model is then used to assess the resilience of these systems based on simple and generic 

criteria that can be extended and adapted.  
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INTRODUCTION 

Modern society relies on the functioning and mutual exchange of services of various 

interconnected and interdependent infrastructures, i.e., systems or systems of systems 

(healthcare, energy, transport, manufacturing, financial, etc.) [1], [2]. The interdependencies 

between and within systems make them less resilient to disruptions [3]. Specifically, a 

disruption in an interconnected system can lead to domino and cascade effect that impacts on 

the other systems related to the initially affected one [4]. This becomes a problem when 

considering the currently increasing number of natural disasters. For instance, in July 2012, the 

largest blackout in history affected more than 600 million people in India. Through a cascade 

effect, several other systems (transport, telecommunication, finance…) also failed [5], [6]. In 

2011, the flooding in South-East Asia led to a lack of hard drives and to an increase in the price 

of these devices all over the world [7]. The growing number of hurricanes - Sandy, Isabel, 

Harvey and Irma - has provoked not only human and material damage, but also economic and 

production/service capacity failures [8]. 

The notion of resilience is related to the functioning of critical infrastructures or 

systems and is here defined as “the capacity of a system to recover, in a minimum time, with 

minimum costs (financial, human, workload, etc.) a certain functioning capacity on all 

dimensions of its performances”. Some aspects of the resilience of a system can be assessed 

by analysing its functionalities in several situations: (a) before a disruptive event, (b) during a 

disruptive event and (c) after a disruptive event. During each situation, it is important to (i) be 

able to assess the resilience at a given timestamp and/or period, including during disruptive 

events, and (ii) to identify preventive actions for different scenarios, to improve the results of 

the resilience assessment. 

This paper focuses on situation (a) and proposes a Decision Support System for 

continuous and multidimensional resilience assessment based on analysis of the functionalities 

of interconnected systems. 

Current resilience assessment approaches are oriented towards individual systems [9], 

whether they be financial, healthcare or transport systems. These approaches are therefore 

inflexible (difficult to adapt to other domains), with fixed criteria that generally concern 

performance (other criteria that might be important in the assessment of resilience are 

overlooked) and not applicable in the context of interconnected systems. This paper defines 

Decision Support System that makes it possible to define a model to evaluate the functionalities 

of interconnected systems that are linked to some aspects of resilience. The model is further 

used to assess resilience, based on several criteria. The proposed generic criteria can easily be 

extended and adapted depending on the context and needs. The originality of the approach lies 

in (1) the combination of functionality-analysis models and continuous resilience assessment 

following several dimensions of systems, (2) flexibility of criteria metrics for easy adaptation 

in different contexts and (3) the possibility to aggregate the results of several functionality-

analysis models with continuous assessment of the resilience of interconnected systems. 

The paper is organized as follows. The contribution is presented in the second section 

and illustrated in the third section by a case study, before concluding in the last section by an 

evaluation of the limits and perspectives of the research work. 
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Proposal 

The main concepts of the proposal are illustrated in Figure 3. A system can be 

composed of several components. A territory can hosts several systems. The relations between 

systems might be functional or non-functional. Functional relations allow the circulation of 

flows. Non-functional relations refer to influence relations described by [10]. A component is 

characterized by several criteria. A criterion is defined by a value and a unit. To consider 

uncertainty, in normal functioning, a criterion value is comprised between a minimum value 

𝑓𝑚𝑖𝑛
𝑛  and a maximum one 𝑓𝑚𝑎𝑥

𝑛 . The value of a criterion must not be outside the limits 𝑓𝑚𝑎𝑥 

and 𝑓𝑚𝑖𝑛. Criteria and Systems are composable (i.e., contain other criteria or systems). An 

evolution function defines a behaviour to simulate the evolution of a criterion and to change 

its value over time. The aggregation function, as its name suggests, aggregates the values of at 

least two criteria. The influence function determines how a given criterion/system changes 

another one under specified conditions. Note that feared events and flows are also instances of 

the concept System (see Figure 1). 

 

Figure 1. Conceptual model. 

A functionality evaluation process defines a Functionality Evaluation Model that is 

further used for resilience assessment. This process is based on three steps: 1) modelling, 2) 

model transformation and 3) simulation. Step 1 – modelling consists of identifying systems, 

criteria, evolution, aggregation and influence functions. After that, relevant criteria 

characterizing the system are also identified. Then a function that manages every criterion is 

defined if needed. From a technical point of view, the modelling of these concepts is done in 

the Obeo Designer environment (https://www.obeodesigner.com/en). Step 2 – model 

transformation is an automated process that transforms designed models into a simulation 

environment. Technically, a model-to-text transformation script is written in Obeo Aceleo to 

perform the transformation from Obeo Designer to the GAMA platform. This transformation 

is based on [11] and [12]. Step 3 – simulation consists of simulating the results of the model 

transformation and plotting the result (i.e., a functionality curve). This is technically provided 

through the GAMA multi-agent simulation platform (http://gama-platform.org/). 

This proposal is included in the framework of the MAIIEUTIC project 

(http://maiieutic.mines-ales.fr/) founded by the CARNOT M.I.N.E.S institute. The validation 

process includes several meetings with experts from System Engineering, Crisis Management, 

Risk Management and Multi-criteria Decision-Making approaches. 

http://gama-platform.org/
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Throughout this paper, assertions 1 to 10 below define some aspects of the Functionality 

Evaluation Model related to resilience assessment. 

● Assertion (1): Several elementary independent criteria that characterize a system can 

be used to define a Functionality Evaluation Model as a parameter to assess a particular aspect 

of the resilience of this system. 

● Assertion (2): A Functionality Evaluation Model must consider the objectives and 

constraints of the Territory. 

● Assertion (3): The value of the assessed resilience is between 0 (not resilient at all) and 

1 (fully resilient). 

● Assertion (4): The value of assessed resilience of a system depends on the value of each 

criterion aggregated into the Functionality Evaluation Model. 

Assertion (5): Based on the Functionality Evaluation Model, the value of a given criterion 

must not be greater than certain values. 

● Assertion (6): Based on the Functionality Evaluation Model, the value of a given 

criterion must be between certain values. 

Assertion (7): There is a decrease in the value of assessed resilience due to the value of the 

criteria dropping out of the limits 𝑓𝑚𝑖𝑛
𝑛  and 𝑓𝑚𝑎𝑥

𝑛 . 

Assertion (8): Based on a Functionality Evaluation Model, the closer the value of criteria is 

to the limit 𝑓𝑚𝑎𝑥 or 𝑓𝑚𝑖𝑛 the lower the value of assessed resilience is. 

Assertion (9): Based on a Functionality Evaluation Model, if the value of a criterion is 

between 𝑓𝑚𝑖𝑛 and 𝑓𝑚𝑖𝑛
𝑛  or 𝑓𝑚𝑎𝑥 and 𝑓𝑚𝑎𝑥

𝑛  (this situation is denoted as “the system stays in a bad 

functioning period”) for more than a given period, then the value of assessed resilience 

decreases. 

Assertion (10): The more often the value of a criterion goes outside of 𝑓𝑚𝑖𝑛
𝑛  and 𝑓𝑚𝑎𝑥

𝑛 , the 

lower the value of the assessed resilience is. 

Case study 

The proposed methodology is applied to a simple case study. The aim here is to 

demonstrate the claims of the proposal. The system considered here is a network of 

infrastructures composed of: (1) a coal power plant, (2) a road (transport system), and (3) a 

signalling system. The power plant produces a certain quantity of electricity and needs trucks 

to deliver coal. The amount of electricity depends on the overall production capacity and the 

quantity of coal in incoming trucks (i.e., the quantity of transported coal). The performance of 

the signalling system depends on the electricity used. A bad performance impacts the safety of 

the road that furthermore influences the number of trucks in circulation (i.e., the quantity of 

transported coal to produce electricity). Therefore, a decreasing number of trucks decreases the 

electricity production of the power plant. Figure 2 shows the relationship between the criteria 

of these systems, where the arrows represent the dependence relationship. 
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Figure 2. A use case based on a network of infrastructures. 

This example is modelled using the Obeo Designer platform, transformed based on an 

Acceleo transformation script and simulated based on the multi-agent platform GAMA. The 

focus here is on the simulation results. 

There are six criteria: The Quantity of Produced Electricity (QPE), the Number of 

Incoming Trucks (NIT), the Quantity of Required Electricity (QRE), the Performance (PER), 

the Safety (SAF) and the Number of Circulating Trucks (NCT). These criteria characterize the 

global system, as shown in the Figure 7. The proposal complies with Assertions 1 to 4; 6, 

defined in the previous section. For the sake of space and simplicity, only the Quantity of 

Produced Electricity (QPE) criterion is discussed hereafter. The objective of the power plant, 

assumed for this case study, is the production of 5.0 units (e.g., gigawatts); authorized 

minimum and maximum are assumed to be respectively 0.1 and 10. Note that Figure 3 defines 

the metamodel for these parameters. In normal functioning, the fluctuation might be between 

[3.0 - 7.0]. 5 units are tolerated if the objective is not fulfilled. The evolution function for the 

QPE, i.e., 𝑓𝑛(𝑡) is defined below. 

𝑓𝑛(0) = 5.0

𝑓𝑛(𝑡 + 1) = 𝑓𝑛(𝑡) ± 𝜌(0.5)
 (1) 

Where 𝜌(𝑥) is a random function that for a given number 𝑥 returns a random number 

𝑛 such that 0 ≤ 𝑛 ≤ 𝑥. 

In addition, the value of 𝑓𝑚𝑖𝑛
𝑛 , 𝑓𝑚𝑎𝑥

𝑛 , 𝑓𝑚𝑖𝑛 and 𝑓𝑚𝑎𝑥 should change with respect to time. 

For instance, the power consumption of a city depends on seasons (e.g., electricity consumption 

increases during winter) and thus the minimal production of the power plant should be greater 

than 3.0. Consequently, the evolution functions defined by Equation (25 – 28) are assigned to 

𝑓𝑚𝑖𝑛
𝑛 , 𝑓𝑚𝑎𝑥

𝑛 , 𝑓𝑚𝑖𝑛 and 𝑓𝑚𝑎𝑥. Note that for the sake of simplicity, these functions randomly 

change the value of their parameters. 

𝑓𝑚𝑖𝑛(0) = 0.1

𝑓𝑚𝑖𝑛(𝑡 + 1) = 𝑓𝑚𝑖𝑛(𝑡) ± 𝜌(0.1)
 (2) 

𝑓𝑚𝑎𝑥(0) = 10

𝑓𝑚𝑎𝑥(𝑡 + 1) = 𝑓𝑚𝑎𝑥(𝑡) ± 𝜌(0.1)
 (3) 

𝑓𝑚𝑖𝑛
𝑛 (0) = 3.0 

𝑓𝑚𝑖𝑛
𝑛 (𝑡 + 1) = 𝑓𝑚𝑖𝑛

𝑛 (𝑡) ± 𝜌(0.1)
 (4) 
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𝑓𝑚𝑎𝑥
𝑛 (0) = 7.0 

𝑓𝑚𝑎𝑥
𝑛 (𝑡 + 1) = 𝑓𝑚𝑎𝑥

𝑛 (𝑡) ± 𝜌(0.1)
 (5) 

For all situations the value of assessed resilience is between 0 and 1 and depends on all 

six criteria. However, there is no constraint on the duration of the bad functioning periods, and 

consequently, Assertions 9 and 10 are not tested in this use case. For the other assertions, i.e., 

Assertions 5; 7 and 8, two simulations are proposed: one for the up value, and one for the down 

value. For each assertion, the simulation result shown here is for 12 timestamps. For example, 

the Figure 8 illustrates a disruptive event that causes a drop-up (overload) of the QPE that 

cannot be mitigated and causes a system crash. Resilience factor 𝑅𝐶0
𝑢𝑝

 remains 1 while the value 

of the criteria is superior to 𝑓𝑚𝑖𝑛 or inferior to 𝑓𝑚𝑎𝑥, until the disruptive event occurs at 

timestamp 9 (Figure 8). After timestamp 9, a drop-up of the QPE causes the system to enter a 

bad functioning period. Shortly after, i.e., just before timestamp 10, the system enters an 

unacceptable state because the QPE becomes superior to 𝑓𝑚𝑎𝑥 and 𝑅𝐶0
𝑢𝑝

 becomes 0 

 

Figure 8: Simulation 

Conlusion 

Infrastructures are nowadays facing an increasing number of disruptions, from natural disasters 

to terrorist attacks and internal failures. Mitigating these negative effects means that the 

infrastructures must recover their initial functioning capacity in minimum time, with minimum 

costs, i.e., they must be resilient. Thus, stakeholders must analyse the resilience of 

infrastructures before any disruption to anticipate the right decisions at the right time. This 

paper introduces a Decision Support System for the evaluation of the functionality of 

interconnected systems for the purpose of resilience assessment. The methodology is designed 

to prepare Stakeholders for different disruptions before they happen, allowing them to make 

the right decisions at the right time. The major contributions of the methodology are: 

• It provides a relevant tool for the combination of functionality analysis models and 

continuous resilience assessment following several dimensions of systems; 

• It proposes a way to connect rough data with functional analysis and resilience 

assessment; 

• It proposes an agile, evolutive and continuous resilience assessment paradigm (it can 

be extended with other criteria, other data sources to define criteria, other aggregation 

formulas, etc.). 

The main limitation of the approach is its dependence on relevant input data. In other 

words, an incorrect domain knowledge as input will surely provide an incorrect evaluation. In 

this sense, we are unable to warn users about the inconsistency of their input data. 
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ABSTRACT 

In a scenario where organizations in the software development industry face a highly 

competitive environment, there is a need to find ways to support decision-making to satisfy 

customers and achieve business excellence. A maturity model is regarded as an important 

tool for demonstrating the evolution of a given approach and allows organizations to engage 

on planning actions to achieve the desired results. Thus, this study aims to investigate which 

maturity models are being applied in the domain of project management for software 

development. To achieve this goal, a literature review was carried out based on a review of 

36 articles. The research produced evidence that showed that although many maturity 

models for project management are discussed, few such models are applied in the software 

development segment. It is believed that this occurs due to two maturity models, CMM and 

CMMI, which have been widely discussed in the literature, having become firmly 

established. 

 

Keywords: Maturity Model, Project Management, Software Engineering, Capability 

Maturity Model Integration, CMMI. 

  



EMC-ICDSST 2019 PROCEEDINGS – ONLINE VERSION   
EURO MINI INTERNATIONAL CONFERENCE ON DECISION SUPPORT SYSTEM TECHNOLOGY  

P.S. Freitas, F. Dargam, R. Ribeiro, J.M. Moreno, J. Papathanasiou (editors)  
Madeira, Portugal, 27-29 May 2019 

 

- 28 - 

 

INTRODUCTION 

Maturity models (MMs) are considered management tools that help a decision-maker to 

define the best way to improve a specific domain i.e. MMs tend to be used in managing 

organizational change. When deciding which domain to improve, a number of different 

directions may be taken. Often, it is not easy to decide how to modify the process in the best 

possible way [1]. This is one of the reasons why MMs are used during the improvement 

process. 

Although MMs first appeared in the 70s to control Information Systems, they have been 

used in different domains [2]. One of the areas that gained prominence was project 

management. Managing projects is a difficult activity for any organization. Various events can 

lead to failure, such as non-compliance with deadlines, a poorly planned budget, or 

nonconformity of predefined specifications [3]. It can be said that the main challenge of project 

management is to achieve all the goals and objectives of the project while adhering to the main 

constraints placed on it, such as scope, quality, deadlines and budget.  

In 1987, Carnegie Mellon University's Software Engineering Institute (SEI) took the lead 

by proposing the Capability Maturity Model (CMM), an MM from the point of view of the 

processes of software engineering. The model offers five levels of maturity to help software 

companies continually improve their software processing capabilities [4]. The successful 

application of CMM in the software industry has inspired experts internationally from many 

fields, like the well-discussed research on the development of a project management maturity 

model. As a result, many valuable MMs in project management have been used ever since [5]. 

Thus, the main objective of this paper was to identify which MMs are being applied in the 

software development segment, for use in the field of project management. For this, a literature 

review was carried out, which took advantage of the final set of relevant articles identified by 

the systematic review of literature conducted by [2]. The intention is that the present study 

could be used as an aid for software development organizations whose desire to assess the level 

of their project maturity, however, not knowing which MM to choose. This work belongs to a 

wider study that seeks for MM evaluation for selection problem.  

 

METHODOLOGY 

According to [6], a research study always starts by setting out to tackle some problem, and 

does so by asking a question. Therefore, the problem that drives this study is: Which MMs are 

being applied to the project management domain in the software development industry? To 

answer this question, an exploratory-descriptive study was conducted based on a literature 

review. The papers to be reviewed were selected from the study by [2]. For their research, the 

objective of the systematic review of the literature undertaken by these authors was to examine 

published papers that presented the development of the research area in MMs, as well as 

evaluation models for classifying maturity levels. Figure 1 illustrates the research model and 

the steps followed to carry out this study. 

1. Delimitation 
of the sample

2. Title, abstract 
and keywords 

review

3. Review of the 
content of the 

article

4. Analysis, 
discussion and 

conclusions
 

Figure 3: Research model 

In the final set of relevant articles selected by [2], 409 articles were identified for more than 

20 different domains. For this paper, the sample selected from those in [2] was limited to 

articles identified as being for “Project management” and “Software engineering/IT” or “IS 

management”. In addition, the authors of [2] classified the selected articles according to their 
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research focus: application, development, meta-analysis and validation. The objective of this 

study is to define only the MMs that have been applied in some organization. Thus, a sample 

of 36 articles was selected (Appendix A). In step 2 of the research model, the titles, abstracts 

and keywords of all articles delimited in the sampling were reviewed. The aim of this step was 

to select only MMs that had been applied in project management that guided the segment of 

software development. Articles focusing on other segments were discarded from the analysis. 

In step 3, review of the content of the article, each article was read. If in step 2 it was not 

possible to identify if the revised article should be part of the analysis, in step 3, the article was 

read thoroughly, thereby ensuring that only papers relevant to this study were selected. Step 4 

was used to analyze and discuss the findings, and, presents the conclusions. For the analysis, a 

classification scheme was defined with the purpose of facilitating the comparison and 

discussion of the articles selected. The classification scheme is shown in Table 1. 

Table 1: Classification scheme 

Classes Examples 

MMs applied CMM, CMMI, OPM3, PMMM, K-PMMM 

Procedure for setting the maturity level Sets a score, Fuzzy Number 

Approach of the Paper Descriptive, Prescriptive or Benchmarking 

  

RESULTS AND DISCUSSION 

By applying the research model, 36 articles for the selected domains were identified. Of 

these, 15 articles were selected for the domain of “Project management” and 21 for “Software 

engineering/IT or IS management”. Using the VOSviewer® tool enabled a bibliometric map of 

the selected articles in the sample to be generated (Figure 2). The bibliometric map constructed 

displayed the density of occurrence of keywords in the titles and abstracts. On the maps that 

were generated of keywords or clusters of greatest recurrence, a greater or lesser distance 

between items represents the relative strength between these words [7]. The greater the number 

of items near a point and the greater the proximity of neighboring items, the more strength the 

keyword has, or the higher the density [2]. In the bibliometric map of Figure 2 each color 

represents a different cluster.    

 

Figure 2: A view of the density in the clusters of the most frequent keywords 
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It was verified that the keywords ‘model’, ‘project’, ‘project management maturity’ and 

‘capability maturity model’ are the words that had the highest density, i.e. the greatest 

relevance of occurrence. This suggests that research on these topics is more advanced. Note 

the proximity of some of these terms in the formation of 4 clusters with items concentrated 

around these keywords (Figure 2). What is noticeable in Figure 2 is the proximity of the red, 

blue and yellow clusters, that is, the clusters that have as the main keyword the words ‘model’, 

‘capability maturity model’ and ‘project’ respectively. This may be an indication that, for these 

areas of study, besides being mature areas of research, their performance was close to each 

other in the studies carried out. In other words, these terms are interrelated in academic studies. 

By proceeding with steps 2 and 3 of the research model, two articles that contribute in a 

relevant way to this research [8, 9] were identified. Both articles selected discussed the 

application of an MM in the software segment with a project management approach. They were 

selected from the “Software engineering/IT or IS management” domain. In other words, the 

articles of the domain "Project management" have application in other industrial segments. Of 

the two articles selected, both discuss the application of CMMI (Capability Maturity Model 

Integration). The CMMI are models created by the SEI and are already well established in the 

MM literature. The CMM is based on the principles and practices of total quality originally 

developed by [10]. From the CMM, the SEI launched the CMMI in 2001 to integrate the then 

already existing CMMs [11]. The CMMI program describes how to evolve an immature 

process into a mature, disciplined process while taking into account the domains of process 

management, project management, engineering, and support [11]. Some other MMs were 

identified in the research; however, without their having been applied in software development. 

Table 2 shows the relationship of MMs in the management of the projects which were identified 

from the sample of selected articles. Also shown in Table 2 are the maturity levels of each 

model, whether elements of the PMBOK have been incorporated in its structure, to what 

segment the application belongs according to the article and the main advantages on the MMs. 

As to the evaluation models used to evaluate the level of maturity in the two publications, 

it was observed in the studies developed in [8, 9], Fuzzy Theory was used to deal with linguistic 

terms and to define the level of maturity after applying the CMMI. Fuzzy theory has techniques 

that are designed to deal with imprecise linguistic concepts or fuzzy terms. It allows users to 

enter inaccurate terms and yet get more consistent answers [2]. 

Table 2: Maturity models in the project management domain 

MM Maturity level 

Incorporation 

of PMBOK 

elements 

Example of the 

application 
Main advantages 

Kerzner’s Project 

Maturity Model  

(KPMMM) 

Level 1- Common 

Language, Level 2- 

Common Processes, Level 

3- Singular Methodology, 

Level 4- Benchmarking 

and Level 5- Continuous 

Improvement 

Yes 

Consultants; 

contractors; 

manufacturers; 

service 

providers; 

investment 

companies and 

financial 

institutions 

It has an assessment software 

with free online version and an 

application questionnaire in the 

guide: Using the Project 

Management Maturity Model. 

The model offers some 

references on how to build an 

improvement plan based on 

results.  

PM Solutions’ 

Project 

Level 1- Initial Process, 

Level 2- Structured 

Process and Standards, 

Level 3- Organizational 

Yes 

professional, 

scientific and 

technical 

services; 

It has an assessment software for 

PM Solutions consultants.  Has 

an application questionnaire. 

Has a book/ guide from 
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Management 

Maturity Model 

(PMMM) 

and Institutionalized 

Standards, Level 4- 

Managed Process and 

Level 5- Optimizing 

Process 

information; 

finance and 

insurance; 

manufacturing; 

mining and 

engineering 

industry; 

construction 

industries; 

public agencies 

orientation. The assessed results 

are used as a base for the 

improvement of the plan 

development, however, the 

model does not show how to do 

it.  

Organizational 

Project 

Management 

Maturity Model 

(OPM3) 

Level 1- Standardize, 

Level 2- Measure, Level 3- 

Control and Level 4- 

Improve 

Yes 

Construction 

industries; 

various (without 

specifying 

which 

segments) 

It has an evaluation tool and the 

improvement plan is one of the 

key elements of the model. 

Includes the project, program 

and portfolio dimensions in its 

structure. Has a book/ guide for 

orientation. 

PRINCE2 

Capability 

Maturity Model 

(P2CMM) 

Level 1- Cognitive, Level 

2- Repeatable, Level 3- 

Management, Level 4- 

Repeatable and Level 5-  

Cognitive 

No Simulation 

It has a free practices guide. 

Includes the project, program 

and portfolio dimensions in its 

structure. It is based on the 

PRINCE2 and P3M3 project 

management method. The 

assessed results are used as a 

base for the improvement of the 

plan development, however, the 

model does not show how to do 

it. 

Prado Project 

Management 

Maturity Model 

(P2M3) 

Level 1- Initial (ad hoc), 

Level 2- Known, Level 3- 

Standardized, Level 4- 

Managed and Level 5-  

Optimized 

Yes R&D companies 

It has a free evaluation tool. 

Includes the project, program 

and portfolio dimensions in its 

structure. The assessed results 

are used as a base for the 

improvement of the plan 

development, however, the 

model does not show how to do 

it.  Has a book/ guide for 

orientation. 

Portfolio, 

Program and 

Project 

Management 

Maturity Model 

(P3M3) 

Level 1- Awareness of 

process, Level 2- 

Repeatable process, Level 

3- Defined process, Level 

4- managed process and 

Level 5-  Optimized 

process 

Yes 
Government 

agencies 

Includes the project, program 

and portfolio dimensions in its 

structure. Has a guide for 

orientation. The assessed results 

are used as a base for the 

improvement of the plan 

development, however, the 

model does not show how to do 

it.  

Capability 

Maturity Model 

Level 1- Initial, Level 2- 

Managed, Level 3- 

Defined, Level 4- 

No 
Software 

engineering 

It has an evaluation method for 

professionals authorized by SEI. 

Has a guide for orientation. Has 

two ways to demonstrating 
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Integration 

(CMMI) 

Quantitatively Managed 

and Level 5-  Optimizing 

maturity: continuous and staged 

representation. The assessed 

results are used as a base for the 

improvement of the plan 

development. 

Besides classifying the procedures used to define the level of maturity, the authors of this 

article sought to determine whether the applications took a descriptive, prescriptive or 

benchmarking approach. According to [12], if a model is purely descriptive, the application of 

the model is seen as a single, timely assessment with no provision for improvement. A 

prescriptive model indicates how to approach maturity improvement in order to positively 

affect the value of the business/ process. The comparative model allows benchmarking in 

industries or regions [12]. Of the two articles analyzed, [10,11] describe a comparative 

application of CMMI, in which process area evaluations are compared between companies. 

 

CONCLUSIONS 

This study has enabled the main objective of this work to be achieved. When reviewing the 

36 articles, it was noticed that several MMs had been applied in project management, such as 

OPM3, KPMMM, P2M3, P3M3, P2CMM and PMMM. However, the focus of application of 

these articles is on segments that show little interest in software development. We verified that 

this segment limits itself to using the traditional MM of SEI, the CMMI. It is believed that this 

occurs due to the worldwide scope that these models have, which has led to their having 

become firmly established as among the most frequently and widely used MMs in software 

engineering. However, models such as PMMM, OPM3 and KPMMM are seen to have been 

applied widely in several segments. Elements and features of the PMBOK guide, such as 

evaluation software, are embedded within the structure of the models and their application. 

These characteristics become so attractive that this justifies applying the model in other 

domains, such as in software engineering.   

Finally, the main limitation of this study is the lack of an in-depth comparative approach to 

examining the use of MMs in project management. It would be interesting for the academic 

literature to identify the main similarities/ differences, as well as advantages/ disadvantages of 

each of the MMs developed/ applied for this domain. Therefore, for future studies, it is 

suggested that a comparative study that has broad coverage on MMs in project management 

should be conducted.   
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ABSTRACT 

With the fast growing of data-rich systems and big data, dealing with complex decision 

problems with skewed input data sets and respective outliers is unavoidable. Generally, 

data skewness refers to a non-uniform distribution in a dataset, i.e. a dataset which contains 

asymmetries and/or outliers.  Normalization is the first step of most multi-criteria decision 

making (MCDM) problems to obtain dimensionless data, from heterogeneous input data 

sets, that enable aggregation of criteria and thereby ranking of alternatives. Therefore, when 

in presence of skewness in criterion datasets, finding a suitable normalization technique is 

of utmost importance. As such, in this work, we compare four normalization techniques 

(Max, Max-Min, and Vector, Target-based) on criteria datasets, which contain outliers to 

analyze their results for MCDM problems. A numerical example displays the behavior of 

the four normalization techniques and Step B (Pearson correlation) of an (ongoing) 

evaluation assessment framework is used to recommend the best normalization technique 

for this type of criteria In the extended version all steps, of the on-going evaluation 

assessment frame work, will be used to ensure the choice is appropriate. 

 

Keywords: Normalization, Data Set, MCDM, Decision Making, Outliers, Target value, 

skewed data. 
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ABSTRACT 

In this paper, we propose Dynamic-R method, a new decision aiding procedure to deal with 

multicriteria rating problems. A multicriteria rating problem consists on partitioning a set 

of objects, assessed under several dimensions called criteria, into predefined ordered 

equivalence classes, called categories, identified by rates. Several rating methods were 

developed using the majority rule. These methods present many disadvantages leading 

potentially to an unconvincing rating. In this work, we introduce a dynamic rating 

procedure aiming at providing a “convincing” rating (stable under criticisms) over a set of 

studied objects. It is called dynamic, since rated objects will be used to characterize the 

categories in the next steps. The developed rating procedure is based on the aggregation of 

positive and negative reasons respectively supporting and opposing to a rating. 

 

Keywords: Multicriteria Decision Aiding, Rating Problem Statements, Decision Support 

Systems, Algorithmic Decision Theory 
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ABSTRACT 

This paper proposes an intelligent decision support system for the Incremental Periodic 

Prediction of the decision class to which an action is likely to belong. This method is based 

on three phases. The first consists of three steps: the construction of a family of criteria for 

the characterization of actions; the construction of a representative learning set for each of 

the decision classes; and the construction of a decision table. The second phase is based on 

the DRSA-Incremental algorithm that we propose for the inference and the updating of the 

set of decision rules following the sequential increment of the learning set. The third phase 

is meant to classify the “Potential Actions” in one of the predefined decision classes using 

the set of inferred decision rules. Our method is based on the DRSA (Dominance-based 

Rough Set Approach) which is a supervised learning technique permitting to extract the 

preferences of decision makers for the actions categorization. Applied in the context of 

MOOCs (Massive Open Online Courses) for the categorization of learners’ profiles, our 

approach proved a satisfactory classification quality that reaches 0.66. 

 

Keywords: Intelligent Decision Support System, Multicriteria decision making, 
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ABSTRACT 

This paper aims to propose a multicriteria decision model to solve a location selection problem 

for a pressure reducing station in a natural gas distribution company.  The case study under 

study is a Brazilian natural gas distribution company, since the chosen company is planning to 

expand its operations. The preference modeling was conducted through two approaches: 

PROMETHEE II and the Flexible Interactive Tradeoff (FITradeoff) method, once they are 

intuitive and straightforward to apply. The results obtained from both methods were similar, 

which proved the robustness of the model and that the DM evidenced consistency in its 

preferences. Also, the FITradeoff method demonstrated to be more intuitive to apply, since a 

smaller effort is required from the DM and this is because the procedure does not require 

complete information from the DM in the weight elicitation process.  

 

Keywords: Natural Gas Station Location, Pressure Reducing Station, MCDM /A, 

PROMETHEE II, FITradeoff. 

 

INTRODUCTION 

The distribution of natural gas to the several consumer segments must be carried out 

uninterruptedly, with specific pressure and flow for each customer [1]. In Brazil, for instance, 

the expansion of gas pipelines is a responsibility of the distribution companies, and it is planned 

to increasingly stimulate natural gas growth, competitiveness in the sector, as well as meet the 

diverse demands of its stakeholders from the public and private initiative. 

These organizations have come across with several difficulties in delivering satisfactory 

results, an efficient strategic and operational planning process that addresses the varied 

interests of all their stakeholders. Among these difficulties, it is possible to mention the 

decision making in the selection of strategic locations for the implementation of pressure 

reducing stations (PRS), which are used to control the outlet pressure of the natural gas in the 

distribution operations in order to maintain the necessary flow to meet customer’s demand [1]. 

Such a decision must consider different financial criteria, technical operating standards, and 

environmental policies, besides being aligned with the company's expansion plan. In this 

context, Multicriteria Decision Making area is applied to support the decision making process, 

when it is not possible to represent all the objectives in only one project [2]. They consist in 

analyzing the possible implementation of an action, assessing its positive and negative 

mailto:naylilacerda@gmail.com
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characteristics comparatively, side by side. According to the level of importance of the criteria, 

they are evaluated in an eliminatory way, until one action is considered better [3]. 

Thus, this study aims to propose a multicriteria decision model to solve a location selection 

problem for a pressure reducing station in a natural gas distribution company. To do so, an 

analysis was performed in a Brazilian natural gas distribution company, since the chosen 

company is planning to expand its operations and must carry out studies of this nature. 

To select the location for the pressure reduction station, the preference modeling was 

conducted through a non-compensatory approach, aided by the Preference Ranking 

Organization Method for Enrichment Evaluation II (PROMETHEE II) [4], an outranking 

method, and also a compensatory approach, assisted by the Flexible and Interactive Tradeoff 

method (FITradeoff), a value function method [5]. These methods were chosen because they 

are simple and intuitive to apply, allows the achievement of a complete ranking of alternatives, 

and the elicitation of them can be conducted with the decision maker (DM) by means of 

Decision Support Systems (DSS). Besides, it is essential to compare the results when different 

kinds of approaches are considered.  

 

METHODOLOGICAL PROCEDURES 

The Multiple Criteria Decision Making (MCDM) methods used were PROMETHEE II and 

FITradeoff. For the PROMETHEE II method, the decision making process was performed 

through an outranking relation [3]. The first step of the PROMETHEE II method is to elucidate 

the absolute weights of the criteria, the weights of this method must clearly show the 

preferences of the decision maker; and the definition of the type of preference function. Thus, 

the PROMETHEE II method performs the analysis through a pairwise comparison for each 

criterion, to obtain the preference relations between two alternatives. The analysis between 

alternatives a and b for a criterion j is given by a preference function Pj (a, b), which is 

expressed by the mathematical representation that compares one alternative with the other. In 

the strict preference function, called usual function, we have Pj (a, b) = 1 when gi (a)> gi (b), 

and in its opposite one has, Pj (a, b) = 0 [6]. 

The preference indices π (a, b) are calculated considering the weight wj of each criterion j. 

Then, the outranking relation is carried out, in which the positive preference flows Φ + (a) and 

negative Φ - (a) are calculated. Finally, a complete ranking of the alternatives is elaborated and 

the alternative that presents the highest absolute value of Φ (a), is the solution to the problem 

[6]. Figure 1, adapted from [4], describes the procedures to apply PROMETHEE II. 

 
Figure 1 – PROMETHEE II method 

 

The FITradoff method is based on tradeoffs, used for the elicitation of weights (ki) of criteria 

in additive models [5]. [5] proposed the FITradoff method with a strong axiomatic tradeoff 

structure, in a simple process to determine the performances (v) of the alternatives (a) in the 

criteria (i) when using partial information of the decision maker (DM) [5], allowing the 

1 – Pairwise 

comparison for 

each criterion 

2 – Calculate the intesity of 
preference P (d) between two 

alternatives. “d” is the 
difference between the 

performance of “a” and “b”

3 – Calculate the preference 

indicator π between 

alternatives a and b, 

considering the weight (Wj) 

of criterion (j)

4 – Calculate the 

positive Φ
+ 

 (a) and  

negative Φ
-
 (a) 

preference flows

5 - Calculate the net 

preference flow Φ(a)

The result is a ranking of the alternatives, in descending order of the flow values of net preference. The best alternative is the one with the highest flow 

of liquid preference.

P(d) = 1 if (d) > 0

P(d) = 0 if (d)   0

π(a,b) = Σ Wj * Pj (a,b) / ΣWj
Φ

+ 
 (a) = Σ π (a,x)

Φ-  (a) = Σ π (x,b)
Φ(a) = Φ

+ 
(a) - Φ- (a)
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decrease of inconsistencies in the model. The FITradeoff process is summarized in Figure 2, 

which is based on [5]. 

 

 
Figure 2 – FITradoff method 

 

When considering a multicriteria problem with m alternatives and n criteria, the first step of 

the FITradeoff is to order the weights for the criteria according to the preferences of the DM, 

according to (1.0), where k1 is the weight for the most preferable criterion and kn the least 

preferable [5]. 

    
Thus, all alternatives are verified by solving a linear programming problem, and an alternative 

is possibly optimal if (2.0) is satisfied [5].  

  
The optimal value of an alternative is verified through the maximization of the value aj, 

according to (3.0), in a linear programming model, where the decision variable is the weight 

ki, submitted to (1.0) and (2.0) [5].  

 
Thus, the process is performed to find the solution of all m alternatives until only an alternative 

aj is found. If the solution for the alternatives is not found, the method moves on to the second 

step, in which the decision maker must compare two possible consequences, considering the 

tradeoffs [5]. 

In this step, preference relations and partial information are used in inequations (4.0) and (5.0), 

which will be part of a new linear programming problem as new constraints, to find the solution 

to the problema [5].  

 

 
FITradeoff is an interactive method and the second step must be performed until a single 

solution is found or until the decision maker stops providing additional information [5]. 

 

RESULTS AND DISCUSSION 

The area where the pressure reduction station is to be implemented is located in a potential 

region for the expansion of the natural gas distribution network, since new urban roads will be 

opened, which will allow the creation of integration axes and local development, together with 

the expansion generated by housing programs from the local government, providing the 

distribution of natural gas to the commercial and residential segments.  

Since it is a complex problem, in this decision process occurs the situation in which there is 
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the influence of several decision making actors; however, only one individual is directly 

responsible for the decision in question [3]. Therefore, the DM was defined as the director of 

the technical and commercial area; and as specialists, the managers, who are responsible for 

relevant information to the problem.  

All actors in the decision making process were consulted and established basic specifications 

for choosing a location that includes a pressure reduction station, such as the location should 

be easily operable, with the possibility of interconnecting the new networks of carbon steel 

(CS) and high density polyethylene (HDPE) to the existing network, not susceptible to 

flooding, and with the possibility of interconnection of water and electric energy; regarding 

environmental policy, the location must be licensed to build and maintain a pressure reducing 

station and must meet legal constraints, such as neighborhood area, zoning and building codes.  

Taking this into account, the experts surveyed the places that meet the basic specifications and 

that are close to the region of interest, as well as their characteristics. In addition, they carried 

out studies on the resources needed to implement the pressure reduction station at each of the 

potential sites. 

After defining the basic specifications, the criteria were identified as the area, the extension of 

high density polyethylene pipes and carbon steel, the impact on the neighborhood, the location 

cost and network deployment cost. The size of the area was considered since the site should 

support a pressure reduction station; the extension of HDPE and CS pipes were chosen as 

criteria because they influence the resources needed for the deployment, so the location should 

be as close as possible to the existing network; the impact on the neighborhood was considered 

due to the fact that there are environmental parameters that must be met; location and network 

deployment costs are important financial criteria that should be minimized. 

The problem of finding a location that meets the criteria for the construction of the secondary 

pressure reducing station has enabled the development of a multicriteria decision model that is 

meant to support the decision making process. With the set of alternatives and the criteria, the 

decision matrix was identified, as observed in Table 1.  

Table 1 – Decision matrix 

 
The evaluation of the alternatives, as well as the data for analyzes and comparisons, were 

obtained through the Visual PROMETHEE software and the FITradeoff DSS. In the 

PROMETHEE II method, the criteria weights were normalized by the procedure of division 

by the sum of the values so that the alternatives performed a pairwise comparison [6]. And in 

this paper, it was considered the usual function in where no particular parameter, such as 

indifference and preference thresholds, has to be defined and it gives the opportunity to the 

DM to use the criterion in its usual sense when required [3]. 

In the FITradeoff method the performance values of each alternative in each criterion are 

normalized in a ratio 0–1 scale. The FITradeoff DSS presented the optimal solution in the first 

step of the procedure, that is, when the DM ordered the criteria according to their preferences, 

showing that the method requires less cognitive effort from the DM during the elicitation 

Alternatives/ Criteria Area (m²)
Carbon Steel 

pipe (m)

High density 

Polyethylene pipe (m)
Neighbor Impact Location cost (R$) Pipe cost (R$)

L1 451        280                4.210                          Baixo -R$                   1.936.000,00R$  

L2 720        -                3.440                          Alto 1.000.000,00R$    2.376.000,00R$  

L3 1.436     1.540             2.620                          Alto 660.000,00R$       3.094.000,00R$  

L4 750        700                2.730                          Alto -R$                   1.722.000,00R$  

L5 765        2.240             1.200                          Alto 385.000,00R$       2.881.000,00R$  

L6 900        1.730             1.920                          Baixo 330.000,00R$       2.655.000,00R$  

L7 10.000   1.450             2.300                          Alto -R$                   2.225.000,00R$  

L8 1.549     1.680             2.750                          Médio 400.000,00R$       3.012.000,00R$  

Weight 2            5                    6                                 8                               9                           9                         

Objective Maximize Minimize Minimize Minimize Minimize Minimize



EMC-ICDSST 2019 PROCEEDINGS – ONLINE VERSION   
EURO MINI INTERNATIONAL CONFERENCE ON DECISION SUPPORT SYSTEM TECHNOLOGY  

P.S. Freitas, F. Dargam, R. Ribeiro, J.M. Moreno, J. Papathanasiou (editors)  
Madeira, Portugal, 27-29 May 2019 

 

- 43 - 

 

process and this is because the method works with partial information about the DM’s 

preferences. 

Among the eight alternatives that could have presented themselves as the best compromise 

solution for the multicriteria problem, in both methods, the ranking presented the alternative 

L4 as the best location option to implement the pressure reducing station. 

PROMETHEE II granted a descending complete pre-order of the alternatives, according to the 

net flow Φ (a), evidenced in Table 2. As well as enabled the evaluation of each criterion for 

each alternative through Table 3, in which the alternative L4 presented a good performance for 

all criteria, mainly in the financial parameters. The cost of network deployment presented itself 

as the criterion with the best performance, since the combination of CS and HDPE network 

extension provided the lowest cost for the company. 

Table 2 – PROMETHEE II results 

 
 

Table 3 – Preference flows 

 
 

In the FITradeoff method, the elicitation of the weights was performed according to DM 

preferences. Table 4 presents the values of the scale constants that maximize the global value 

of the alternative L4. When analyzing the results provided by FITradeoff, it was observed that 

the distribution patterns of the weights did not have significant variations, since ranking the 

criteria does not provide much information for these standards. 

Table 4 – FITradeoff results 

 
 

The tool “Visual Stability Intervals” from the Visual PROMETHEE software was used to 

perform a sensitivity analysis, to calculate the upper and lower boundaries of the results, i.e., 

the limits of the weight in which every criterion keeps the ranking unchanged when the other 

weights are kept at their initial levels. The neighbor impact criterion is the most sensitive, 

meaning that a small variation in its value has a bigger impact on the results when compared 

with other criteria. On the other hand, the pipe cost criterion is the least sensitive, which means 

L4 0,4945 0,6557 0,1612

L7 0,4872 0,652 0,1648

L1 0,0403 0,4725 0,4322

L2 -0,0256 0,4286 0,4542

L5 -0,1282 0,3773 0,5055

L6 -0,1502 0,4103 0,5604

L3 -0,2821 0,3004 0,5824

L8 -0,4359 0,2821 0,7179

 Φ+ (a) Φ- (a)Classification das Alternatives Φ(a)

Alternatives/ Criteria Area (m²)
Carbon Steel 

pipe (m)

High density 

Polyethylene pipe (m)
Neighbor Impact Location cost (R$) Pipe cost (R$)

L1 -1 0,7143 -1 -0,8571 0,7143 0,7143

L2 -0,7143 1 -0,7143 0,4286 -1 0,1429

L3 0,4286 -0,1429 0,1429 0,4286 -0,7143 -1

L4 -0,4286 0,4286 -0,1429 0,4286 0,7143 1

L5 -0,1429 -1 1 0,4286 -0,1429 -0,4286

L6 0,1429 -0,7143 0,7143 -0,8571 0,1429 -0,1429

L7 1 0,1429 0,4286 0,4286 0,7143 0,4286

L8 0,7143 -0,4286 -0,4286 -0,4286 -0,4286 -0,7143

L4 0,5161 0,2581 0,129 0,0645 0,0323 0 0,8849

K(C1)
Maximum 

Value
ALTERNATIVE K(C5) K(C6) K(C4) K(C3 K(C2)
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that a big variation in its value is needed to influence the results. The sensitivity analysis results 

help the DM to see the impact of each criterion in the model. 

The FITradeoff software also allows the performance of a sensitivity analysis. The process 

was carried out using ten thousand simulations with a variation of ± 10% in the weights of all 

the criteria. The sensitivity analysis of the FITradeoff presented the inclusion of the L7 

alternative in the original subset of potentially optimal alternatives, with 24.34% of occurrence. 

 

CONCLUSIONS 

In this study, the application of two multicriteria approaches, PROMETHEE II and 

FITradeoff, was presented to assess the decision making process of selecting a location for the 

implementation of a natural gas pressure reducing station. 

The application was the main difference between the two methods. In PROMETHEE II, the 

DM evaluates and ponders the absolute weights of the criteria individually, considering the 

interests of the stakeholders. In the FITradeoff method, the elicitation of the weights of the 

criteria occurs through comparative questions, which allows a better understanding and 

evaluation of the DM regarding the relevance of the criteria that will be used to define a solution 

that is close to reality. 

The results from both methods were similar, which allows inferring that the proposed 

multicriteria model was robust, satisfactory and that the DM showed consistency in its 

preferences. It was also noted that FITradeoff requires less cognitive effort from the DM during 

the elicitation process and this is because the method works with partial information about the 

DM’s preferences. 

Decision problems like the one presented in this study are common in other natural gas 

distribution companies. Hence, this study can be replicated or used as a basis by other 

organizations, so that decisions are not empirically made. 
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ABSTRACT 

This work aims to propose a model to assess organizational climate in healthcare 

institutions. To do so, a study was made in a Clinical Analysis Laboratory Unit of a Brazilian 

public health organization using Multicriteria Decision Making /Aid (MCDM /A). The 

multicriteria decision method applied was the ELECTRE TRI (Elimination and Choice 

Translating Reality), once it was an outranking problem. A review of the literature was 

carried out to establish the model criteria, including internal and external factors that can 

influence the organizational climate. To elicit the weights of the model, an aggregation of 

experts knowledge was performed, and the model was conducted by means of a Decision 

Support System (DSS). As a result, the model allowed to sort the organizational climate as 

favorable in an optimistic scenario and less favorable in the pessimistic scenario. The main 

contribution of this work is the validation of MCDM/A method in assessing organizational 

climate in healthcare institutions.  

  

Keywords: MCDM/A, Organizational Climate, ELECTRE TRI, Healthcare.  

 

 

INTRODUCTION 

Healthcare institutions provide several services for the population. They are inserted in a 

scenario of changes concerning the patients' demands, increase the life expectancy of people 

and demographic variations. All these issues require complex and constantly evolving 

management that seeks to add and create value to services offered [1]. Besides that, it’s 

important to emphasize that there is a difference between managing a public and a private 

hospital, because it is necessary to optimize resources when dealing with a public organization, 

including those that have a scarce supply and cannot be offered financial advantages to the 

servers [2]. 

In these circumstances, the concept of organizational climate is highlighted, which can be 

considered as a set of multidimensional perceptions of the individuals belonging to such 

organization. These perceptions develop with the meaning taken by each one in the 
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organizational context according to their pre-existing values [3, 4].  

This means that the organizational climate can have a direct impact on employees’ performance 

and well-being. Thus, the research of organizational climate has been a tool widely used by 

organizational psychology, in organizations of different branches. This analysis allows the 

organization to know what the individual's perception of the environment [4, 5]. 

Therefore, this paper aims to propose a model to assess organizational climate in healthcare 

institutions. The preference modeling was conducted through a non-compensatory approach, 

aided by the Elimination and Choice Translating Reality (ELECTRE TRI), an outranking 

method [6]. MCDA methods provide an essential and efficient way to support the decision-

making process, considering multiple criteria, and incorporating the decision maker (DM) 

preference structure. ELECTRE TRI is one of the most used methods for multicriteria sorting 

problematic [7]. In this study, the application of ELECTRE TRI was assisted by the Decision 

Support System (DSS) MDCA - Ulaval. 

 

METHODOLOGY 

The ELECTRE TRI method was used to sort the organizational climate of a Clinical Analysis 

Laboratory Unit of a Brazilian public health organization, since the solution of the problem 

brings to the DM a better understanding regarding the perception of the employees, which helps 

the decision-making process to improve organizational climate. ELECTRE TRI seeks to assign 

an alternative to any specific category based on a pairwise comparison of its evaluation with a 

particular set of criteria and categories limiting profiles [6]. 

The model proposed by [8] was chosen to define the criteria of the model, since it has a broad 

approach when analyzing internal and external factors regarding organizational climate. Also, 

it considers some factors of previous studies and additional factors that emerged with 

globalization, technological innovations, diffusion of information and increased competition 

among companies. The set of criteria are presented in Table 1. 

To elicit the weights of the model an aggregation of experts knowledge was performed. 

Hence, six professors from an engineering program of a public university in Brazil were 

selected as experts to define their preferences thorough a questionnaire, where 0 would be the 

criterion of minor relevance and 100, the major. 

 

Table 2: Set of criteria to assess organizational climate 

INTERNAL FACTORS EXTERNAL FACTORS 

Structure and rules Family living 

Relationship and cooperation Holidays and leisure 

Identity and pride Physical and mental health 

Leadership and support Family financial situation 

Consideration, prestige and tolerance Politics and economics 

Opportunity for growth Public security 

Organizational culture Social life 

Stability in employment Performance of your sport team 

Transport (between home and work)   

Sociocultural level   

 

In this research, internal factors and external factors were considered as independent 

alternatives. A three-points scale questionnaire was constructed, where 1 corresponds to non-
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favorable climate, 2 less favorable climate and 3 favorable climate. Thirty-four questionnaires 

were distributed in the laboratory, in which twenty-three were answered. The mode of the 

answers was aggregated to define the performance of each criterion.  

For the ELECTRE TRI application, the preference thresholds (p), indifference (q) and the veto 

threshold (v) must be determined. Therefore, in this study we chose to assign the zero value to 

the thresholds, which brings a notion of true criterion rather than pseudo-criterion, as it is 

considered in ELECTRE TRI. This means that a zone of hesitation, represented by the weak 

preference, is avoided [10, 11].  

The method is based on two steps [6]: construction of an outranking relation 'S' that is 

characterized by comparing the alternatives to the categories profiles, and; exploitation of the 

relation S to assign each alternative to a specific category. For further information on 

ELECTRE TRI procedures, see [6, 9]. 

To run the MDCA - Ulaval it was necessary to establish the cutting level (λ), where 0,5 ≤ λ ≤ 

1, and the limiting profiles for the classes. The profiles used for applying the method are 

presented in Table 2. 

Table 2: Classes and Profiles for the ELECTRE TRI Method 

NAME DESCRIPTION NUMBER 

Classe 3 Favorable   

Profile 2   2 

Classe 2 Less favorable   

Profile 1   1 

Classe 1 Not favorable   

 

The decision matrix data, weights, preference and indifference thresholds, veto threshold, 

cutting level, profiles, and classes were entered into the software. This step was performed 

twice: first to sort the organizational climate evaluated on the approach of external factors and 

secondly to evaluate internal factors. 

 

RESULTS AND DISCUSSION 

The mode of the answers regarding each criterion was identified and are described in Table 3. 

Table 3: Criteria from the model and mode of the answers 

  CRITERIA MODE 

IN
T

E
R

N
A

L
 F

A
C

T
O

R
S

 

Identity and pride 3 

Opportunity for growth 3 

Leadership and support 3 

Structure and rules 2 

Consideration, prestige and tolerance 3 

Stability in employment 3 

Sociocultural level 3 

Transport (between home and work) 1 

Relationship and cooperation 3 

Organizational culture 2 

E
X

T
E

R
N

A
L

 

F
A

C
T

O
R

S
 Family financial situation 3 

Family living 3 



EMC-ICDSST 2019 PROCEEDINGS – ONLINE VERSION   
EURO MINI INTERNATIONAL CONFERENCE ON DECISION SUPPORT SYSTEM TECHNOLOGY  

P.S. Freitas, F. Dargam, R. Ribeiro, J.M. Moreno, J. Papathanasiou (editors)  
Madeira, Portugal, 27-29 May 2019 

 

- 48 - 

 

Social Life 3 

Physical and mental health 2 

Performance of your sport team 3 

Holidays and leisure 3 

Public security 3 

Politics and economics 1 

─  

The preference (p) and indifference (q) thresholds were considered zero. Also, the veto value 

was equal to 1 (v = 1) and the cutting level equal to 0.75 (λ = 0.75). To define the weights, an 

average of the values attributed by the experts was made. The weights were normalized by 

dividing each of them by the total summation, so the sum of the weights remained equal to one, 

as shown in Table 4. 

Each alternative was evaluated separately. In both cases, internal and external factors, the 

climate was sorted as less favorable in the pessimistic procedure, while in the optimistic view, 

as favorable. When in the pessimistic and optimistic procedures an alternative is assigned in 

the same category, the method performs the assignment in the category identified. However, 

when the procedure assigns into different categories, it is characterized as incomparable. The 

pessimistic procedure is considered as the most rigorous [10]. 

To analyze the robustness of the model, a two-stage sensitivity analysis was performed. The 

first step consisted of varying preference (p) and indifference (q) thresholds. In both 

alternatives, five tests were performed, varying the thresholds from 0.1 until 0.5, and in none 

of them, there was a change in the results. In the second step, the variations were performed by 

changing the cutting level (λ). Five tests were also performed in the assignment of each 

alternative, and the cutting level was varied up to λ = 1. In this process, there was no change in 

the results, which demonstrates the effectiveness of the proposed model and the use of the 

method. 

 

Table 4: Criteria, average of the weights and standard weights 

  
CRITERIA 

AVERAGE 

STANDART 

WEIGHTS 

IN
T

E
R

N
A

L
 F

A
C

T
O

R
S

 

Structure and rules 82.50 0.08 

Relationship and cooperation 80.83 0.08 

Identity and pride 73.83 0.07 

Leadership and support 88.67 0,08 

Consideration, prestige and tolerance 
73.83 0.07 

Opportunity for growth 79.17 0.07 

Organizational culture 92.67 0.09 

Stability in employment 69.17 0.06 

Transport (between home and work) 
40.00 0.04 

Sociocultural level 41.67 0.04 

E
X

T
E

R
N

A
L

 

F
A

C
T

O
R

S
 Family living 54.17 0.05 

Holidays and leisure 53.17 0.05 

Physical and mental health 78.17 0.07 

Family financial situation 58.00 0.05 
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Politics and economics 29.17 0.03 

Public security 28.50 0.03 

Social life 40.67 0.04 

Performance of your sport team 
3.50 0.003 

  Total 1067.67 1.00 

 

 

CONCLUSIONS 

This study presented an MCDA methodology to evaluate organizational climate in a healthcare 

institution. A Clinical Analysis Laboratory Unit of a Brazilian public health organization was 

selected to propose the model using the ELECTRE TRI method.  

The results were satisfactory, considering that a questionnaire was used to collect data; the 

model allowed the evaluation of the organizational climate and the robustness of the results 

were proved with the sensitivity analysis. Also, for both internal factors and external factors, 

in a pessimistic scenario the climate was sorted as less favorable and in an optimistic scenario, 

as favorable, showing consistency in outranking. 

As a contribution, this work allows the manager a vision of the employees' perceptions 

regarding the organizational climate and, in addition, allows identifying which factors should 

be prioritized in the implementation of an action plan. Besides that, the research has relevance 

in showing the effectiveness of the application of an MCDA methodology in the evaluation of 

the organizational climate, considering that in the literature, there are several questionnaires 

and models of research of organizational climate, which are not always accompanied by 

procedures for evaluation.  

As limitations of the study, it can be highlighted the difficulty of establishing values for the 

parameters of the model, such as thresholds of preference and indifference. Finally, it can be 

stated that the proposed model broadens the vision of the tools that can be used in healthcare 

management. For future work, it is suggested to analyze the same database using other MCDA 

methods in order to compare the results and the efficiency of the proposed method.   
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ABSTRACT 

At the crossing of disciplines as Information Systems, Managment, Decision Support Systems, 

Data Mining, and Data Visualisation, Business Intelligence (BI) is understood in very different 

ways by the multiple concerned actors. This paper aims to offer to all of them an integrated 

view on multiple perspectives. To this end it first proposes a standard Business Intelligence 

approach. Then, it describes the main technical challenges addressed in the litterature with a 

particular focus on those risen by the emergence of Big Data. 

 

Keywords: Business Intelligence, Big Data, Decision Support Systems 
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ABSTRACT 

Decision Support Systems (DSS) and Business Intelligence (BI) are recognised as related 

disciplines and are often grouped together. However, different views exist as to the relationship 

between DSS and BI. Some authors characterise BI as a form of data-driven DSS, which 

suggests that BI is a subfield of DSS. Others suggest that BI has evolved beyond DSS or even 

replaced DSS, or simply ignore any connection with the DSS field,  

This paper uses bibliographic techniques to examine the aggregate nature of the DSS and BI 

fields to understand the relationship between them. We investigated articles published in 

journals in the period 2000-2018 and the citations in those articles. This research identified that 

DSS is concerned with a wide range of applications, with significant clusters outside traditional 

areas in environmental and medical applications. The BI papers are much more closely 

associated with the traditional Information Systems (IS) field and generally cite papers from 

Computer Science or Business.  The analysis showed that two journals Expert Systems with 

Applications and Decision Support Systems were important for both DSS and BI publications. 

DSS appeared in many specialist journals of no interest to the BI field, while a significant 

number of BI papers appear in BI journals disconnected from the DSS field. The research 

shows that BI is connected to the general Information Systems field and not only DSS, but that 

it is not as diverse as DSS. 

 

Keywords: Decision Support Systems, Business Intelligence, Bibliographics  
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INTRODUCTION 

Decision Support Systems (DSS) and Business Intelligence (BI) are recognised as related 

disciplines and are often grouped together, for instance in the ninth edition of the popular DSS 

textbook (Turban, Sharda, & Delen, 2011) and academic courses based on it. However, the 

exact nature of the connection between DSS and BI is not well established. Some authors 

characterise BI as a form of data-driven DSS (Power, 2008), which suggests that BI is a 

subfield of DSS. Others authors suggest that BI has evolved beyond (Watson, 2017) or even 

replaced DSS, while many authors simply ignore any connection with the DSS field, for 

instance, the widely cited BI paper (Chen, Chiang, & Storey, 2012) only references the term 

“Decision Support System” in relation to the name of the journal.  

With the introduction of computerised bibliographic databases, bibliographic techniques 

have developed to allow the examination of aggregate trends in academic publication. One of 

the most comprehensive bibliographic databases is Web of Science (WOS) maintained by 

Clarivate Analytics (previously Thomson Reuters). This database records articles from 1898 

to the present drawn from a wide range of disciplines and identifies the publications cited by 

those articles. WOS has close to 150 million records from 33,000 journals, with several billion 

cited references in the database (http://wokinfo.com). This paper uses bibliographic techniques 

to examine the aggregate nature of the DSS and BI fields in order to better understand the 

relationship between them. The disciplinary areas of application of DSS and BI are shown by 

the journals in which this research appears and the academic influences on these fields are 

shown by the journals cited by these papers. In addition, the keywords included with these 

articles indicate the themes of these papers.  

In this research, we examined journal articles in WOS for the period 2000-2018 inclusive 

with the keyword “Decision Support System” or “Business Intelligence” in the title or topics 

and examined the papers cited by these papers. We did not investigate papers in conference 

proceedings and book chapters, which are less consistently represented in the WOS database 

than journals, making analysis more difficult. However, our analysis does identify citations to 

books or conference proceedings.  

 

Table 1 Data extracted from the Web of Science. 

Number  “Decision Support System” “Business Intelligence” 

Number. of Citing papers  8024 1329 

Total number of cited papers  296724 

 

58273 

Number.of distinct cited papers 187526 39862 

Number of distinct cited journals 2163 655 

 

 
DECISION SUPPORT SYSTEMS 

There were 6 times as many DSS papers as BI papers (Table 1) and consequently a larger 

number of papers and journals cited. In recent years DSS publications appear in a wide range 

of journals (Keenan, 2016) with some of the most highly ranked journals in the environmental 

or medical informatics domains and this is reflected in the journals with the largest number of 

DSS articles shown in Table 2.  

 

 
Table 2 Main journals where DSS was published 2000-2018 

http://www.webofknowledge.com/
http://wokinfo.com/
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In addition to examining the pattern of article publication, we can also look at the pattern 

of publication of papers cited by these DSS articles. The pattern of citations from DSS articles 

also reflects the wide range of disciplines addressed by DSS. We used the Vosviewer software 

(van Eck & Waltman, 2010, 2017) to visualise the co-citation network for the citations of DSS 

articles. Figure 1 shows the main journals cited by DSS papers and these cluster into four 

groups, a central cluster with long-established DSS journals including Decision Support 

Systems and Expert Systems with Applications, a cluster towards the top with OR/MS and 

operations management journals, a cluster on the left with environmental journals and a cluster 

with medical journals on the right.  

 

Figure 4: most important publications cited by BI papers visualised in Vosviewer 

 

 

The BI domain has a smaller number of papers in the period 2000-2018. All of the 

journals with significant numbers of BI papers are in the traditional Information Systems (IS) 

domain (Table 3). Of these two journals, Expert Systems with Applications and Decision 

Support Systems are also important as an outlet for DSS publication. However, four of the top 

Journals Discipline 

Expert Systems with Applications ORMS 

Decision Support Systems ORMS 

Environmental Modelling & Software Environmental 

Computers and Electronics in Agriculture Environmental 

European Journal of Operational Research ORMS 

Water Resources Management Water Resources  

Interfaces Management 

Journal of Environmental Management Environmental 

International Journal of Production Research ORMS 

Knowledge-Based Systems Computer Science 

Journal of Medical Systems Medical Informatics 

International Journal of Medical Informatics Medical Informatics 
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ten BI journals have little or no relevance for DSS publication; Journal of Intelligence Studies 

in Business, Information Systems Management, International Journal of Data Warehousing 

and Mining and Business & Information Systems Engineering.  

The WOS classifies journals in different ways, one classification is research areas. A 

particular journal may be classified into more than one research area, for instance both medical 

informatics and computer science. Figure 2 shows the proportions of DSS and BI papers 

published in journals in the most common research areas and this clearly shows the greater 

concentration of BI in the IS/Computer Science area and the diversity of DSS articles in fields 

such as Agriculture.  

A similar picture emerges if we look at the papers cited by the BI articles, cited papers 

are also generally within the business or computer science domain. In Figure 3 the main 

journals cited can be grouped into BI related journals on the right, other IS journals on the left 

and other business journals towards the bottom of the figure. While there are a few references 

to medical informatics journals, these are still uncommon in BI papers despite their importance 

in DSS. 

Table 3 important journals for publication of BI papers. 

BI Journal Importance in DSS  

Expert Systems with Applications High 

Decision Support Systems High  

International Journal of Information Management Low 

Journal of Intelligence Studies In Business Low 

Information Systems Management Low 

Journal of Computer Information Systems Medium 

Knowledge-Based Systems Medium 

Information Systems Frontiers Medium 

Industrial Management & Data Systems Medium 

International Journal of Data Warehousing and Mining Low 

 
Figure 2: % of papers in main WOS Research Areas (note that categories overlap) 
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In individual papers cited, the BI domain has some citations to older semimanual DSS 

papers and to some widely cited DSS review papers (Shim et al., 2002). There is also significant 

citation from both domains to some older IS papers, for instance (Davis, 1989). In terms of 

modelling approaches, Zadeh (1965) is often cited in both the BI and DSS domains, and there 

are a significant number of references to the TOPSIS method in both domains (Wang & Elhag, 

2006), but Saaty’s work is mainly found in the DSS domain only (Saaty, 1980). The design 

science approach (Hevner, March, Park, & Ram, 2004) is referenced significantly more 

commonly in the BI field than the DSS domain, reflecting commentary that this approach 

should be used more in DSS. 

 
CONCLUSIONS 

While this subject deserves further investigation beyond this short paper, we can 

nevertheless draw some conclusions from the data analysed. BI is a domain is strongly 

connected to the IS field generally, but not only to DSS. BI remains centred on business 

applications, whereas DSS is concerned with an increasingly wide range of applications, 

notably in the environmental and medical areas. However, model driven DSS continues to be 

relevant in specialist roles in traditional areas of application like business and engineering, BI 

has not “replaced” DSS. BI allows users to make sense of the increasing amounts of data in 

modern systems, using increasingly sophisticated analytics techniques, but this modelling is 

not typically manipulated by the user. DSS continues to support specialist applications where 

the decision maker often plays a direct role in building the solution through the use of the DSS. 

BI provides business value for a large proportion of business activity and so is important to 

business. Academic research concentrates on the more complex and novel problems and many 

of these are located outside the business domain. If the DSS field is too narrowly focussed on 

traditional application areas then it may appear to have become less important relative to BI, 

 
Figure 3 : most important publications cited by BI papers 
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but this view reflects a limited perspective. However, it is probable that other disciplines who 

have adopted technology more recently may evolve in a similar way as IT use in business, only 

much more quickly. For instance, the concept of the “smart city” will involve large amounts 

of data being presented to city authorities and public alike and will synthesise BI techniques 

with environmental data (Pick, 2017). Business intelligence in the health domain is largely 

concentrated on financial and operations issues, but with increasing data coming from sensors 

and other devices patient data will be increasingly processing using BI techniques.  
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ABSTRACT 

This paper proposes a conceptual model that incorporates: (a) a business process entity, (b) 

a business process lifecycle aligned with the proposed entity, and (c) a compliance 

framework that focuses on the degree of process compliance to imposed regulatory 

standards. The pursuing objective is to systematize business processes through a conceptual 

entity applicable to Business Process Management (BPM) practices and compliance-

checking. The applied methodology involves the review, interpretation and comparison of 

business process definitions, structural elements and their interrelations, acknowledged 

BPM lifecycles and compliance rules. The initial findings lead to the proposal of a 

contextual business process structure that sets the boundaries of business process as a 

clearly defined entity. The business process entity encompasses continuous modification 

of its design based on the feedback it generates. Additionally, a comparative analysis of 

prominent BPM lifecycles resulted in a proposed ‘business process lifecycle’ that allows 

for a better alignment of the included cycle steps. The proposed business process entity is 

also related with process compliance practices to produce compliance-aware business 

processes. The introduced conceptual model can assist professionals in apprehending core 

business process features, focusing on process flexibility and redesign. It can also serve as 

a preliminary prototype for checking the degree of compliance between a business process 

and the applicable compliance rules. 

 

Keywords: Business Process, Business Process Management, BPM lifecycle, Business 

Process Lifecycle, Business Process Compliance. 
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ABSTRACT 

Process Innovation is assumed to require a more intrinsic rethinking of business processes, 

which is typically a creative process. Nevertheless, in this creative, prolific process there 

can be artifacts derived from rational practices that are capable to provide insightful 

recommendations. In this work, we claim that an event log, a file that registers the execution 

of the relevant business processes, can be the source of such an artifact.  

We describe the fundamental elements of two problem formulations, namely the set of 

alternatives, the set of potential actions that the decision maker may undertake, the set  of  

points  of view (dimensions) from which the potential actions are observed, analyzed, 

evaluated, compared, etc, and the problem statement (what is expected to be done with the 

alternatives) for two cases. The one refers to the case when multiple organizations perform 

the same business process (a case commonly taking place in public organizations, or in 

multinational companies), and the second one refers to when multiple resources are 

involved by performing similar roles in a single business process. 

In both cases, the event log provides the input to create a bipartite network whose structure 

reveals the operations sophistication, which in turn exposes the process innovation 

potentials. Although we briefly discuss how this is possible, in this work we emphasize the 

problem formulation rather than the evaluation technique that exploits the event log.  

 Keywords: Process Innovation, Problem Formulation, Process Mining, Evaluation 

Models 

 
INTRODUCTION 

The seminal work of [1] identifies process innovation within the core element of Methods as 

the stage that includes all methods which facilitate the development of improved business 

processes, as well as within the core element of Information Technology as the (semi-

)automated support for the generation of improved business processes. There are of course 

different types of process innovation and a plethora of approaches towards it, however, 

arguably, among the factors that can stimulate and promote it, we find the reduction of 

innovation latency [2] (i.e., to timely anticipate what improves the process), and the mitigation 

of the organizational resistance towards a process change endeavor [3]. 

In this work, we propose a way to address both these issues under two different problem 
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situations. We claim that this can be achieved by looking and taking action according to a 

metric that we call Operations Sophistication. This metric reflects how much diversified are 

the capabilities of an organization, and how difficult it is to deploy and apply those capabilities 

to the organizational operations. The core assumption is that a more versatile organization is 

expected to be able to demonstrate higher sophistication, manifest more complex sets of 

capabilities, and hence achieve better performance. 

More specifically, we assume a tripartite network. The one part consists of the 

capabilities, the second of the organizations, and the third of the behaviors/ patterns they exhibit 

over their operations within a business process. Organizations are connected to their available 

capabilities, and patterns are connected to their required capabilities. Then, if a pattern is 

observed, we can assume that all the required capabilities are in place, therefore, we can reflect 

the tripartite network with a bipartite one, connecting organizations to patterns.  

In previous work [4], we have shown that by analyzing the structure of such a bipartite 

network (an organizations-patterns network) and by iteratively considering the properties of 

the neighboring nodes of each part, it is possible to derive several metrics that reveal the 

potentials of the patterns to contribute to higher sophistication for the organizations. However, 

even after deriving several relevant metrics, it is not clear how a problem situation can be 

shaped and how a corresponding decision model can be formulated. How organizations should 

proceed? What is the shape of a solution? Why such a solution should be preferred against 

another? In this context, this work contributes by defining two problem situations that 

eventually allow the identification of the underlying structure of the relevant decision problem, 

and as such, they allow the re-use of procedures and models [5] forging a consistent process 

innovation technique. 

In the next section we try to give an overview of the concepts related to the Operations 

Sophistication notion, while in section 3, we present the two problem situations along with all 

the required definitions. We acknowledge that the presentation is not very descriptive, but this 

is due to the nature of this work, and we expect to elaborate on these aspects in future work. 

 
BACKGROUND 

In this section we briefly describe the related concepts and terms. Since only the basic 

justifications and information are provided, the interested reader is redirected to [4], [6] for a 

more detailed description. First, we assume that there is an available event log [7, p. 128] which 

contains the execution logs of the business process for which the innovation project is initiated. 

In [4], we describe analytically how this event log can produce a bipartite network. This 

bipartite network can take two shapes, as we will explain in the next section. The one set of 

nodes will always represent patterns (process behaviours like batch processing, involving 

multiple resources, balancing workload, etc. that are routinely followed during the process 

execution). The second set will reflect either the resources that are performing the relevant 

process tasks, or it will comprise organizations that are performing the same process. Without 

loss of generality, from here on we will describe the concepts based on the second option. 

We define versatility as the number of the different patterns that an organization 

demonstrates. In addition, we define the pervasiveness of a pattern as the number of 

organizations that exhibit it. We expect that patterns that require complex combinations of 

capabilities to be less pervasive, or in other words, the pervasiveness of a pattern signals the 

amount of capabilities that are required for its application. Therefore, we claim that the 

performance of an organization resides in the diversification of the patterns it can demonstrate. 

Sophistication is expressed in the assembly of the exhibited patterns and reflects the 

mechanisms that are needed to exploit different sets of capabilities. 

By using versatility to correct pervasiveness and vice versa, through a set of recursive 
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equations (see [6]) we can capture a metric that reflects the degree of sophistication that each 

organization exhibits during the process execution (we shall call this the Operations 

Sophistication Index-OSI) and a similar metric that reflect how much sophisticated every 

pattern is (let us call this Patterns Sophistication Index – PSI). 

Using the structure of the bipartite network, as well as the above basic metric, we can 

ramify the outputs and construct a set of additional insightful metrics. By calculating the 

probability of co-occurrence in the same organization between every two patterns, we can 

calculate a kind of similarity (proximity) over them. Then, exploiting this proximity metric 

among patterns, we can calculate the distance of every organization to every pattern as the 

normalized sum of the proximities of all the patterns that are proximate to the relevant pattern 

but that are not yet exhibited by the relevant organization.  

Accounting not only for the distance between an organization and patterns but for the 

level of patterns’ sophistication as well, we could calculate the sophistication prospects of the 

organization. This kind of weighting, results in a metric which we call Opportunity Value for 

an organization and it is very important, because when we create differences between the 

opportunity value of an organization and its alter ego that does not apply a distinct pattern, we 

can calculate the Opportunity Gain that every organization has from the adoption of that 

distinct pattern. 

 
TWO PROBLEM SITUATIONS 

In this section, and following [5], we will take the view that a decision aiding process is 

a process “in which different agents endowed with cognitive capabilities have to share some 

information and knowledge in order to establish some shared representation of the process 

object”. During the first steps of the process, these pieces of information of knowledge take the 

shape of two major deliverables, namely the problem situation and the problem formulation. 

The former boils down to a representation that will ultimately aid the client to better arrange 

herself regarding the decision procedure for which she asked the analyst’s recommendation. 

The latter (problem formulation), is actually a task of translating the client’s interest into a 

format that decision support techniques and methods can address. This is reached by using a 

formal decision support language, however since this will inevitably lead to a reduced reality, 

we ought to point out the following pitfalls: A problem formulation is not neutral to the final 

recommendation (solution), indeed a different formulation is very likely to lead to a different 

recommendation. The analyst’s defense of this is that following a problem formulation, the 

client will eventually be able to anticipate the possible conclusions and check whether these 

are compatible with her expectations. It is quite clear that the analyst shall not continue the 

decision aiding process, unless the problem formulation is validated by the client.  

In this work, and in accordance with [5], [8], we define a problem situation 𝒫 to be a 

triplet 𝒫 = 〈𝒜,𝒪, 𝒮〉 where 𝒜 are the actors involved in the process, 𝒪 are the objects 

(problems, interests, opportunities) introduced by each actor (for instance a manager of an 

organization may be concerned with the organizational change that an innovation will bring, 

while shareholders may be concerned with the expected profits it will bring), and 𝒮 are the 

resources (monetary or not) committed by each actor to each object of her concern. Another 

triplet representation is employed for the problem formulation. In particular, we define a 

problem formulation ΓΓ to be a triplet Γ =  〈𝔸, 𝕍, Π〉, where 𝔸 is the set of alternatives, the set 

of potential actions that the client may undertake, 𝕍 is a set of points of view (dimensions) 

from which the potential actions are observed, analyzed, evaluated, compared, etc, and Π is the 

problem statement (what is expected to be done with the elements of 𝔸 - some common 

problem statements are choice, ranking, rejection, etc.).  
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Formulation at the level of organizations 

This is the case where multiple organizations are performing the same business process 

(in parallel, not collaboratively), and they are interested in improving their relevant 

performance. This scenario is typical in the case of public organizations, or in branches of 

multinational companies. Following the definitions of the previous section, we postulate that: 

• 𝒜𝑜𝑟𝑔 is the set of actors that will get affected by the consequences of the decision, as 

well as the actors that are influencing the decision. This set comprises i) representatives 

from each organization: the CEO; the process owner (the person who is responsible for 

the efficient and effective operation of the relevant business process); the process 

participants (the persons that are performing the process) and ii) the process analyst; 

the process methodologist;  a higher authority that is the actor who initiate the process 

innovation project. 

• 𝒪𝑜𝑟𝑔 comprise a performance metric which is the target of improvement, the process 

behaviors that are routinely followed by the process participants during the process 

execution, and the organizational resistance to change. 

• 𝒮𝑜𝑟𝑔 consists besides of the implicit elements (the labour, the knowledge, etc.), of an 

event log (a flat file that registers the traces of the process execution) and of a set of 

patterns, i.e., process behaviors (e.g., batch processing, workload balancing) which 

organizations demonstrate during the process execution.  

• 𝔸𝑜𝑟𝑔 is a set of a patterns that can be adopted in order to improve the performance of 

organizations. We should emphasize two important issues: i) we assume that the 

process innovation project consists of the adoption of a subset of those patterns for the 

process execution; ii) patterns are meant as the elements of the final solution as a 

reflection of the capabilities that are required to perform them. 

• 𝕍𝑜𝑟𝑔 the evaluation dimensions include the potentials of improvement that each pattern 

brings, the feasibility of its realization in terms of the organizational resistance that it 

will meet, and the suitability of the pattern for the particular organization. 

• Π𝑜𝑟𝑔 is the problem statement which we suggest being non-purposeful, i.e., to describe 

the patterns under the points of view established in 𝕍𝑜𝑟𝑔.  

Formulation at the level of human resources 

In this case, we twist the main idea, and modify the objects of the bipartite network. 

Actually, we modify just the objects of the one set of nodes, the one with the organizations. In 

this, version, the bipartite network will therefore contain human resources (instead of 

organizations) and patterns. More specifically, consider the case when multiple human 

resources in an organization are assuming similar work roles. Being participants in the same 

business process, the human resources are interested in improving their personal competencies 

with respect to their performance about the process. The formulation elements for this case are: 

• 𝒜ℎ𝑟 is the set of the process participants, the human resources manager (or any other 

manager that performs some kind of performance appraisal), and the process owner, in 

the sense that he/she provides the process performance metrics and evaluations. 

• 𝒪ℎ𝑟 comprise a performance metric which is the target of improvement, the atomic 

behaviors that are routinely followed by the process participants during the process 

execution, and the motivation (including incentives) of each participant to improve her 

own personal performance. 

• 𝒮ℎ𝑟 consists besides of the implicit elements (the labour, the knowledge, etc.), of an 

event log (a flat file that registers the traces of the process execution) and of a set of 
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patterns, i.e., atomic behaviors (e.g., extreme handover, intense collaboration) which 

the process participants demonstrate during the process execution.  

• 𝔸ℎ𝑟 is a set of a patterns that can be adopted in order to improve the performance of 

every individual participant. We should emphasize two important issues: i) we assume 

that the process innovation project consists of the convincing participants to adopt a 

subset of those patterns so that eventually the process execution is improved; ii) patterns 

are meant as the elements of the final solution as a reflection of the capabilities that are 

required to perform them. 

• 𝕍ℎ𝑟 the evaluation dimensions include the potentials of improvement that each pattern 

brings, the feasibility of its realization in terms of the possession of the required 

personal capabilities, and the suitability of the pattern for the particular resource. 

• Πℎ𝑟  is the problem statement is similar with Π𝑜𝑟𝑔 since we suggest again to be non-

purposeful, i.e., to describe the patterns under the points of view established in 𝕍ℎ𝑟. 

 
CONCLUSIONS 

In this work we described how a decision model can be formulated for two different situations. 

In both cases, the triggering object is an event log which registers the execution of a business 

process, and the expected outcomes have the shape of recommendations for pertinent 

improvements. In one case, the situation is centered at the level of organizations that perform 

the same process and strive for a growth upbeat, and in the second case, the situation is centered 

at the level of human resources that strive for amelioration and self-development.  

There are of course many additional issues that were not discussed in this work, especially 

about the role that the event log plays, as well as about the validation options of the operations 

sophistication approach. However, this work consists a part of an ongoing work, that is partly 

shaped by the problem situations defined here, and as such its capacity becomes essential.  
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DSS in Complex Environments 

Ana Isabel Barros  

Principal Scientist at TNO, Netherlands Organisation for Applied Scientific Research 

Fellow at the University of Amsterdam, Institute for Advanced Study (IAS) 

Senior Research Fellow at the Netherlands Defence Academy 

 

The on-going globalisation and increasing accessibility of information, due to advances in 

information and communication technology, yield an increase in societal connectivity and 

dynamics as well as a better perceived shared awareness and quicker access to information 

and knowledge. This, combined with other mega-trends such as the rapid rate of 

technological development (e.g. Artificial Intelligence), climate changes (leading to 

extreme weather events), demographic changes (e.g. large-scale involuntary migration) and 

increasing economic inequality yield a complex and very interconnected society.  

In such a complex environment decision making and its support faces several challenges. 

Firstly, how to integrate the constant feed of huge amounts of data into the decision making 

in a meaningful and understandable manner? Secondly, how to cope with the pressure of 

making decisions quickly due to the increasing pace of life and the instant visibility of 

decisions? Finally, how to assess the effects of decisions (not only first order but also higher 

order) for different time horizons and for different partners and stakeholders? This talk will 

explore how these decision support challenges could be tackled in practice.  
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Social Sentiment Indices powered by X-Scores (SSIX) is a recent successfully completed 

Horizon 2020 innovation action; its mission was to provide European SMEs with a 

collection of easy to interpret tools to analyse and understand social media users attitudes 

for any given subject;  these sentiment characteristics can be exploited to help SMEs to 

operate more  efficiently resulting in increased revenues. Social media data represents a 

collective barometer of thoughts and ideas touching every facet of society.  SSIX searches 

and indexes conversations taking place on social network services, such as Twitter, 

StockTwits, and Facebook including the most  reliable and authoritative Newswires, online 

newspapers, trade publications  and blogs. SSIX classifies and scores content using a 

framework of  qualitative and quantitative parameters called X-Scores, regardless of  

language, locale or data architecture. The X-Scores framework interprets economically 

significant sentiment signals in social media conversations  producing sentiment metrics, 

such as momentum, awareness scope, topic density  and historical comparison. These 

metrics can create commercially viable  social sentiment indices, which can be tailored to 

any domain of interest. By enabling European SMEs to analyse and leverage social 

sentiment in their discipline, SSIX facilitates the creation of innovative products and  

services by enhancing the investment decision making process, thus increasing  revenue 

while also minimising risk. This talk will focus on the applied research output of the project 

with respect multilingual aspect  orientated sentiment analysis from financial microblogs. 

I will also discuss the challenges encountered in the SSIX project with respect to processing 

social media content, the various levels of linguistic  analysis required to overcome these 

and solutions and resources provided by  the project. 
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Making Business Meaning from Bits & Bites - 3rdPLACE & External Data 

Intelligence (E.D.I.)  

Pierluigi Vacca  

3rd PLACE – Partner & Chief Product & Service Officer, Italy. 

 

The most effective way for 3rdPLACE to exploit the SSIX experience from a commercial 

perspective was to shift from a product-based outcome to a service-based outcome named 

E.D.I. 

What is EDI? 

Mission:  to turn huge volume of unstructured data into business meaning for mid-big 

company. The output is represented by studies, papers, researches, etc. 

How? leveraging both technology (as the SSIX Framework) and methodology to provide 

an alternative set of digital insight 

Why? To enrich the informational base to support a better decision making on different 

goals as: launch of new product /service, open new international markets, consolidate the 

brand in the domestic market, etc. 

From a technical point of view, the SSIX experience concurred to give 3rdPLACE both 

knowledge and tech skills in big data collection in NLP techniques as well in building 

internal algorithms and solutions. 

Business case 

In 2017, we had the chance to apply this new service to a real business case. Infact we were 

approached by the italian country manager of Rothschild & CiE Gestion (one of the world’s 

largest independent financial advisory groups). In particular he needed an analysis aimed 

to collect public data from the web to measure and interpret users’ interest towards wealth 

management. The main goal was to leverage a data-driven approach to stimulate a digital 

transformation in financial advisory 

In particular, the most relevant questions to be answered were: 

• Do users talk, ask questions, search for assistance, share experiences online about 

wealth management? 

• If and How much do these online conversations grow year by year? 

• Where is this interest mostly concentrated? Social networks? Forums? Blogs? 

• What are the most discussed topics and subtopics related to wealth management? 

(transparency, robs-advisors?) 

• What is the user’s sentiment related to those topics and subtopics? 

Leveraging the SSIX platform, 3rdPLACE could: 

• Collect nearly one year of data coming from different digital sources (Twitter, 

finance blogs, RSS feeds, business information news, etc), (some data were bought 

from 3rd party companies) 

• Run data sampling and NLP algorithms to reduce the noise and to evaluate only 

relevant contents or source partnerships for more complex tasks, 

• Categorize the data samples into topics and subtopics,  

• Measured the user’s sentiment on each topic/subtopic.  

• Visualises insights through third parties application. 

The final outcome ended up to be a big success. Basically this paper (print some copies) 

demonstrated that exist an online demand for wealth management (users ask questions, 

need information and support and share experience ). This demand represent an opportunity 

to all the consultants that are open to embrace and adopt the digital medium. From this 
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point of view we were invited to a roadshow up&down Italy to present this paper to the 

financial advisors. 

Conclusions 

3rdPLACE’s mission has always been to “turn data into business” but, before SSIX project,  

we have always collected and analyzed only our clients internal data. The SSIX Consortium 

gave us the opportunity to broaden our capacity to work with data, getting precious know 

how to manage also huge volume of public data at scale. This know how represent today 

an invaluable asset for 3rdPLACE to support its client not only to derive value from their 

proprietary data but also to turn public data into actionable stories to optimize their 

business. 
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ABSTRACT 

The agriculture value chain, from farm to fork, has received enormous attention because of 

its key role in achieving United Nations Global Challenges Goals. Food waste occurs in 

many different forms and at all stages of the food value chain, it has become a worldwide 

issue that requires urgent actions. However, the management of food waste has been 

traditionally segmented and in an isolated manner. This paper reviews existing work that 

has been done on food waste management in literature by taking a holistic approach, in 

order to identify the causes of food waste, food waste prevention strategies, and elicit 

recommendations for future work. A five step systematic literature review has been adopted 

for a thorough examination of the existing research on the topic and new insights have been 

obtained. The findings suggest that the main sources of food waste include food 

overproduction and surplus, food waste caused by processing, logistical inconsistencies, 
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and households. Main food waste prevention strategies have been revealed in this paper 

include policy solutions, packaging solutions, date-labelling solutions, logistics solutions, 

changing consumers’ behaviours, and reuse and redistribution solutions. Future research 

directions such as using value chain models to reduce food waste and forecasting food 

waste have been identified in this paper. This study makes a contribution to the extant 

literature in the field of food waste management by discovering main causes of food waste 

in the value chain and eliciting prevention strategies that can be used to reduce/eliminate 

relevant food waste. 

 

Keywords: Systematic literature review, food waste generation, cause of waste, food waste 

prevention strategies 
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ABSTRACT 

The issues of sustainability and sustainable development are considered important aspects 

of governmental policy making. Currently, many methods are used to assess the 

sustainability of various regions and countries each accompanied by advantages and 

disadvantages. The objective of the current paper is to propose a new methodological 

framework for the assessment of sustainability that attempts to mitigate some of the 

limitations of the methods that are used. The proposed method is based on two-stage Data 

Envelopment analysis. In the first stage, raw data are transformed to sub-indicators using 

the multiplicative version of the VRS DEA model. The sub-indicators are used in the 

second-stage, in a typical Benefit-of-the-Doubt model, to calculate their optimal weights, 

which are used in the construction of a geometric composite indicator of sustainability. The 

method is tested to calculate a sustainability index for 28 European countries. The results 

show that eastern European and Scandinavian countries appear to be more sustainable than 

western, developed countries. 

 

Keywords: Sustainability, Data Envelopment Analysis, Benefit-of-the-Doubt, composite 

indicator. 
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ABSTRACT 

In this paper, we propose a design method based on the Unified Modeling Language (UML) to 

formalize information systems dedicated to trace decision making reasoning in serious games. 

The purpose is to propose a uniform way to represent several serious games. The main goal of 

our approach is to facilitate the conceptual modelling of the traceability of the stages of the 

game, the information provided to players and the choices made by them. We also describe a 

serious game application developed for decision making related to avalanche risk and apply 

our UML-based method on this use case.  

 

Keywords: Serious Game, UML, Decision Support, Avalanche Risk 
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INTRODUCTION 

- In this paper, we propose a design method based on UML (Unified Modelling 

Language) profiles to model information systems dedicated to trace decision making in a 

serious game. We also present a serious game application we developed dedicated to decision 

making related to avalanche risk. A first use of our UML approach is presented for this case 

study. In this application, the goal of our method is to facilitate the conceptual modelling of 

the traceability of the stages of the game, the information provided to players and the choices 

made by them. The result presented in this paper is a data model that can be used to store the 

traceability of the game sessions in a database. Then, the study of these data will allow the 

analysis of players' behaviours throughout the decision process. Our UML profile can be re-

used for other serious game applications. 

The paper is organized as follows. The second section describes the serious game we 

developed. The third section presents a brief bibliographic review on serious game design and 

the application of our serious game UML-based method on our game. A conclusion sums up 

our contribution and presents some perspectives. 

 

A SERIOUS GAME FOR DECISION-MAKING RELATED TO AVALANCHE RISK 

 

In this game, a team of players have to make a collective decision in a context of avalanche 

risks preceding (or not) a period of crisis management. The serious game we developed aims 

to put the players of the team in situation of decision. This decision is related to close (or not) 

a road exposed to one or several avalanche corridors. This game allows people to play different 

roles: a local elected representative, a road manager or an avalanche expert. There is no 

decision procedure planned in advance when the game is starting. The team of players have to 

construct its own reasoning step by step with each new piece of data arriving in the game. The 

research challenge is to observe and analyse the reasoning that led to the decision, in a context 

of more or less imperfect data. 

We have proposed a UML-based model of the whole process leading to a decision. Our 

future goal will be to use this conceptual modelling to create a database to store every event 

that has occurred during gaming sessions. These data will be used to analyse the decision-

making process.  

The main game mechanics are easy to understand. In a first phase, the team learns the real- 

life facts based scenario of the game. Then, the game is composed of several rounds. These 

turns are all similar. In a final phase, more information on the scenario is provided to the 

players, including the real-life outcome. During the game, some of the information is given 

randomly, by card draws. Here are the details of the game. 

1. Game start: different types of information are provided to all the players in order to 

understand the context: location of the site, weather situation, avalanche risk level, 

social context. 

2. Game turns: each game turn is as follows: 

 The team can ask for a limited number of information, only one per turn. The team 

can choose the information type. Figure 1 shows the different categories of 

information provided. 

 The team obtains new information in the chosen category. The game system 

provides randomly different information quality level. The information provided to 

players is more or less imperfect (precise, vague, etc.). This new information is 

evaluated individually by each player and collegially by the team. 

 The team makes the decision to continue playing (obtain new information to refine 
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the situation analysis) or to make a decision on the road, which ends the game. 

3. Game conclusion: The team has to prepare a justification of its choices to several types 

of stakeholder (prefect, insurance companies, etc.). At the end, a synthesis of the real 

facts that inspired the game scenario is provided and a pedagogical debate is initiated 

with the players. 

 

At any time during the game turn phases, events can occur and the game context can change 

to improve or to deteriorate the social context of the game or the meteorological conditions of 

the phenomenon. These events, provided by the animator of the game, force the team to re-

evaluate the situation. Three things can cause the end of a game: the information that the 

avalanche has fallen (i.e., it is too late to make a decision), a decision is made by the team, the 

playing time is up. 

 

 

Figure 1. Possible information provided to players during the serious game 

 

 

UML-BASED DESIGN FOR SERIOUS GAME TRACEABILITY 

Serious game design methods have interested different researchers for some fifteen years 

[1]. Serious games have received renewed interest in recent years and the methods for 

designing them have been the subject of specific research. The main serious game design 

methods, based on model approaches, were briefly presented in [2], [3] and [4]. Design 

frameworks have also been proposed in [5], [6], [7]. More recently, object-oriented model have 

been proposed in [8], [9]. In the context of ontologies, a formal representation has been 

introduced in [4]. Design patterns dedicated to serious games have also been proposed in [10], 

[11], [12]. No integrated method specifically dedicated to the development of information 

system for the traceability of serious games has been proposed. We made a synthesis of these 

proposals in order to propose a UML profile for serious game traceability design. In this paper, 

we illustrate the use of our UML profile on the conceptual model of the serious game presented 
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in the previous section, but our profile can be used for the modelling of traceability of other 

serious games. 

 
Figure 2. Example of use of our UML profile for serious game traceability modelling (part A) 

 

Our UML profile offers a set of stereotypes, enclosed in quotation marks, to identify the main 

features of serious games in class diagrams. The profile makes it possible to standardize the 

representation of several serious game models. These stereotypes can then be used to 

facilitate code generation to a database in order to trace and analyze game events and actions. 

A class diagram showing a serious game formalization with our profile is presented in Figure 

2 and 3. We describe below the main stereotypes used in this diagram. 

 
 

Figure 3. Example of use of our UML profile for serious game traceability modelling (part B) 

A game is based on a risk assessment grid (RiskAssessmentGrid) established by a team of 

experts (ExpertTeam) and on several scenarios (GameScenario) inspired by real life. A game 

is played during a session (GameSession). Each model instance corresponds to one game 

session. Each session is played on the basis of a scenario (GameScenario). An action that can 

be done by a player (PlayerCharacter) during the game is to draw a card or to make an 

evaluation (GameActionAssess) on the new context (GameContext). For each turn, the game 
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context is changed by a new information and individual assessment (each player) and team 

assessment (all players agree) are required (AssessmentTrace). The game is presented as a 

succession of turns (GameTurn) that present different states (GameState). The transition of a 

given state to another state is triggered either by ExternalEvent or by GameAction. 

GameMechanic allows describing the rules of the game such as the end of game conditions 

(GameEndingRule): time out reached, decision taken or fallen avalanche. The risk assessment 

grid contains a way of evaluation of different criteria and provides a framework for the different 

types of information provided to players. These criteria can be categorized (AvalancheSite or 

SnowWeatherConditions for example). Each of its criteria is associated with evaluation means 

which can be quantitative (LimitsAssessment) or qualitative 

(CriterionDescriptiveAssessment). For example, a condition can be evaluated as "Favorable", 

between 2m and 3m of snow.  

 

CONCLUSION 

In this paper, we defined the first concepts to describe the different elements to model a 

serious game. The goal is to propose a uniform way to represent several serious games. The 

proposed stereotype can be used for the modelling of other serious games. In the present paper, 

we use a specific case to start the test of our approach. We aim at showing the interest of such 

approaches. We also present the details of the serious game we developed for decision making 

related to avalanche risk. 

In our future work, we will enrich the stereotypes and apply our proposal on several other 

serious games, to demonstrate the reusability of our approach. It will also be needed to propose 

mechanisms to generate the physical storage of game traceability data. The resulting database 

will facilitate the analysis of decision-making reasoning. 
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ABSTRACT 

 

Geotechnical engineering has a significant role in sustainability, due to its early place in the 

construction process and thus with a higher possibility to limit the impact of the project. 

Nevertheless, there is a lack of methods for evaluating geotechnical developments considering 

the three core pillars of sustainability. A new decision support system DSS for the sustainability 

assessment in the construction of geotechnical infrastructures is indeed needed to evaluate and 

compare geotechnical alternatives by taking into account the environmental, social and 

economic parameters. This paper aims at presenting a preliminary insight into a new DSS for 

sustainable geotechnical infrastructures and presents an approach for the development of it. 

 

Keywords: Decision Support System, MADM Method, Construction, Geotechnical 

Engineering, Sustainability Assessment 

 

Introduction 

The world is encountering unprecedented challenges related to energy resources, global 

warming, and waste material generation. Failure to overcome these challenges will inhibit the 

world development and will negatively impact the standard of living and security of current 

and future generations [1].  

 

The construction industry is one of the largest exploiters of natural resources, both renewable 

and non-renewable, which is adversely changing the environment of the earth. It depletes two-

fifths of global raw stone, gravel, and sand and one-fourth of virgin wood, and consumes 40% 

of the global energy and 16% of water annually [2]. A vast majority of the construction industry 

invariably involves geotechnical engineering as one of its components that has a huge potential 

contribution to the project sustainable development due to its early position in the construction 

process. The sustainable development should implement a holistic consideration of economic 

growth, social development and environmental protection (Fig. 1). 

https://www.upc.edu/en
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                                           Figure 1: Sustainability Pillars  

 

Consistent with the spirit of sustainable development, in recent years, plenty of assessment 

tools have been created for different categories of geotechnical projects, without though taking 

into account all the sustainability pillars and usually facing the lack of weighting system that 

might lead to misrepresentation of risk areas for certain types of projects (Fig. 2). 

Geotechnical engineering is a complex area because every engineering problem can be solved 

in different ways, considering a variety of parameters in a usually limited amount of time. 

Hence, geotechnical engineers are often dealing with the pressure of decision making, which 

might lead to a misleading interpretation of all available options and cause problems related to 

sustainability targets, deadlines, standards and budgets. The absence of frameworks for the 

evaluation of different geotechnical techniques through the prism of sustainability is hence 

considered extremely important. Yet, developing a sustainability assessment and performance-

based management tool for geotechnical assets needs substantial effort [3].  

Those sustainability evaluation problems can be overcome by developing a decision support 

system DSS, based on a Multiple Criteria Decision Making MCDM method, which helps 

decision makers to organise and synthesise information, allowing a complex comparison 

between available alternatives [4, 5]. 

 

Figure 2: Existing sustainability assessment tools and encountered issues 

 

Sustainability 
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tools 

Qualitative

Lack of a weighting system 
that leads to misrepre-
sentation of risk areas for 
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Quantitative 
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the environmental  
aspects, fail to consider 
a holistic approach.

Point based 
rating systems 

Lack of a weighting 
system and excessive 
emphasis on one 
sustainability pillar. 
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The objective of the present research is to develop a new DSS for sustainable geotechnical 

infrastructures based on a MCDM method. This paper gives a first insight into the main 

methods that will be used for the new DSS and highlights the importance of it.  

 

Development of a new decision support system  

The MCDM method has been developed as a part of operational research, concerned with 

designing mathematical and computational tools approaches. It is well known in the decision-

making process for supporting subjective evaluations of performance criteria. In the present 

work, MCDM method has been selected due to its unique characteristics such as the presence 

of multiple non-commensurable and conflicting criteria, possible different units among the 

criteria, and the presence of different alternatives [5, 6, 7]. 

Two different methods are usually applied to solve the MCDM problems: the Multiple 

Objective Decision Making MODM method and the Multiple Attribute Decision Making 

MADM method. MODM method deals with many objectives to come up with an optimal 

solution to achieve prefixed objectives. Whereas in the MADM method, the decision-making 

process deals with alternatives that have a variety of performance attributes and factors, either 

qualitative or quantitative [8]. In this case, the MADM method has been chosen to allow the 

comparison among alternative methods. 

The MADM method is a discrete method, which generally assigns numbers to all pre-

determined alternatives. It specifies how to process the attribute’s information to reach an ideal 

choice. To model those attributes, the MADM method will be presented through a decision 

matrix. This matrix consists of 1) alternatives, 2) criteria and 3) relative significance of criteria. 

Because a wide range of criteria can be considered during a sustainability assessment, 

depending on the type and the specific conditions of each project, it is considered critically 

important to define a core set of criteria to ensure that there is some level of consistency in the 

assessment process. 

According to previous working experiences, as well as based on available published 

information and literature, Table 1 contains a list of the core criteria that will be implemented 

in the new DSS. 

 

Table 1: Sustainability Criteria 

Sustainability Criteria 

Social Environmental Economical 

Supply chain  Energy consumption Material cost (removal, 

disposal, imported material) 

Influence on surface 

area  

Vibration pollution Equipment cost (temporary, 

permanent)  

Noise pollution Waste material and usage  ‘On site’ cost (site facilities, 

energy consumption, 

employees)  

Vibration pollution  Emission of CO2  Aid from government 

Affection of existing 

structures and services 

Environmental incidents and 

risk 

 

Interaction/distribution 

of current 

transportations and 

services 

Usage of recycled materials  

Duration of works   
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Some criteria (Table 1) are qualitative and need to be converted into quantitative scales for 

comparison purposes [9]. Commonly, the five-point Likert-type scales are used for this 

conversion. However, even though the five-point scales can convert qualitative criteria to 

numbers, they are not able to distinguish clearly the differences among close scores (e.g., good 

and very good). Because of that, a hierarchical scale consisting of 17 relative importance 

factors will be utilised for the comparison matrix among variable decisions.  

In general, there are various MADM techniques to be used during decision-making processes. 

In the present research, the Technique for Order of Preference by Similarity to Ideal Solution 

TOPSIS method has been selected, for ranking all the available alternatives, due to its 

simplicity and ability to consider a non-limited number of alternatives in the decision making 

process. TOPSIS is a method of compensatory aggregation that compares a set of alternatives 

by identifying weights and normalising scores for each criterion, calculating the geometric 

distance between each alternative and the ideal one, which is considered the one with the best 

score.  

Shanian and Savadago [10] noted that it is important to know the relative significance of each 

criterion in a MADM problem. For the determination of the weights, subjective fixed weight 

methods − such as the Delphi method, expert survey method, the analytic hierarchy process 

method (AHP), etc. − are usually used. However, those methods could eventually lead to 

deviations of indexes’ weights due to subjective factors. On the other hand, objective-fixed 

weight methods, based on the inherent information of indexes to determine weights of indexes, 

could eliminate man-made disturbances and increase the accuracy. Shannon [11] noted that the 

entropy method could also be used to objectively calculate the relative weight of information, 

except in the cases when data needs to be quantitatively estimated. The entropy weight method 

is one of the objective-fixed weight methods and it is based on the information determined by 

the index’s weights [11]. Also, Pratyush and Jian-Bo [12] believe that the entropy method can 

evaluate the amount of uncertainty represented by a precise probability distribution. 

 

Due to the reasons above, in the integrated model that it is being designed, the entropy method 

has been chosen to calculate the relative weight of attributes and the TOPSIS method to 

compare a set of alternatives by normalising scores for each criterion and calculating the 

geometric distance between each alternative and the ideal one. As for the significance of each 

criterion with respect to others, the user will be able to introduce a specific value referring to a 

provided hierarchical scale. As a result, it is expected that DSS will provide flexibility to the 

user and adjustability according to the project requirements. Hence, the decision makers can 

be anyone involved in a geotechnical project and will be able to evaluate a project according 

to the core criteria.  

 

CONCLUSIONS 

It is extremely important to understand that decisions related to sustainability should not be 

based on the ‘we have always done it that way’ logic but should be adjusted and evaluated 

based on every project needs, by considering the multi-dimensional and multi-disciplinary 

aspects of sustainability. 

Evaluation of geotechnical techniques by encompassing all the aspects of sustainability, from 

a multi-disciplinary point of view, while measuring their sustainability through each 

construction stage, is necessary for achieving all the sustainability credentials of a construction 

project. The current absence of frameworks for the evaluation of different techniques through 

the prism of sustainability needs to be urgently addressed. 
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The development of an integrated model that incorporates a DSS, can play a key role in 

predicting geotechnical impacts, as well as contributing to save time and reduce project costs. 

Such a model, on which the authors are currently working on, would help designers to select 

the most sustainable technique for proposed geotechnical projects, taking into account project 

limitations on one side and users’ requirements and preferences on the other. 

 

The new DSS, which is under development, uses the MADM method to allow the comparison 

of alternative methods. It normalises values and applies weighting factors with the use of the 

TOPSIS and entropy methods, respectively. By doing so, with the new DSS, it will be possible 

not only to evaluate the amount of uncertainty, through the representation of a precise 

probability distribution, but also to determine the geometric distance between each alternative 

and the ideal one.  
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ABSTRACT 

This paper describes the decision-making based on civil engineering expertise of the Dam 

Safety Remote Monitoring System (DS-RMS) initiated by the Electricity Generating Authority 

of Thailand (EGAT) and developed by Geotechnical Engineering Research and Development 

Center – Kasetsart University (GERD-KU) and National Electronics and Computer 

Technology Center (NECTEC). The system decides on action-based advice depending on 

every-day scenarios and special occurrences like earthquakes and floods. Main benefits include 

fast and reliable access to information on the dams for the public and being a reliever to dam 

executives in case of critical situations. 

Keywords: decision support system, dam safety, disaster management, remote-monitoring 
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INTRODUCTION 

The main objective of Dam Safety Remote Monitoring System (DS-RMS) [1] is to automate 

conventional acquisition of safety-related measurements so that comprehensive information is 

remotely obtained in real time. DS-RMS is specially designed to support three major dam 

types: concrete, embankment, and impervious faced rockfill dams. The fourteen dams, located 

across the country e.g. the Srinagarind Dam: a rockfill dam featuring a clay core with over 17 

billion cubic meters water reservoir capacity, or the Bhumibol Dam: a concrete arch-gravity 

dam with over 13 billion cubic meters capacity, are equipped with reliable remote terminal 

units (RTUs), communication links, and computer servers installed with advanced information 

software, including dam behavior visualization, earthquake monitoring, flood routing 

simulation, and safety evaluation and warning system. 

DEVELOPING DS-RMS 

First of all, the Geotechnical Engineering Research and Development Center at Kasetsart 

University (GERD-KU) worked out evaluation methods to check the current status of the dam 

and issue different warnings. Following that the National Electronics and Computer 

Technology Center (NECTEC) developed a knowledge-based automated web application by 

splitting GERD’s evaluation methods into smaller flowcharts and sort them into three main 

zones: normal operation, earthquake events and flood events. Figure 1 shows one of these 

flowcharts for earthquake events. We will use this chart as an example for part of the 

evaluation. [2] discuses flowcharts for flood events with focus on civil engineering. 
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Figure 1: Example of a flowchart for earthquake events 

At first the system checks whether thresholds are being exceeded as shown in the following 

tables and evaluates instructions to act upon or warning levels according to Figure 1. 

Table 1: Earthquake Magnitude in relation to distance of earthquake epicenter to dam 

induced PGA more than 0.02g (acceleration on the foundation of the dam) 

Earthquake Magnitude Distance of earthquake epicenter to dam (km) 

≥4 ≤25 

≥5 ≤50 

≥6 ≤80 

≥7 ≤125 

≥8 ≤200 
 

Table 2: Earthquake Magnitude in relation to distance of earthquake epicenter induced PGA 

more than 0.2g 
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Earthquake Magnitude Distance of earthquake epicenter to dam (km) 

≥6 ≤12 

≥6.5 ≤18 

≥7 ≤24 
 

The warning levels the system will use are green for Normal, yellow for Alert and orange for 

Alarm statuses. All the flowcharts are being evaluated separately and will output one the 

mentioned three colors. [3], [4] recommend two warning levels, which represent abnormal 

behavior of the dam, for dam surveillance as follows. 

- Alert: the measured data is out of the expected range, taking into account the common 

changes due to cyclic or stationary loads. 

- Alarm: the maximum level forecasted by the engineering board whereby the safety 

coefficients for the structure are surpassed. 

There are also two critical differences to a typical expert system for example the system 

being presented in [5]: 

1. DS-RMS will never decide on its own and will only issue action-based advice to dam 

officials, e.g. not give out an evacuation command and therefore the color red is not 

being used here. 

2. EGAT wants to know exactly when we have an unexpected scenario that is not 

covered by the flowcharts. Therefore additional color: grey is defined. 

DS-RMS USER INTERFACE 

Summary for Executives 

Picture 2 shows the summary page for executives with the identified dam safety status of all 

dams on the map of Thailand. If needed, a summary in text form can be opened, as well as last 

events of the three main zones. More detailed information on every single dam can be found 

by clicking on the links in the left menu panel. 

 
Picture 2: Summary for executives 

 
Picture 3: Detailed information for flood main zone 
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Detailed information on evaluation 

Picture 3 shows detailed information for the flood main zone of one dam. The flood zone is 

split into five flowcharts for this dam type. The highest warning level for a single flowchart 

will be transferred to the main zone and from there to the status of the dam. 

Different multidimensional graphical schematics 

Dam behavior visualization was developed with features automatic data mapping mechanism 

and multi-dimensional displays, including cause and effect (correlation), section, plan, and 

profile views to ease data interpretation. The data mapping mechanism is designed to help map 

data of two concerned instrument types which may have different sampling rates but they are 

selected to be plotted together as ‘cause and effect’ display e.g. to find out whether piezometric 

head is affected by reservoir water level. The mapping mechanism searches and maps two 

values with the nearest timestamps by considering an acceptable time gap. 

The multi-dimensional displays provide users with various data plots overlaying on graphical 

dam structure drawing background. Cause and effect plot shows the relationship between two 

variables (or two instrument types). Section/plan/profile views display the various graph types 

on different dam drawings where instruments or sensors are installed. For example, 

displacement vectors can be shown on a plan view to indicate how much and which direction 

the dam body moves. Settlement profile view can illustrate the settlement of the dam crest in 

the vertical direction. This allows EGAT operators to easily identify the problems and promptly 

take appropriate actions. 
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Picture 4: EGAT’s staff by DS-RMS user training at Thailand Science Park 

DS-RMS has now been in full operation since 2016. The feedback report from EGAT operators 

shows that the developed dam behavior visualization can significantly reduce time and effort 

taken in the data preparation, visualization, and analysis processes. Same as current discussions 

on autonomous driving, the main point is acceptance of abstract computer algorithms, which 

cannot be manually calculated and validated by a human: [5] and [6] or Predictive Analytics 

(Predictive Modeling, Machine Learning, Data Mining, etc.). The systems widespread in e.g. 

South Korea [7] and Australia [8] are not using Decision Support Systems as presented here. 

Furthermore, the use of water resources in Thailand is very diverse: e.g. generating electricity, 

drinking water and agriculture whose competences are spread across multiple ministries. 

EGAT, responsible for power generation, is subject to the Ministry of Energy. Power 

distribution is responsibility of Provincial Electricity Authority (PEA: 

https://www.pea.co.th/en) and is subject to the Ministry of Interior which also decides on 

evacuations and disaster relief. The wide area flood catastrophe 2011 in Thailand shown how 

complex such a situation can be and that we are not quite ready yet to let computers making all 

decisions for us. After introducing and accepting this system, the next possible step would be 

to develop and test a more autonomous system in parallel to the exiting one. 

CONCLUSION 

The main objective here is to automate the conventional acquisition of safety-related 

measurement data by hand, so comprehensive information can be remotely obtained in real-

time. DS-RMS is specially designed to support three major dam types: concrete, embankment, 

and impervious-faced rockfill dams. The fourteen dams located across Thailand are equipped 

with reliable remote terminal units (RTUs), communication links, and servers equipped with 

advanced information software, including dam behavior visualization, earthquake monitoring, 

flood routing simulation and a safety evaluation and warning system. The system reassures 

EGAT and the public nearby, especially downstream communities, that the safety of the dams 

is thoroughly analyzed and monitored at all times. 
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ABSTRACT 

This talk presents the Multi-level Risk Manager, a software developed in the context of the 

DiSIEM EU H2020 project (http://disiem-project.eu/). The DiSIEM – Diversity 

enhancements for Security Information and Event Management (SIEM) – project aims to 

address the limitations of SIEM systems already deployed in production. Instead of 

proposing novel architectures for future SIEMs or modifications to existing ones, the 

project addresses their limitations by extending current systems, leveraging their built -in 

capacity for extension and customisation. These extensions have been materialised through 

a set of tools and components, in the form of plugins. 

The Multi-level Risk Manager component relies on a hierarchical model to assess different 

levels of security risk in the organization. This component provides risk metrics and 

analytics to support decisions concerning which infrastructure configurations offer better 

security guarantees. In addition, it was designed to increase the capacity of security 

managers to communicate risk to C-level managers.  

The system has been in validation and evaluation at the security operations center of EDP 

– Energias de Portugal SA, the Portuguese Energy producer and distributor, and one of the 

partners of the DiSIEM Consortium. 

 

Keywords: Hierarchical Decision-Making, Security Risk Assessment, Risk 

Communication, Risk Analytics. 
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ABSTRACT 

This paper describes a decision support system (DSS) for small-scale vertical farms (VFs) to 

inform investments through risk analysis. The emerging industry of vertical farming has 

struggled with growing pains, primarily with economic viability and proving claims of 

environmental sustainability. Without a robust business model, a large proportion of 

vertical farms fail within several years without continued investment. This issue, inherent 

in entrepreneurship, is magnified by high capital demand and a very steep learning curve. 

From scattered literature it is evident that improved knowledge transfer and scientific 

economic analyses for VFs are needed. A short review reveals an opportunity for a DSS, 

informed by lessons learned from industry and academic expertise, centralising relevant 

knowledge on vertical farming. It aims to assist with planning stages and early operations, 

whilst remaining flexible to both standard and bespoke systems. The DSS database is 

developed from literature using structured expert elicitation protocols. The software uses 

this data to stochastically simulate economic viability through first-passage time processes. 

The knowledge-base provides advice on common practices and contextual risk mitigation 

strategies. This DSS prototype facilitates risk-empowered business plans, allowing safe 

testing of different scenarios whilst reducing the learning curve for VFs. 

 

Keywords: Vertical Farming, Urban Agriculture, Risk Assessment, Business 

Sustainability, Uncertainty Quantification, Decision Support 
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INTRODUCTION 

Background 

 Feeding a predicted 9.8 billion people by 2050 [1] on a planet stressed by climate change, 

water scarcity, soil degradation, ageing rural populations, and rising levels of urbanisation, will 

require constant innovation in resilient farming methods. In this paper, vertical farming is 

defined as the practice of hydroponically cultivating crops indoors in vertically stacked layers 

or inclined surfaces. Modern vertical farms (VFs) utilise indoor farming techniques to take 

advantage of controlled-environment agriculture (CEA) technology within repurposed 

shipping containers, warehouses, purpose-built plant factories, greenhouses, and other 

structures. With CEA processes and proper management, all environmental factors can be 

controlled (including light spectra) for optimal growing conditions called growing recipes. The 

most common crops are leafy greens, salads, herbs, microgreens, vine crops and some fruits 

and flowers. Hops and commodity crops are more difficult due to their high energy demands. 

Many advantages can be realised when compared to conventional agricultural methods. These 

include: 

1. Minimising horizontal space requirements, with increased yield per unit area [2];  

2. Reducing dependence on pesticides or herbicides [3]; 

3. Cutting water consumption drastically by roughly 90% [4];  

4. Producing reliable year-round crop, in soil-less environments independent of weather [5]; 

5. Reducing the necessity for storage, transport and refrigeration by local production [5]; 

6. Increasing food safety due to reduced variables of wildlife and increased traceability [5]; 

7. Operating electrically to reduce direct dependence on fossil fuels [5];  

 

Growing food in cities, near the point of consumption, is a rational strategy. Similarly, fresh 

high-value plants for pharmaceuticals or packaged or prepared food can be cultivated close to 

the point of manufacture. One study in 2010 even estimates $80-$160 billion in ecosystem 

services could be realised annually from global and intense urban agriculture adoption [6]. 

In the past decade, the industry has experienced huge growth, primarily due to the reduction 

in operational expenditure (OpEx) and capital expenditure (CapEx) from advancements in 

light-emitting diode (LED) technology, automation and sophisticated greenhouse technology 

[8,9]. Industry market reports claim that the vertical farming market has risen from $400 

million in 2013 to $1.5 billion in 2016 [10], expecting it to reach between $6.4 and $13 billion 

by 2024 using compound annual growth rates [10–12]. The rising demand for local fresh 

produce by environmentally conscious consumers has fostered this growth [7]. However, a 

lack of available trained workforce, still-high CapEx, and troubles with profitability have 

continued to plague the industry [8, 9]. 
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 Challenge of business sustainability 

Despite the many perceived benefits over conventional agriculture, the vertical farming 

industry has struggled to be widely adopted. It is rightly challenged with scepticism due to its 

limited crop viability, high energy demands, high CapEx demand, and its financial uncertainty. 

Its economic viability has been identified as the largest obstacle to realising VFs, and whilst it 

has been said to be profitable [9], the learning curve is steep, and the financial risk is high. 

Naturally, due to the time and investment required, there is secrecy around business models 

and lessons learned [10]. However, some organisations are realising collaboration will be 

crucial for its success [10,11]. 

Preliminary results indicate approximately 85% of food-focused VFs fail within several 

years unless given further capital investment [12]. These failures are more acute because of the 

high CapEx investments. Additionally, VFs require a complex “urban food-water-energy 

nexus” approach, requiring cross collaboration among researchers in business, academia and 

government policy analysis not commonly seen in urban planning and design [13]. There are 

many complex variables to be managed, and it is essential to mitigate costly mistakes early in 

a project. 

Paul Gauthier, a researcher from Princeton University summarises well: “Vertical farms 

might work as a technical concept. Thriving as a business that transforms agriculture is another 

matter.” [10]. What can be done to reduce the barriers to entry and ensure sustainable growth 

of an incipient industry still finding its feet? Two clear needs are bridging the knowledge 

between various sectors and conducting a robust economic analysis for VFs [14,15]. 

Currently, detailed financial analysis of CapEx, OpEx and revenues have been hard to 

produce, due to the unprecedented nature of combining architecture, agriculture, and other 

specialist areas [15]. Calculations tend to be for particular scenario, and they are difficult to 

generalise. Projects struggle to realise an acceptable return on investment (ROI) above 10%.for 

investors. 

This paper proposes a decision support system (DSS), acting as a hub for compiling lessons 

learned with an adaptable economic model library to produce robust risk assessment under 

uncertain scenarios.  The model would utilise data collected from literature, experts and 

focused interviews about VFs (existing and shuttered). By using imprecise data analysis 

techniques, the model can assess viability of a VF in particular scenarios. This viability 

assessment would inform decisions for business plans (location, product choice, product 

recovery, etc.) with a risk mitigation strategy tailored to the user’s needs. 

REVIEW OF RELEVANT SYSTEMS 

Hydroponics and greenhouses 

There is a wide pool of DSS literature for greenhouse management which could be collated 

and adapted for small-scale VFs. The management of production in a greenhouse is similar to 

indoor vertical farms and requires decision making on many tasks and time scales [16]. 
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Primarily decisions are related to management of crop growth conditions, irrigation, 

propagation, and the controls of environment based growth models [16–20]. A DSS has been 

developed formalising expert practice and scientific knowledge to generate set-point values for 

greenhouse cultivation resulting in energy savings of 5-20% [21]. Another DSS is able to 

quantify energy costs based on different control strategies [22]. Greenhouse growers use 

prediction tools for disease, yields, production planning, pest management, and cost-benefit 

analyses [16,23–25].  

Vertical farming systems 

There are some studies and tools that exist for calculating costs and return on investments 

for VFs [14,26,27]. However, they rely upon deterministic calculations and there is no tool that 

utilises stochastic methods to model uncertainty. Without such a supported financial case, 

developers and investors will struggle to commit to the development of a VF. A flexible 

economic estimation software “VFer” was developed by researchers at the University of 

Nottingham, as a reliable way to overcome lack of detailed designs or historical data [15]. This 

knowledge-based software helps with preliminary designs based on some initial decisions and 

produces a cost and revenue report. One general conclusion from VFer is that researchers must 

work with existing small-scale pioneers of vertical farming to develop and refine increasingly 

accurate cost models [15].  

Some companies and suppliers of VF systems also use in-house software for deterministic 

projections of ROI and yields. In a limited sample (n=5), every VF system supplier agreed with 

the idea that a stochastic model (incorporating the learning curve of a VF) would be preferable 

to aid decision-making and more accurate forecasting [28]. 

Lastly, MIT’s Open Agricultural Initiative builds open resources to enable acceleration of 

digital agricultural innovation. They collaborate with many sectors and are developing an open-

source ecosystem of technologies and datasets, sharing crop growth recipes developed through 

machine learning [29]. The inaccessibility of crop growth recipes has been identified as a 

challenge in the industry and would be centralised in the proposed DSS. 

METHODOLOGY 

Structure of the decision support system 

The DSS facilitates better decision-making, utilising a database, a knowledge-base, a 

model library, and a user interface. Clearly defining these components and how they interact 

is important in order to avoid an overly complicated system. A poorly designed software may 

result in complex interfaces, unnecessary development and time-consuming simulations which 

often hinder their use [30]. Figure 1. shows the system structure of the proposed DSS, which 

has been adapted from “VFer” to incorporate several steps, improve accuracy and include risks 

and uncertainties [15]. 
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Figure 5 System processing structure for DSS 

The database – The database is where necessary data are input and stored in the DSS. 

Data is sourced from available literature and studies conducted on operational and shuttered 

VFs, both in industry and academia. The VF studies include data gleaned from interviews using 

the structured expert elicitation protocol ‘IDEA’ [31], to mitigate contextual biases and 

improve accuracy and transparency of resulting judgements. IDEA includes the four-step 

elicitation procedure, which is important for decisions in which empirical data are absent or 

insufficient [31]. The analysis of collected data is used to establish uncertainty bounds that 

estimate distributions of time to reach peak operational performance of VFs (representing the 

learning curve), fluctuations in yield at peak performance, and other important considerations. 

Historical data from case studies informs estimates for duration, costs and labour of developing 

VF projects. The database would also include technical information about crops, using the 

OpenAg initiative for instance, construction costing data, location data, system costing from 

suppliers, and data related to environmental control.  

 

The model library – To achieve economic forecasts for a VF, an element of risk and 

uncertainty should be incorporated. Models with random parameters are called stochastic 

models [32]. The bounds established in the database, are used for probability bound analysis 

(expressed as bounds on cumulative distribution functions called “p-boxes”), which enable risk 

calculations without requiring over-precise assumptions about parameter values or distribution 
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shape [33]. Due to the scarcity of data, imprecise probability techniques such as probability 

bounds analysis [33] will then be applied prior to being used in the model library. This method 

is computationally faster than Monte Carlo and is guaranteed to bound the correct answer, it 

often produces optimal solutions [33]. This is a crucial step in order to reduce computing time 

and cost.  Computing with p-boxes allows modelling with significant uncertainty, most 

importantly in calculations of risk in business sustainability. P-boxes can be used to model the 

event of bankruptcy after crossing a threshold defined as the first-passage time, used commonly 

in economics [34]. A financial model which utilises this approach is used to assess the financial 

risk. Figure 2 shows a financial risk assessment of a VF, its p-box primarily falls within 

moderate risk category with some substantial risk until the five-year mark. The risk categories 

are defined as follows (labelled by the red Xs in Fig. 2): 

-  Critical: 50% probability of bankruptcy within 3 years 

-  Substantial risk: 25% probability of bankruptcy within 5 years 

-  Moderate risk: 10% probability of bankruptcy within 10 years 

-  Safe: Less than 10% probability of bankruptcy within 10 years 

 

Figure 6: Risk assessment graph for the probability of bankruptcy adapted from [35] 

The knowledge-base – The knowledge-base in the DSS works in combination with the 

database to guide the user through best-practices, applying lessons learned, and providing 

reports which help build a risk-empowered business plan. The knowledge provided enables a 

user to think about risk trade-offs before capital investment and through user-decisions identify 

the top threats to a VF project based on sensitivity analysis and case-studies. A built-in risk-

register would be developed from conducted experiments and observations (examples can be 

found here [9]) and can be used to acquire strategies to deal with common problems. Assigned 

probabilities would be subjective regarding the likelihood and impact given a prior, however 

would avoid vertical farmers searching through scattered literature for solutions. 

The user interface – The user interface enables the user to interact with the DSS. The 

system takes users through a series of menus, allowing them to choose to start from planning 

stages to operational stages. A user-experience design approach was adopted because it is 

paramount to aid quasi-real-time decision making. As the user goes through the stages 

(illustrated in Figure 1), it will support the development of their business plan from planning 
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to operations. Figure 3. shows a mock-up of a menu for farm characteristics, allowing them to 

select an appropriate business model (such as high-value: low volume, speciality crops, see 

[26] for more examples) based upon a built-in market research form. 

 

Figure 7 A mock-up of the farm characteristics menu of the DSS, Map data from ©2019 Google [36] 

CONCLUSIONS 

It is claimed by industry leaders that economic viability of VFs is possible with a robust 

business model [9,26]. However, these claims require comparative and economic data to have 

scientific validity. A large obstacle to profitability of this industry is knowledge acquisition on 

how to design and run an efficient VF business. Risk-empowered business plans and 

technological improvements should drive higher margins and reduced operational overheads. 

From the literature, more robust economic analysis of VFs is identified as needed [14,15]. A 

DSS is proposed that incorporates the risks and uncertainty of these complex systems and can 

facilitate more accurate business models with financial estimation and risk assessment. The 

interviews and implementation of the DSS are currently underway.
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ABSTRACT 

Over the past few years, a growing concern has taken place among authorities over 

crimes committed worldwide. It has not been different in Brazil. High crime rates have 

encouraged government authorities involved in public safety to identify solutions to 

minimize crimes considered VCA (Violent Crime Against Assets). In this context, one 

alternative to both plan and manage security is in the division of ISA (Integrated Security 

Areas) neighborhoods. However, the local government needs to identify the degree of crime 

severity of each ISA in order to establish prevention policies and, therefore, resources 

management, which will make it possible for the Secretariat for Social Defense and other 

entities involved to establish sets of actions intending to minimize the crime rate. 

Furthermore, it is evident that changes are constantly happening in the crime behavior 

tendencies in each ISA, requiring a different set of daily actions from authorities. 

Therefore, the purpose of this study is to analyze the crime behavior in the region under 

study based on data provided by the website “onde fui roubado” and classify each ISA 

according to the severity of the crime through algorithms of classification of machine 

learning. Data analysis will take place from the KDD methodology and Big Data tools will 

be used to handle the large volume of data. Thus, this paper presents a framework that will 

allow the identification of the crimes severity in each ISA based on Big Data and Machine 

Learning. 

 

Keywords: public safety, big data, machine learning, knowledge discovery database 
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INTRODUCTION 

During the last years, public security has been the subject of special care by several organs 

and countries, especially in Brazil, where the number of crimes and violence against the 

population is increasing. These crimes are classified as Violent Crime against Assets (VCA), 

which includes all types of robberies, and the Violent Intentional Lethal Crime (VILC), which 

include homicides, robberies and injuries followed by death [1]. Thus, government agencies 

have invested in technologies to minimize these crimes and, consequently, offer the population 

more quality of life and safety. 

In this context, there has been an increase in investments on information technology 

(hardware) infrastructure, but a smaller investment in intelligence, such as data mining, 

machine learning and the analysis and storage of large volumes of data (Big data). These 

technologies, when linked to a knowledge extraction methodology (KDD), can provide 

important results for analysis and prediction of crimes in the region. 

The KDD process is composed of a set of steps in order to obtain new knowledge about a 

given domain from a raw database. It can be said that the KDD process comprises the whole 

cycle that the data travels through until it changes. The KDD has five stages: data selection, 

data preprocessing, data transformation, data mining and data interpretation, knowledge [2][3]. 

Specifically, in the region under study, these tools can be important allies in the prevention 

of crime, due to the fact that in Brazil one of the ways of administering the occurrence of 

crimes, as well as their combat strategies, is the division of neighborhoods from the 

classification of Integrated Sacurity Areas (ISA). The ISA are basic territorial units for the 

purpose of planning and executing programs, actions and police operations, setting goals and 

finding crimes (referencing). In this way, it is up to each ISA to supervise and administer the 

security of the region in which they are located [4]. 

However, in order to combat crime, the local government needs to identify the degree of 

crime severity of each ISA so they can establish prevention policies and, therefore, resource 

management, which will make it possible for the Secretariat for Social Defense and other 

entities involved to establish sets of actions intending to minimize crime. Furthermore, it 

is evident that changes are constantly happening in the crime behavior tendencies in each 

ISA, requiring a different set of daily actions from authorities 

Thus, this work aims to perform the analysis of crime behavior in the region under study 

from the data provided by the website “onde fui roubado” and classify each ISA (Integrated 

Security Areas) according to the severity of the crime through algorithms of machine learning 

classification. Data analysis will take place from the KDD methodology and Big Data tools 

will be used to support the large volume of data. 

 

 

RELATED STUDIES 
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In the literature, there are several studies that deal with public safety. These researches bring 

different contexts, such as large data analysis where Big Data becomes an important tool, 

whereas others seek to perform data mining to search for patterns and, consequently, extract 

knowledge. Studies that deal with machine learning and establish models of prediction and 

classification to aid decision-making processes in public safety are also common. 

Specifically, the studies involving Big Data, Data Mining and knowledge extraction, the [5] 

develops a model that can predict criminal behaviors from a spatial choice with data mining 

techniques. [6] provides a framework that can identify crimes from different criminal activities. 

This is an investigative study on using spatiotemporally tagged tweets to predict crime. [8] 

extends this prediction by estimating Twitter and Kernel density and includes information 

coming from Twitter (the social media network) within an intelligent DSS. 

    On the other hand, in the public safety area, there are only a few studies that associate this 

issue with machine learning. The existing researches deal with it in a somewhat more general 

way, such as [7], in which this study builds a decision support system for predictive policing. 

The authors establish a DSS where there is a prediction model that aims to establish a correct 

geographical distribution of police patrol based on data provided by the Spanish National 

Police Corps. 

    These works, as well as others presented in the literature show important gaps that must be 

studied and analyzed. First, it is verified that works presented in the literature on public security 

are limited to the construction of decision support systems taking into account historical data 

and generic data mining algorithms. It is important to integrate these tools for more satisfactory 

results.  

    Second, there are no works that incorporate Big Data tools (Haddop Framework) with the 

KDD (Knowledge Discovery Database) and machine learning process. It is verified the 

importance of integrating these tools due to the fact there are large amounts of data that need 

to be processed in order to the results from the machine learning algorithms to be satisfactory.  

    Third, a large part of the works presented that involving classification in machine learning 

is associated with other themes, such as classifying students in universities; classification of 

smokers according to historical data. In this context, this work brings a differential, due to the 

fact the study is focused on the classification of Integrated Security Areas that constantly need 

to make decisions in real time taking into account the crime of locality, as well as the degree 

of crime severity. This model is the beginning of a study where models of prediction and crime 

prevention will be incorporated in the region under study. 

 

FRAMEWORK PROPOSED 

     In order to simplify some steps of the KDD process, this study establishes a standard 

framework for analyzing the data coming from the website “onde fui roubado” available in 

“ondefuiroubado.com.br”. This framework is divided in four main parts (Figure 1): 

Figure 1: Framework Proposed 
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        The model is only to classify the ISA taking into account the crime severity. Based on 

that, this framework can be integrated with other model to prevent the crime, but this paper 

only discusses the classification considering the classification machine learning algorithms 

(Naïve Bayes, Support Vector Machines, Decision Trees and Random Forests). 

     The first step is to acquire the data. The data comes from the website "onde fui roubado". 

This website aims to register violent crimes against property from citizens who suffer data 

crimes. In this context, the site provides hundreds of contents about occurrences, divided into 

several criteria, such as: Age, Type of Crime, Most Stolen Objects, Location of Crimes, among 

others. Thus, it is necessary at this stage to extract and store the data. 

    After this step, it is important to perform the data refinement by using algorithms, such as 

Open Refine, and its analysis based on Big Data. For this purpose, the Hadoop Framework was 

used to analyze large volumes of data in a practical and efficient way, based on two processes: 

map and reduce [9]. This step was performed on a high-powered computer, with 32 gb of ram 

memory and the latest generation I5 core processor. 

     For this data to be in accordance with the standards of machine learning and WEKA 

software, there is a need for data conversion and normalization. In this case, the data are 

standardized for later analysis. There are tools in the python language available that can be 

used for the normalization process, since performing a large amount of data and normalization 

manually would take more time. Normalization is divided into three main points: relation, 

attributes and data. In the first part, it is necessary to identify the name of the application. After 

that, one must identify the attributes that will be analyzed and then associate with the data. 

Each data will consist of previously stipulated attributes 

    Finally, the last step is a machine learning/data mining process. In this case, it is possible to 

use some algorithms available for the prediction process and, consequently, classification. For 

the last part, the Weka tool can be used. This tool enables the execution of different data mining 

algorithms as well as machine learning. For this work, the algorithm J4.8 was used for the 

construction of the decision tree. This algorithm was chosen because of its versatile 

characteristics, which allow the classification of records without the need to discretize 

numerical values, such as age, in the generated data sets. 
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     The algorithm J4.8 is an open-source Java implementation of the C4.5 algorithm, which is 

based on a strategy that expands a decision tree by locally choosing which attributes to use to 

partition the data [6]. 

 

RESULTS 

     After the data coming from the website “onde fui roubado” was defined, it was necessary 

to perform their refinement. There is a total of five ISA, so the data is refined and directed to 

each ISA based on the neighborhoods that each one is related to. The refinement of these data 

is performed using the Open Refine algorithm.     

    On the other hand, it was verified that there were data available from the last five years 

(2014-2019), thus requiring Big Data tools. The data were analyzed from the Hadoop 

framework and counted on computers of last generation. 

   After data extraction, refinement and analysis, the need for data normalization was verified. 

As previously reported, the WEKA software standard requires the data to be divided into three 

main parts. In this context, the necessary attributes were identified, such as sex, age, type of 

crime and stolen objects. Type of crime is subclassified into seven categories: Assault Attempt 

(TA), Theft (F), Vehicle Break-in (AV), Group Assault (GA), Robbery (R) and Vehicle Theft 

(RV). In relation to stolen objects, they are subdivided into seven categories: Cellphone (C), 

Wallet (CA), Money (DI), Documents (DI), Purse or Backpack (BM) and Credit Card). 

    After the normalization of the data, the next step of the framework is to execute the data 

classification algorithm. As previously reported, the J 4.8 algorithm will be used for the 

classification of ISA according to its type of crime, taking into account that the studied city 

holds five ISA (Figure 2). 

 

 

 

Figure 2: ISA Crime Severity Classification 
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    The types of crimes were defined according to severity, being divided into three main points. 

ISA with low crime severity are those in which most crimes are attempted and there is no 

enforcement. ISA with crimes of medium severity are those in which there are robberies and 

assaults to groups. On the other hand, ISA with high severity crimes are those in which there 

are mostly robberies and vehicle theft. 

     There are several possible combinations to run the classification algorithm in the WEKA 

tool. The one used by this work is the Use training Set, which allows the loaded dataset to be 

used to train the algorithm and generate a classification model. With this, it will be possible to 

predict and classify ISA according to the severity of crimes. 

     In this context, for each set of data of each ISA was used the algorithm J 4.8 in the Mode 

Use training Set and as final result (Table 1) 

 

 

Table 1: Final Result 

ISA CLASSIFICATION CRIME SEVERITY 

ISA 01 ISA TYPE 2 MEDIUM 

ISA 02 ISA TYPE 2 MEDIUM 

ISA 03 ISA TYPE 1 LOW 

ISA 04 ISA TYPE 3 HIGH 

ISA 05 ISA TYPE 1 LOW 

 

      

     It is identified that among the five ISA analyzed, the algorithm classified two of them as in 

low criminal severity level, two categorized as medium and one as high crime. It should be 

noted that the top rate is 84.5% in this mode (algorithm J 4.8, type use training set). This makes 

it possible to classify these integrated areas of security to establish more efficient actions. On 

the other hand, this type of algorithm becomes important since there are constant changes in 

the types of crimes and, consequently, changes in the ISA classifications, allowing real-time 

analysis and more efficient actions to combat crime. 

 

CONCLUSIONS 

    The purpose of this study was to analyze crime behavior in the region of study based on the 

data provided by the website where I was “onde fui roubado” and to classify each AIS 

according to the severity of the crime through classification algorithms of machine learning. In 

this context, a framework was established to support this process based on KDD. 

    As a result, it is concluded that it is possible to predict and classify ISA according to the 

severity of the crime based on some parameters, such as the age of the victim, neighborhood 

where the crime occurred, type of crimes and stolen objects. In this way, the organs involved 

in public security have an important mechanism to try and reduce crime in these places from 
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the public security policy more efficient and planned, since they will understand the crime 

behavior that each AIS is related. 

     As for limitations, this work only evaluated the VCA (Violent Crime Against Assets) and 

it could be interesting to extend to other types of crimes, as is the case of Violent Intentional 

Lethal Crime (VILC). Using other classification algorithms as well as other modes of analysis 

becomes interesting for increased assertiveness and comparative effect. 
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all go right? 
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Executive Dean, Pro Vice-Master (Enterprise and Innovation) and Professor of 

Management at Birkbeck, University of London 

 

This session takes a thirty year retrospective on decision support research, and the impact 

of that research in practice.  It asks where it all went wrong over these last three decades, 

but balances this by assessing progress too.  While we were wrong to worry about lots of 

things 30 years ago – data provision, processing, model building etc – we were right to 

concern ourselves with other things such as the lack of impact on practice.  We did not 

worry about a host of things then – ethics, equality, privacy etc – that have arisen as our 

access to data has exploded.  Should we have been better at worrying or not worrying? 

I was lucky enough to be a founder member of the EURO Working Group on Decision 

Support Systems EWG-DSS and to observe, and sometimes participate in, the 

developments that followed.  Now it is time for a look back, and for some thoughts about 

how we should look forward. 
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ABSTRACT 

The phenomenal progress in the development of the Internet of Things (IoT) has 

already had tremendous impact on almost all industrial sectors and, finally, on our 

everyday life. The ongoing total digital transformation leads to entirely new time-

aware services and creates new and more pro-active business 

opportunities.Knowledge graphs are becoming more and more popular in different 

domains, and also for the integration of sensor networks. In this project we make 

knowledge graphs time-aware through a set of general temporal properties relevant for 

the integration of sensing networks. Time-aware knowledge graphs enable us to do 

time series analysis, find temporal dependencies between events, and implement time-

aware applications. The requirements for the temporal properties derive from a use 

case of residential real estate, with the aim to enable the occupants to interact with 

their houses. 

 

Keywords: Building Industry, Time-aware Analytics, Knowledge Graph, Decision 

Making. 
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ABSTRACT 

DSS have evolved significantly since their early development in the 1970s. They have 

been applied in different sectors as business, financial, medical and many others. 

Recently their application is strongly increasing in the agricultural sector due to 

continuous climate changes and the need to conduct more productive and sustainable 

agriculture. In this context, DSSs have become notable tools to enhance the 

agricultural production process assisting farmers in the decision-making process in 

choosing the economically, socially or environmentally best alternative solution. In 

this paper, we describe the prototype agricultural DSS developed in collaboration with 

Laore Sardinia Agency for monitoring the main crop productions in Sardinia. The DSS 

collects, organizes, integrates and analyses several types of data with different 

mathematical models. In particular, the DSS is being tested to forecast risk of late 

blight of potato, one of the most devastating diseases world over, including Sardinia.  

Keywords: Decision Support System, Decision-Making, Data Analysis, Precision 

Farming. 

 

INTRODUCTION 

- Decision Support Systems have become notable tools to enhance the 

agricultural production. Agricultural production is highly dependent on weather, 

climate and water availability and is adversely affected by the weather and climate-

related disasters [1]. Natural disasters can result in complex issues related to crop 

production. It is not always possible to prevent the occurrence of these natural events, 

but a proper planning can considerably reduce their effects. So far farmers have made 

in-season decisions based on their experiences and intuition. Nevertheless, their 

experiences are insufficient to predict a decision-making process for a long term, 

which can improve yield productivity and avoid unnecessary cost related to harvesting, 

use of pesticide and fertilizers. In addition, by 2050, according to the Food and 

Agriculture Organization (FAO), the climate changes are expected to cause water 

scarcity and serious declines yield of the most important crops in developing countries. 

It means that the agriculture process will have to adapt to climate change, but it can 

also help mitigate the effects of climate change through the recent technologies as 

Decision Support Systems (DSS). 

A DSS can be defined as a computer-based system that supports decision makers in 

solving a decision problem. [2] These tools can lead users through clear steps and suggest 

mailto:fenu@unica.it
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optimal decision paths or may act more as information sources to improve the evidence 

base for decisions [3]. Recently, they have been introduced in the agriculture as an 

indispensable tool to face the growing challenge of conducting sustainable agriculture 

which increase the quantity and quality of agricultural output while using less input 

(water, energy, fertilizers, pesticides, etc.). This new modern farm approach that bases its 

applicability on the use of technologies to detect and decide what is “right” is called 

Precision Farming (PF) [4, 5]. Nowadays, many governments in the world are investing 

big amount of money to encourage the researchers and companies to develop Decision 

Support Systems which use agricultural data to help the adoption of Precision Farming.  

In this paper, we describe the system and the tests conducted through the DSS LANDS 

(Laore Architecture Network Development for Sardinia) developed. It supports 

Sardinian farmers in decision-making and it manages different data in order to forecast 

and increase yield productivity and decrease the costs of agricultural operations. The DSS, 

it has been developed in collaboration with the Laore Sardinia Agency. Laore Sardinia 

Agency deals with providing advisory, education, training and assistance services in 

the regional agricultural sector.  

The paper is structured as follows. Section II provides background information and 

outlines the reasons that drove the adoption and no-adoption of DSSs in Europe, especially 

in Italy. Section III describes the architecture and the forecasting models used in the short 

case study. We conclude the paper in section IV. 

DECISION SUPPORT SYSTEMS 

DSS have evolved significantly since their early development in the 1970s. Over the 

past three decades, DSS have taken on both a narrower or broader definition, while 

other systems have emerged to assist specific types of decision-makers faced with 

specific kinds of problems [2]. One of the first definitions was given by Keen and 

Morton [6] that defined decision support systems as computer systems that collect 

resources and use the ability of computer to increase quality of decisions by focusing 

on semi structured problems. Recently, a DSS is defined as human-computer systems 

which collect information, process information and provide information based on 

computer systems [7]. However, the researchers agree that the main objective of DSSs 

is to support and improve decision making [8, 9, 10]. 

DSS can be composed of four main subsystem which are Data Management 

subsystem, Model Management subsystem, Knowledge-based subsystems and User 

Interface subsystem [8]. The functionality of Data Management subsystem is to 

manage the data that will be used as information to make decisions in the Knowledge-

based subsystem. The Model component consists of a variety of models that assist 

decision makers in decision making. The Knowledge-based is the hearth of the system 

and it manages the problem-solving process to generate the final solution. The User 

Interface allows the users to encourage the interaction with the system to obtain 

information. 

Generally, DSS has been classified into three categories based on problems for 

decision making: structured, unstructured and semi-structured. 
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Agricultural Decision Support Systems 

DSSs have been introduced in the agriculture as an indispensable tool mainly for two 

reasons. First, to face the continuous climate changes that cause serious damage to 

production. Second, to conduct a more sustainable agriculture which increase the quantity 

and quality of agricultural production while using less water, energy, fertilizers and 

pesticides, or rather, to support the Precision Farming technologies.  

In the last decade, their applications have increased thanks to the advent of new 

technologies, such as Cloud Computing, Data Mining, Machine Learning, Artificial 

Intelligent and major investments by numerous research agencies and governments all 

over the world.  

Agricultural DSSs perform the following activities: (i) they collect, organize, and 

integrate several types of information required for producing a crop; (ii) they analyse and 

interpret the information; and (iii) they use the analysis to recommend the most 

appropriate action or action choices. For example, DSSs can provide farmers information 

on plant growth or plant disease risk useful for scheduling treatments according to the 

actual need of the plant. [11]. However, designing a DSS is quite complex; it requires 

knowledge from various multidisciplinary areas, such as crop agronomy, computer 

hardware and software, mathematics and statistics to analyse data. For example, to 

understand crop growth, it is necessary to know how each variable affects crop growth 

[12]. 

In a global level, in the agricultural sector, there is not a single agricultural DSS 

adopted worldwide, but over the years several DSSs have been developed for a wide 

range of cultivation practices concerning crop management and crop irrigation. Many 

of them have been developed and evaluated with different crops and different climatic 

conditions.  

A review [13] identified five fields of applications: Diagnostic-Forecasting DSSs, 

Advisory DSSs, Control DSSs, Educational – Informational DSSs, Operational DSSs. 

Although the use of DSS simplifies decision-making in agricultural production and it is 

applied in several application sectors, DSSs have not been adopted with great enthusiasm 

by managers of farms. Their adoption has been low. Many researches have been 

conducted for understanding the reason of DSSs non-adoption in agriculture. These 

researches identified the following factors that influence the adoption of DSSs by farmers: 

profitability, user-friendly design, time requirement for DSS usage, credibility, adaptation 

of the DSS to the farm situation, information update, and level of knowledge of the user 

[14]. However, many of these factors, have been reduced by the increased availability of 

personal computers, increased access to the Internet, and increased development of web-

based systems [15] The adoption and the development of agricultural DSSs in Europe was 

faster than in Italy. The factors that have limited its diffusion have been identified in [16] 

that recognize as the main cause the difficulty of using precision technologies in a 

heterogeneous territory with particular characteristics. 

In the Europe context, the literature [17] identifies the most relevant DSSs from two 

thousand to today: DSSAT, APSIM, CropSyst, EPIC and STICS. The decision support 

system for agrotechnology transfer (DSSAT) is a collection of independent programs 

that operate together. It incorporates models of 16 different crops with software that 
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facilities the evaluation and application of the crop models for different purpose [18]. 

The Agricultural Production Systems Simulator (APSIM) contains an array of 

modules for simulating growth, development and yield of crops, pastures and forests 

and their interactions with the soil. It has been used in a broad range of applications, 

including support for on-farm decision making, farming systems design for production 

or resource management objectives, assessment of the value of seasonal climate 

forecasting [19]. The cropping systems simulation model (CropSyst) CropSyst is a 

suite of programs designed to work co-operatively, providing users with a set of tools 

to analyse the productivity and the environmental impact of crop rotations and 

cropping systems management at various temporal and spatial scales [20].The  

Environment Policy Integrated Climate (EPIC) is able to manage decisions related to 

drainage, irrigation, water efficiency, erosion (wind and water), atmospheric 

conditions, fertilizer, the control of pests, sowing dates, tillage and waste management 

cultivation [21] The Simulateur mulTIdisciplinaire pour les Cultures Standard 

(STICS) simulates crop growth as well as soil water and nitrogen balances driven by 

daily climatic data. It calculates both agricultural variables (yield, input consumption) 

and environmental variables (water and nitrogen losses) [22].  

In spite of the European context several DSSs have been adopted since their 

appearance in the agricultural sector, in Italy few DSSs have emerged to provide 

decision support systems. Recently, their adoption is intensifying thanks to increase 

in the use of Precision Farming technologies. The diffusion of these technologies has 

been slow due to the following factors: heterogeneous environments, territorial 

characteristics, age/level of education and company size [16]. To Incentivise 

employment and scientific research is the Ministry of Food and Forestry Agricultural 

Policies, which in [16] emphasizes the importance of developing specific tools for data 

analysis, with DSS functions to tackle the ongoing climate changes that are 

compromising the main crops of the territory. Since today, in Italy have emerged DSSs 

for crop management, mainly for wine and cereal production and irrigation 

management. Analysing the literature, among the major contributions emerge Vite.net 

for the decision-making support of the vineyard, Granoduro.net for decision support 

durum wheat crop and IRRINET for decision support for irrigation. Vite.net is 

developed for sustainable management of vineyards and is intended for the vineyard 

manager. The system provides in real-time several information for each vineyard as 

the defence against fungal disease and insects, the growth of the plant, the thermal and 

water stresses and many others [11].  Granoduro.net provides plot-specific and up-to-

date decision supports about weather, fertilisation, crop growth, weed control, and 

disease and mycotoxin risk [23]. IRRINET system provides to farmers a day-by-day 

information on how much and when to irrigate crops, implementing a real-time 

irrigation scheduling. The latter is also used in Sardinia [24]. 

The contribution of this paper is the development of an agricultural DSS for 

monitoring the main crops in Sardinia, where the DSSs adoption have been slow due 

to the conformation and heterogeneity of the territory that requires the development 

of specific decision support systems. 
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DSS LANDS PROJECT 

DSS LANDS was developed to help Laore technical and Sardinian farmers in 

decision-making about agricultural management based on the principles of Precision 

Farming. It was designed mainly to take data-driven decision and not to replace the 

decision maker. 

The goals of LANDS are to: (i) optimize the resources management through reduction 

of certain inputs (e.g., chemicals and naturals resources, etc.) (ii) predict crop risk 

situations (e.g., diseases, weather alerts etc.) (iii) increase the quality of decisions for 

field management (iv) reduce environmental impact and production cost. It integrates 

different and specific modules for monitoring the main crop productions in Sardinia: 

citrus, artichoke, wheat, corn, olive, potato, peach, tomato, rice, vine. Currently, the 

DSS proposed is a prototype being tested for monitoring the potatoes crop.  

ARCHITECTURE 

The agricultural DSS is composed of three components: 

(i) an integrated system for semi-real-time monitoring of crop components and 

storage of their data; These sources include ARPAS (Regional Agency for 

the Protection of the Sardinian Environment) weather stations, field sensors 

and external providers.  

(ii) a models system which performs through several mathematical and 

forecasting models a cross and dynamic analysis of different types of data.  

Their elaboration and interpretation allow us to provide the best strategies 

to be applied in the field in order to forecast possible risk event situations 

which can damage the production. 

(iii) a cross-platform application used by Laore technical and farmers to upload 

crop data collected during the field survey and to visualize the up-to- date 

information for managing the cultivation in the form of alerts and decision 

supports. It is availabled by smartphone, tablet and personal computers with 

different operating systems. These features allow the farmers to take 

advantage of the application without worrying about the device in use, to 

access it in any place (e.g., in the field, in the company etc.) and to simplify 

and enhance the agricultural management process. All information is in a 

graphic format that uses symbols and colours to advice and inform in an 

immediate, effective and unambiguous way the status of each crop 

management component. Internet connectivity also allows a timely 

updating of the features as soon as new analysis results are available and 

without any user intervention. 

 

The Fig. 1 describes a conceptual diagram of the system with three main stages. In the 

first stage the data are collected at fixed intervals from different sources: weather 

stations, external providers and data uploaded to the cross-platform by Laore 

technicals during the field survey. In the second stage, the data are received from the 

Data Receiver which manages and controls the quality of data and then it stores them 

into Env DB (Environmental Database) and Potato DB. After that, the data are 

analysed through several agricultural mathematical models.  
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Figure 1. Conceptual diagram of the system 

Finally, in the third stage, the output is stored and sent to the cross-platform 

application for the interpretation by the decision maker. The output is visualized in the 

application as graphs and guidelines through different and specific dashboards. Each 

dashboards are a collection of widgets that give to the farmer an overview of the 

metrics and let them monitor many metrics at once, so they can quickly check the 

health of their cultivation. 

 

Case of Study 

LANDS was tested during the 2018 spring season to forecast and tackle the risk of 

Phytophthora Infestans cryptogamic attacks for potato crop also known as late blight or 

potato blight. Potato blight is one of the most devastating diseases of potato world 

over, including Sardinia. In the Region the continuous climate changes such as the 

rains close together, the high humidity and the abrupt changes of the temperatures are 

putting at risk the potatoes production. For this reason, the experimentation phase 

started as a support in the decision-making process of this cultivation. 

The tested are conducted in the potato fields monitored and managed by the Laore 

Agency.  

We have implemented two disease prediction models retrieved from literature: Negative 

Prognosis model and Fry model [25, 26].  The joint use of the two algorithms allows to 

forecast the period which it is opportune to carry out fungicide treatments useful 

against the appearance of the pathogen.  

The models identify the number of treatments need during a growing season as a function 

of time and meteorological data acquired continuously from ARPAS weather stations. 

The analysis of the Negative Prognosis Model predicts the period where the late blight 

epidemics are not likely to occur and the timing of the first treatment. In order to 

achieve an accurate prediction, the system receives, manages and stores with fixed 

frequency the following data: hourly temperature of the day, hourly humidity of the 

day, hourly winds, day degrees calculated with different methodologies, Eto calculated 

Stage 1 Stage 2 Stage 3 
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with different mathematical formulas. From these data, the model takes as input: 

hourly temperature (°C), relative humidity (%), and rainfall (mm).  

After the server has received the input parameters the model calculates w ith different 

formulas the risk values and the accumulated risk values. This last, is the values that 

allows to determinate the date of the first treatment. The Fig. 2 shows the trend of the 

accumulated risk index recorded from 12/03/2018 to 29/04/2018.  

The tested conducted allowed to identify a local threshold which recognize when the 

disease is expected to occur. The warning period is indicated when the accumulated 

risk value exceeds the threshold of 130 and the first treatment is applied when the 

threshold reaches the value 150. In the case of Figure 3 the first treatment was carried 

out 13/04/2018. 

To estimate the treatments after the first we developed the Fry model. The model 

calculates the spraying intervals based on the blight units and fungicide units. Blight 

units are calculated according to the number of consecutive hours that relative 

humidity is greater than or equal to 90%, and average temperature falls within any of 

six ranges (< 3, 3-7, 8-12, 13-22, 23-27 and >27 C). Fungicide units are calculated 

based on daily rainfall (mm) and time since last fungicide application. Decision rules 

about when fungicide should be applied are generated based on cumulative blight units 

or fungicide units since last spray.  

 

Figure 2: Accumulated risk recorded from 12/03/2018 to 29/04/2018 

The experiments carried out allowed to outline the best criteria for local conditions 

through the Fry model developed. The treatments after the first are indicated when one 

of the following cases occurs: (i) the accumulated precipitations are greater than 20 

mm, (ii) the risk value of the previous night is 8 and also the sum of the blight units 

exceeds 40 for cultivar susceptible.  

CONCLUSIONS 

In the present paper we have seen how the DSSs are widely used in the agricultural sector. 

They have become notable and indispensable tools to conduct a more sustainable and 

productive agriculture which is difficult to sustain due to the continuous climate changes. 

0.00

20.00

40.00

60.00

80.00

100.00

120.00

140.00

160.00

180.00

12
/3

/2
01

8

15
/3

/2
01

8

18
/3

/2
01

8

21
/3

/2
01

8

24
/3

/2
01

8

27
/3

/2
01

8

30
/3

/2
01

8

2/
4/

2
01

8

5/
4

/2
01

8

8/
4

/2
01

8

11
/4

/2
01

8

14
/4

/2
01

8

17
/4

/2
01

8

20
/4

/2
01

8

23
/4

/2
01

8

26
/4

/2
01

8

29
/4

/2
01

8

A
cc

u
m

u
la

te
d

 R
is

k 
V

al
u

es
 

Date

Accumulated Risk Index 



ICDSST 2019 PROCEEDINGS – ONLINE VERSION  
THE EWG-DSS 2019 INTERNATIONAL CONFERENCE ON DECISION SUPPORT SYSTEM TECHNOLOGY  

P.S. Freitas, F. Dargam, R. Ribeiro, J.M. Moreno, J. Papathanasiou (editors)  
Madeira, Portugal, 27-29 May 2019 

- 121 - 

 

Although several DSSs for monitoring various cultures have been developed, their 

adoption has been slow for two reasons: technical limitations of the DSSs and to farmer 

attitude towards DSSs. Today, the situation is changing thanks to the increased availability 

of personal computers, increased access to the Internet and increased development of web-

based systems. Even in Italy and especially in Sardinia few DSS have been adopted. The 

major contribution of this work is the development of the DSS LANDS in collaboration 

with the Laore Sardinia Agency to monitor the main crops in Sardinia, a place where the 

adoption/diffusion of DSS is complicated for the territory heterogeneity. Currently, the 

DSS is a prototype being tested for monitoring the potato culture. In particular, the DSS 

through the Negative Prognosis Model and the Fry Model elaborates weather data from 

meteorological stations to forecast the period in which is opportune to carry out fungicidal 

treatments against the pathogen late blight outbreak. The short case of study conducted 

allowed to adapt, calibrate and outline the local parameters in order to produce accurate 

predictions. 

However, LANDS is at an early stage of the project. To date, it is still early to be able to 

assess the benefits of its use in the field. Future experiments will allow to validate 

predictive dynamical models and evaluate if LANDS is the tool able to respond to the 

challenges emerging in the agricultural field according to Precision Farming methods. 
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ABSTRACT 

Industry 4.0, known as "the Fourth Industrial Revolution", has been blowing among 

different industries and changing the paradigms of doing businesses. Although all 

industries are under the influence of emerging technologies, the rate of success and 

cause of failure of transition processes are still not clear, and interest researchers. The 

challenges of technology transfer, technology management, and technology 

implementation are not new, but the fourth revolution has its own characteristics and 

dilemmas in practice and Hotel 4.0 is not an exception. This paper, discusses the 

challenges of implementing innovative Water and Electricity Monitoring Technology 

in Hotel industry, and the final ranking model helps understand the priorities of the 

challenges. The challenges could be seen in both service provider and client sides. 

Moreover, the main challenges were prioritized and ranked using Analytical Hierarchy 

Process (AHP) technique. Although the level of consistency, questions the accuracy 

of the weights, but the ranking of challenges could show the main concerns and 

importance of potential dilemmas which should be taken into account. This could help 

have a better understanding of future challenges, decide for strategies to improve the 

system, and increase the readiness. The work is based on interviews and brainstorming 

sessions with a group of technicians involved in the projects and information elicited 

from real cases in Europe.  

Keywords: Hotel 4.0, Innovative Monitoring Technologies, I4.0 Readiness, 

Analytical Hier-archy Process (AHP). 

 

INTRODUCTION 

The trend of 4.0 is now beyond "Manufacturing" but could be seen everywhere including 

in the Tourism industry. Hotel 4.0 presents the future generation of the hotels while the 

hotels could be seen as an Intelligent Cyber-physical System. To make this dream 

happens, there are many aspects but technology is the core pillar. The transition process 

to shift to Hotel 4.0 is not always successful and the potential challenges are important to 

be recognized and considered in advance. The relation between ICT and the hotel industry 

has a long history but it's more important these days. Evaluating Information Technology 

mailto:j.jassbi@uninova.pt
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(IT) in United State hotels considering different hotel sectors from luxurious to economy 

ones has been studied by [1]. [2, 3] reviewed the existing research works on the 

implementation of quality programs in hotel industries located in Ireland. The relationship 

between hotel front office systems and the hotel guests has been studied by [4] considering 

the quality, information technology infrastructure, technology acceptance by guests and 

perceived value. [5] considered the implementation of customer relationship management 

(CRM) in 128 medium and small size hotels in Spain. The impact of hotel property 

attributes on adoption of RFID for hotel sector has been investigated by [6]. The potential 

barriers of implementing environmental technologies in the hotel industry in Hong Kong 

has been addressed by [7] while the paper categorized barriers into internal, external and 

product-related groups, and addressed some potential solutions. Reference [8] addressed 

managerial and theoretical extension of technology acceptance model based on evaluating 

the additional antecedent beliefs and predicted the attitude of tourists’ behavior facing 

self-service technologies in the hotel environment. The key factors of CRM based on both 

customer-centered management, employee support and organizational culture have been 

addressed in [9]. [10] focused on the implementation of RFID used in hotel’s locking 

technology to understand the adoption process and its theoretical implication. Possible 

barriers of applying information technology in hotels with the potential strategies as a 

solution have been addressed in [11]. Investigating existing related research works shows 

that the literature suffers lack of study addressing the potential practical challenges in 

implementing innovative technology. . This paper is going to point out these challenges 

and ranks them according to real case experiences. In this paper, the experience of 

Optishower, to Implement Innovative Water and Electricity Monitoring Technologies in 

hotels, is used to extract, categorize and rank the main challenges. The result is a 

combination of different Decision Process techniques including brainstorming, Delphi 

and Analytical Hierarchy process (AHP).  

Optishower is a tech-based solution, offering an innovative platform for the hospitality. 

Optishower is a combination of hardware and software while the consumption of water 

and electricity is presented to hotel manager/associates via web dashboard. Although 

Optishower was successfully implemented in different European countries, still the 

probability of project failure is high. That's why dealing with challenges parallel with 

technological issues is part of the concern of the team. It is important to have a 

comprehensive picture of potential barriers ahead and evaluate the readiness of hotels in 

advance to develop an appropriate implementation strategy.  

In this paper, the main barriers from previous project experiences were extracted through 

interviewing different groups involved in the project while Delphi was used to finalize the 

list. Afterwards they were ranked by using AHP technique to understand their priorities 

and importance.  

CHALLENGES 

To have a list of challenges, both service providers and client sides should be considered. 

Some challenges are based on the context and the place of implementation which could 

be different from one case to the other while the main dilemmas common among different 

case studies are the target of his work. Needless to say, that some difficulties were from 
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the service provider side including technical problems and calibration among others which 

mainly deal with the technology itself. It should be noted that because of page limitation, 

the challenges are explained briefly. 

Service Provider Challenges 

Water Consumption Measurement 

Water consumption can be measured in different I) intrusive and II) non-intrusive ways. 

Non-intrusive is more expensive and more difficult to code.  

Intrusive Installation: In our experience, hall-effect water flow sensor was used because 

they were cheaper, easy to code and their accuracy was acceptable for the measurement. 

However, because of their intrusive technology for installation, we faced some problems 

such as lack of space for installation or difficulty to access to the water pipeline inside the 

rooms and the need to cut-off the water pipeline on the whole floor which is risky, 

especially when the hotel rooms are fully booked.  

Hotel Renovation: Because of renovation in some hotels, even the hotel technicians do 

not know which pipe goes to which room, and it takes a lot of time to figure out how the 

system works.  

Old and Worn-out Water Pipelines: Most of the water pipes and main valves were open 

for years and require significant efforts to close them for maintenance and installation. In 

addition, flow meter installation needs to be done by certified plumbers who are paid on 

an hourly basis and the complex pipelines increases the installation costs, while in some 

cases plumbers do not take the responsibility of the process.  

 

Electricity Consumption Measurement 

Insufficient space in room electricity box: The electricity box in many cases was too 

small and there was not enough space for installation.  

Hotel Renovation: Similar to the challenges of water measurement, lack of knowledge 

about new electricity wiring system in renovated hotels is considerable.  

Data Transfer Technology 

There are different existing data transfer technologies such as Wi-Fi, Z-Wave and Zigbee. 

Among those mentioned technologies, Wi-Fi data transfer through Node MCU 

modules with ESP8266 Wi-Fi chipset is very popular, inexpensive, with lots of available 

libraries and source codes on the web. In addition, Wi-Fi infrastructure are always 

available in any hospitality areas. However, there are some challenges in this regard as 

follows: 

Need for Power Supply: In case of providing power supply for water consumption 

metering and transmission, in most cases there was no accessible power line near the place 

where water flow sensors were needed to be installed. 

Hotel’s Wi-Fi Infrastructure: When you use Wi-Fi as a data transfer technology at least 

you need one router nearby, to be used and to connect your Wi-Fi modules to the cloud. 

Most of the hotels, according to our experience, use captive login to provide free Wi-Fi 

for their guests and it is hard to ask them for SSID and Password. 
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Power Outage: Having a power outage in long time monitoring is inevitable. In case of 

having short power outage, we implement a simple auto-reset circuit to refresh our Wi-Fi 

modules and make them reconnect to the internet. 

No Internet Situation: Without the Internet, data cannot be sent to the cloud-based server 

and alternative solutions should be utilized.  

 

Marketing 

Hotels are working with few trusted suppliers in order to reduce diversion in after sale 

services mean that it's easier for new players to deal with existing hotel suppliers.  

Client challenges 

Infrastructure: Energy and water projects strongly depend on infrastructure and many 

challenges including various types of water counters and pipe sizes and the lack of map 

for the electricity grid are related to the infrastructure. 

Security: Data security for any IoT project has always been a challenge and the risk of 

data disclosure is irreparable. 

Safety: Implementing new solutions/products in hotels always jeopardizes hotel safety, 

and usually hotel managers should accept all the risks. One important challenge is to 

convince hotel managers that risk is under control.  

System adaptation: Integration and synchronization of new innovative technology with 

existing systems which are currently working in the hotel is always a headache. 

Decision process: It is difficult to find the right or final decision maker in hotel. This 

means, the decision process for a new product or technological solution in hotels is 

complicated and requires approval from different departments.  

End user intervention: Hotel clients may intervene in any new product/solution while 

the hotel owner has no control over them. Vandalism or stealing stuffs in hotel rooms are 

two examples. 

Economic Feasibility: The economic impact of a new technology/solution is not clear to 

the hotel managers and there is a need for a feasibility study or pilot duration to evaluate 

the product/Service which could cause delay or cost.   

Technology Resistance: Resistance against new technologies is common and in the hotel 

industry, due to the sensitivity of the guests, it is worse.  

RANKING AND WEIGTHING THE CHALLENGES 

In this section, the process of ranking and weighting of the challenges using a well-known 

method, Analytical Hierarchy Process (AHP), is presented. Although all potential 

problems must be considered in any implementation strategy, the level of importance is 

not equal. After the initial steps by Delphi, to have the comparison tables of challenges, a 

brainstorming meeting was organized with the involvement of experts working in several 

projects. The first step was to develop a conceptual model in which we were trying to 

merge some criteria to reduce the complexity of the system and accordingly the possible 

errors in the weighing process. In AHP, the number of criteria is important and increasing 
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the number of criteria, will dramatically affect the complexity and the risk of 

inconsistency. To avoid this problem, some similar challenges were merged. For instance, 

both water and electricity consumption measurement challenges could be merged to 

represent the consumption measurement challenge. In fig.1 the final model which 

represents the challenges could be seen. 

 

Conceptual Model for AHP 

To start the process of AHP, Pairwise Comparison scale adopted from Saaty [12] is used. 

Tables 1 and 2 represent the pairwise comparison matrix of criteria for challenges on both 

service provider & client sides respectively. These two tables are the final results of the 

brainstorming session. Although the opinions were not the same, ultimately, consensus 

was made to have the final tables. 

Table 1. Pairwise comparison matrix of criteria for Service Provider Side Challenges 

Service Provider Side Challenges Consumption 

Measurement 

Data Transfer 

Technology 

Cloud-based 

Dashboard 
Marketing 

Consumption Measurement 1 
6 2 5 

Data Transfer Technology 0.143 1 0.2 5 

Cloud-based Dashboard 0.5 
5 1 7 

Marketing 0.2 
0.2 0.143 1 

Table 2. Pairwise comparison matrix of criteria Client-Side challenges 

Client-Side challenges Infrastructure 

Risk 

(Security, 

Safety) 

System 

adaptation 

Social 

Challenges 

Decision 

process & 

Feasibility 

Infrastructure 1 3 0.25 9 5 

Risk (Security, Safety) 0.33 1 6 9 7 

System adaptation 4 0.17 1 4 1 

Social Challenges 0.11 0.11 0.25 1 0.2 

Decision process & 

Feasibility 
0.2 0.14 1 5 1 

 

By following the process of "approximate method" in AHP (ref), the final result for the 

priorities of the criteria for the challenge are calculated and shown in table 3 and table 4. 
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Table 3. Priorities of Service Provider Side Challenges 

Service Provider Side 

Challenges 

Consumption 

Measurement 

Data 

Transfer 

Technology 

Cloud-based 

Dashboard 
Marketing Priority 

Consumption Measurement 1 7 2 5 0.487 

Data Transfer Technology 0.143 1 0.2 5 0.123 

Cloud-based Dashboard 0.5 5 1 7 0.335 

Marketing 0.2 0.2 0.143 1 0.056 

Table 4. Priorities of Client-Side challenges 

Client-Side 

challenges 

Infrastruc

ture  

Risk (Security, 

Safety) 

System 

adaptation 

Social 

Challenges 

Social 

Challenges 
 

Infrastructure  1 3 0.25 9 5 0.31 

Risk (Security, 

Safety) 
0.33 1 6 9 7 0.36 

System 

adaptation 
4 0.17 1 4 1 0.22 

Social 

Challenges 
0.11 0.11 0.25 1 0.2 0.03 

Decision process 

& Feasibility 
0.2 0.14 1 5 1 0.09 

 

 

As it can be seen, the main challenge in Service Provider Side is consumption 

measurement following by cloud-based dashboard challenge while in client side, 

infrastructure and risk (security, safety) are considered as the main dilemmas followed by 

system adaptation.  

One of the main concerns in AHP process is consistency. This is the way to make sure the 

judgments made by experts are consistent. The decision makers are using pairwise 

comparison and the criteria are compared with each other one by one, so some 

inconsistency is expected, and it is important to make sure the level of inconsistency is 

acceptable. To calculate the inconsistency, the main process which is introduced by Saaty 

[12] was followed as follows. max for both Service Provider Side and client-side challenge 

are calculated by the process which could be seen in Table 5 and Table 6. 

Table 5. Priorities as factors and weighed columns of Service Provider Side Challenges 

Service Provider Side Challenges 
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Consumption Measurement 0.49 0.86 0.67 0.28 2.30 0.49 4.71 
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Data Transfer Technology 0.07 0.12 0.07 0.28 0.54 0.12 4.37 

Cloud-based Dashboard 0.24 0.61 0.33 0.39 1.58 0.33 4.72 

Marketing 0.10 0.02 0.05 0.06 0.23 0.06 4.06 

Total   17.86 Divide Total by 4 to obtain max  4.47 

Table 6. Priorities as factors and weighed columns of Client-Side challenges 

Client-Side challenges 
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Infrastructure 0.31 1.08 0.05 0.22 0.43 2.11 0.31 6.76 

Risk (Security, Safety) 0.10 0.36 1.29 0.22 0.61 2.59 0.36 7.17 

System adaptation 1.25 0.06 0.22 0.10 0.09 4.70 0.22 21.80 

Social Challenges 0.03 0.04 0.05 0.02 0.02 0.17 0.02 6.89 

Decision process & 

Feasibility 
0.06 0.05 0.22 0.12 0.09 0.54 0.09 6.22 

Total 48.82 

Divide Total by 5 to obtain max  9.76 

 

Now the Consistency Index can be calculated using (1) when N is 4 for service provider 

side and five for client-side challenge. 

( ) ( )
max

/ 1CI n n= − −  (1) 

And finally, the Consistency ratio will be calculated using (2) while RI is the consistency 

index of a randomly generated comparison matrix. The RI index is the average of 

consistency Index of 500 randomly filled-in matrices [12]. RI index according to the 

number of criteria for N=4 is 0.9 and for N=5 is 1.12 [13, 14]. 

/CR CI RI=  (2) 

Table 7. Consistency result for Service provider and client sides challenge 

fa max  n CI RI RI 

Service Provider Side Challenges 4.47 4 0.16 0.9 0.17 

Client-Side challenges 9.76 5 1.19 1.12 1.06 
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Unfortunately, CR is bigger than 0.10. For values smaller than 0.10, it could be assumed 

that Judgment matrix is reasonably consistent. This means that the expert matrix for 

pairwise comparison was not acceptable and in order to have accurate data, it should be 

revised. 

DISCUSSION AND CONCLUSION 

This paper targeted an important subject of Technology Implementation challenges while 

trying to share the experiences from real projects. Industry 4.0 is a new paradigm and it's 

more than hard and soft technology but prosperous implementation strategy. Although the 

focus of this paper was Innovative Water and Electricity Monitoring Technologies in 

Hotel Industry, many factors could be the same in other industries and for other types of 

technology. Through interviews with the technical and commercial people involved in the 

projects, different challenges were identified and introduced while it was finalized by 

using Delphi Technique. Then AHP process was used to understand the weight of 

challenges. Although the final result was not satisfactory, due to the level of inconsistency, 

and the final weights were not accurate, but the ranking was interesting. Most probably 

the variety of the background of the contributors was the reason for deviation and low 

level of inconsistency. In Service provider side the main challenge is measurement system 

which is a technological challenge followed by cloud base dashboard. The result shows 

that marketing is not a big issue to deal with as compared with technology. In client side, 

the risk is the most important concern, which makes sense in hotel industry. They are 

sensitive and any risk in the safety or security could cause an irrecoverable cost. 

Infrastructure ranks the second and the existing situation of infrastructure and their 

potential problems even in 4-/5-star hotels were not expected. System adaptation stands 

third and most hotels suggest negotiations with a third party who is in charge of running 

and maintaining existing ICT systems in the Hotel. Also, communication between 

technical staff responsible for infrastructure and the ICT department caused some 

problems. They had different mindsets and different approaches. Social challenges in 

fourth place were more a concern of luxury hotels. This means that the gamification and 

the rewarding strategy does not work properly unless the hotel uses the technology align 

with their sustainability approach and green strategy. Contrary to our expectation, 

feasibility and decision process issues were in the last place. This clearly shows that the 

main challenges are not economic but either related to the technology or adaptation.  

The project is still going on and the future works’ concentration is on improving the 

current result by using other weighing techniques and introducing "I4.0 Readiness model" 

at micro level to understand the readiness of the hotels that would like to start transition 

strategy to be known as Tourism 4.0 Leaders. It is crucial to have a better understanding 

of the potential future challenges and plan appropriate customized implementation 

strategy according to the situation of each hotel and it's ecosystem. 
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ABSTRACT 

Decision making for farms is a complex task. Farmers have to fix the price of their 

production but several parameters have to be taken into account: harvesting, seeds, ground, 

season etc… This task is even more difficult when a group of farmers must make the 

decision. Generally, optimization models support the farmers to find no dominated 

solutions, but the problem remains difficult if they have to agree on one solution. In order 

to support the farmers for this complex decision we combine two approaches. We firstly 

generate a set of no dominated solutions thanks to a centralized optimization model. Based 

on this set of solution we then used a Group Decision Support System called GRUS for 

choosing the best solution for the group of farmers. The combined approach allows us to 

determine the best solution for the group in a consensual way. This combination of 

approaches is very innovative for the Agriculture domain. 

 

Keywords: Centralized Optimization Model, Group Decision Support System, 

AgriBusiness. 
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ABSTRACT 

Departing from the classical collaborative knowledge acquisition methodology in expert 

systems literature, the ‘collaborative value modelling’ framework was developed. It 

combines two decision support processes: Web-Delphi to elicit individual judgemental 

knowledge from a (very) large number of stakeholders, and Decision Conferencing (DC) 

in which the knowledge acquired is then digested by a small group of key-players, to 

collaboratively develop a widely informed multicriteria value model. This new socio-

technical framework was already tested in real complex evaluation contexts, supported by 

the Welphi platform and the MACBETH method. This paper focuses on the Welphi process 

for weighting population-health objectives that informed a subsequent multicriteria DC to 

construct a European Population Health Index under the EURO-HEALTHY H2020 project. 

It shows that enhancing MACBETH decision conferencing with an ex ante Web-Delphi 

process fostered higher participation and collaboration in multicriteria modelling. 

Furthermore, it shows how the Welphi platform, by collecting participants’ changes of 

opinion (or judgements) between Delphi rounds, provides a mean to understand the 

knowledge construction process itself. Current research under the IMPACT HTA H2020 

and MEDI-VALUE FCT projects addresses both technical and social challenges, on the 

one hand, to find ways for improving the platform in order to understand the reasons behind 

opinion changes and knowledge generated by participants’ interactions and comments, and 

on the other hand, to explore behavioral aspects within and across Delphi, DC and 

MACBETH web-based group decision support systems. 

 

Keywords: Collaborative modelling; Knowledge acquisition; Multicriteria decision 

conferencing; Participatory process; MACBETH; Web-Delphi; WELPHI 

 
INTRODUCTION 

Delphi and decision conferencing (DC) can be appropriately viewed as group decision 

support systems (DSS) [1], as they both make use of an information basis and decision support 

methods and technology to acquire individual knowledge and stimulate collaborative group 

agreement. From the social view point, the difference between these two particular DSS is that 

Delphi are non-face-to-face anonymous processes able to involve a large number of 

participants, whereas DC develops on open face-to-face settings restricted to relatively small 

groups. From the technical perspective, we will restrict the discussion of their use on decision 

aiding contexts which ultimate objective is the construction of multicriteria evaluation models 

mailto:monica.oliveira@tecnico.ulisboa.pt
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under the working hypotheses of multi-attribute additive value modelling (MAVM) [2] and 

using the MACBETH approach [3, 4]. Specifically, we will mention the enchained use of the 

Welphi platform [5] and the M-MACBETH software [6] to develop, respectively, Web-Delphi 

and DC processes, framed on the recently proposed ‘collaborative value modelling framework’ 

[7].The next section is devoted to this novel socio-technical framework, followed by the 

description of its application to a real case of weighting population health objectives in Europe.  

 
THE COLLABORATIVE VALUE MODELLING FRAMEWORK 

The expert systems literature has recognized the value of including a large number of experts 

to help dealing with the increase complexity of current applications [8]. Collecting information 

from multiple sources (experts) has numerous benefits, such as an improved knowledge of the 

problem domain, and enhanced “knowledge base validity, consistency, completeness, 

accuracy, and relevancy,” that will produce better results within multidimensional problems 

[9]. Wagner [10] in a recent review over the last Thirty Years of Expert System Case Studies 

identified different hybrid knowledge-based systems that combine multiple knowledge sources 

to develop expert systems that are currently exploring how different methodologies can be 

combined to face this challenge. However, the development of a collaborative knowledge 

acquisition process raises several challenges, particularly on how to use technological 

platforms to assist knowledge acquisition tasks that involve a large number of experts and 

stakeholders that can be geographically dispersed. 

Drawing from the collaborative knowledge acquisition literature and from the idea that “it is 

possible to realize MAVM processes in which integration and interaction are at different 

levels” [11], we designed the above referred collaborative value modelling framework, a new 

socio-technical framework that departs from Web-Delphi processes to elicit and analyse 

individual judgemental knowledge from a (very) large and diverse number of stakeholders; 

the knowledge thus acquired is then digested by a small group of key-players, in a 

subsequent DC process, to collaboratively develop a widely informed multicriteria 

evaluation model. 

A detailed description of the different stages of the Collaborative Value Modelling framework 

can be found in [7]. In this paper we focus on describing how the knowledge acquired flows 

between the two decision support processes used as environment components of the 

framework: Welphi and Decision conferencing (DC). Quoting Vieira et al. (2019) [7]: “At 

the heart [of the collaborative value modelling framework] are the multiple stakeholders whose 

involvement takes place in two different environments, assisted by the facilitation team: a 

participatory environment in the form of a non-face-to-face Web-Delphi, with a large number 

of participants; and a collaborative environment in the form of a face-to-face multicriteria 

decision conferencing, with a group of key-players.” 

Welphi was developed using the Microsoft ASP.Net framework supported by an SQL Server 

database. The front-end makes extensive use of JQuery and Ajax to provide an easy experience 

for the users. Welphi has three main sections of interaction. The first section is where the user 

sets up the process itself. This includes the definition of the indicators under study, the answer 

scale to be used throughout the process rounds and the addition of the participants e-mails. The 

second section lets the user setup, monitor and analyse each round. It is possible to edit 

invitation and reminder e-mails’ bodies, start and stop the round as well access the participants 

answering status and the round statistics. Welphi also integrates the novel online MACBETH-

based decision support system that also implements the MACBETH approach in a web setting 

environment [5].  
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A PROCESS OF COLLABORATIVE VALUE MODELLING FOR WEIGHTING 

The EURO-HEALTHY case 

The collaborative value modelling framework has been fully applied for developing a MAVM 

Population Health Index (PHI) model, under the EURO-HEALTHY H2020 project, to appraise 

PH across 269 European regions. Three separate Web-Delphi processes took place, always 

using the Welphi platform. Based on scientific information, the first one enabled to build a 

population-health value tree with 10 areas of concern, each one of them clustering multiple 

indicators. They operationalize a total of 42 population health objectives, which weighting 

process started with the second Web-Delphi. Finally, the shapes of the respective value-

functions were the object of the third Web-Delphi. Given the multidimensional nature of the 

PH concept, many geographically dispersed experts and stakeholders from different areas were 

involved. Those three types of shared judgmental knowledge, thus collected, were analyzed 

and discussed by a group of 13 key-players, each type during a one-day decision conference to 

achieve agreement on, respectively, the PHI value-tree, the final weights of the objectives and 

the respective value functions. This paper focuses only on the weighting collaborative 

modelling activities, to illustrate how weighting judgements were friendly and 

comprehensively elicited from a large and diverse number of participants and how the 

weighting knowledge collected with Welphi informed the weighting decision conference.  

 
Web-Delphi for weighting  

The Web-Delphi for weighting was a one-month process that took place between February 29 

and April 4, 2016. In three rounds, qualitative weighting judgements on the indicators that 

operationalize European health objectives were collected from 61 participants. The knowledge 

elicitation phase started with the design of the questionnaire of the first round of the Web-

Delphi process (Figure 8). In weighting, it was important to consider that, technically, in an 

additive value model, each weight is a quantitative measure of the relative importance of 

swinging between lower and upper performance levels on the respective indicator. In the case, 

weighting judgements were elicited by asking the participants to answer to the question: “To 

reduce health inequalities in Europe, how important is to close this gap?” All gaps were shown 

on the Welphi platform and defined between the worst and the best performance levels on the 

respective indicator, across all European regions. In the beginning of the first Delphi round, 

participants accessed the list of indicators and the respective gaps and gave their individual 

qualitative weighting judgements by choosing one of the six MACBETH categories, from very 

weak to extreme, directly on the platform, while considering “how big is the gap and how 

important it is to develop policies to close the gap in view of reducing health inequalities in 

Europe” [12]. 
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Figure 8: Web-Delphi for weighting in each area of concern: answers in the first round [12]. 

In the beginning of the second Delphi round, participants were presented with an anonymous 

summary of all participants’ answers. It is this iterative nature of the Delphi method that 

enables the knowledge analysis phase of the collaborative value modelling framework. On the 

one hand, quantitative feedback was given in a table with each row indicating the percentage 

(and number) of participants’ weighting judgements on each qualitative MACBETH category. 

It is important to mention that no statistical aggregation measure was delivered. This strategy, 

like a voting process as the one adopted in the [13] study, was more adequate to promote 

reflection. This was enhanced, on the other hand, by qualitative feedback in the form of 

comments that participants could give to justify their judgements. At the light of the feedback 

information provided, in round 2 participants were invited to confirm or revise their previous 

judgements. A similar process took place in a third and final round. 

Individual opinion changes were used as measures of the usefulness of the Delphi method for 

collecting weights information. There were indicators where there was more individual opinion 

change on both rounds than in other indicators. The indicators with less opinion change, either 

started with agreement from the first round or no group majority was reached; whereas the 

indicators with more individual opinion changes reached a group majority judgement on round 

2. 

At the end, majority rules were applied to the final distributions of weighting judgements, in 

order to identify the indicators for which group majority judgements existed and those ones 

with controversy results. 

 
Multicriteria decision conferencing for weighting 

The one-day weighting decision conference took place, in Lisbon, on October 25, 2016, 

attended by 13 experts who had also participated in the preceding weighting Web-Delphi. 

Departing from the analysis and discussion of the qualitative weighting knowledge there 

acquired, the group developed the weighting model activities depicted in Figure 2 and moved 

forward the value modelling process by achieving an agreement on numerical weights to the 

indicators’ gaps, with the support of M-MACBETH. When Delphi majority qualitative 

weighting judgements were not respected by the final quantitative weights agreed in the DC, 
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clear justifications were asked in order to guarantee the transparence of the whole collaborative 

value modelling process developed. Within the DC process, participants later verified and 

validated the weights of the PHI model. 

 

 

Figure 9: Flowchart of the weighting decision conference activities [14]. 

 
CONCLUSIONS 

The Web-Delphi, as used in stage 2 of the collaborative value modelling framework, showed 

to be effective in “introducing knowledge acquisition as a cognitive process” [15]. This is in 

line with the state-of-the-art of knowledge acquisition. Furthermore, the way in which the Web-

Delphi was designed allowed to capture disagreements among participants, while witnessing 

their evolution towards agreement – a feature usually only captured during face-to-face 

processes [16]). The process was also an efficient way to operationalise knowledge acquisition 

from 61 geographically dispersed participants, as it allowed for an automatic record of the 

information collected which saved facilitation time and avoided unnecessary errors, 

simultaneously making the information collected available for the subsequent stages of the 

process. Finally, having available previous knowledge information proved to increase the 

confidence of the DC group in developing their tasks while reducing the time generally 

allocated to them.  

Analysis of data stability and individual opinion change are key aspects to understand 

participatory processes, particularly the Delphi method. Further technical research within the 

IMPACT HTA H2020 is now being conducted to explore the reasons behind opinion changes 

and the insights provided by Delphi participants’ comments along the process. Further 

social research within the MEDI-VALUE FCT is being conducted to capture behavioural 

aspects that may occur within Delphi processes and that may be relevant to DC participants 

interpreting and understanding Delphi results. Both projects also address other socio-

technical issues within and across Delphi, DC and MACBETH web-based group decision 

support systems. 
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ABSTRACT 

We consider the problem of selecting a portfolio of projects which exhibit possible 

synergies in their resource consumption as well as outcomes. We propose a tree based 

search process to generate the set of efficient portfolios in a multi-criteria context and 

develop bounds on objective values that can be used to limit the search process in the tree. 

Initial computational results show that reasonable tight bounds can be generated using a 

general approach, for which significant calculations can be performed ex ante.  

  

Keywords: Project portfolio; portfolio decision analysis; interactions; search tree; bounds; 

knapsack 

 
INTRODUCTION 

Decision analysis has for a long time dealt with problems that consider decision alternatives 

individually, such as choice problems in which a single alternative has to be chosen, or ranking 

and sorting problems, in which  individual alternatives are ranked or assigned to predefined 

categories [1]. More recently, researchers have begun to study problems of portfolio decision 

analysis [2], in which several alternatives can be implemented simultaneously. Portfolio 

decision problems are relevant in many applications, a prominent example is management of 

projects such as R&D projects [3].  

As long as only one alternative can be selected, interdependencies between alternatives are not 

relevant. However, this is no longer true in portfolio problems, where several projects can be 

realized together. Early models of portfolio decisions and project selection [4] were mainly 

concerned with interdependencies in the implementation of projects, e.g. that one project can 

only be carried out if another project is also carried out, or that two projects are mutually 

exclusive. In the present paper, we deal with interactions in the form of positive or negative 

synergies of projects. For example, execution of one project might have a positive or negative 

impact on the payoff of another project, or two projects might be able to share some resources, 

leading to synergies in their resource consumption.  
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Our aim is to develop models to support a decision maker in portfolio problems in which 

projects might exhibit positive or negative synergies both in terms of their resource utilization, 

and in their contributions to the decision maker’s objectives. A portfolio decision problem can 

be seen as a combinatorial decision problem [3]. In the single objective case, it can be solved 

by a knapsack approach [5]. If interdependencies between projects result solely from the fact 

that they all require resources from a common pool, and there are no synergies in resource 

requirements or the utility of projects, this approach can directly be extended to multiattribute 

problems by assigning a utility value to each project [6]. However, this requires strong 

assumptions about the decision maker’s preferences, as well as an a priori elicitation of the 

decision maker’s multi-attribute utility function that may be imprecise and/or cognitively hard 

for him/her [7, 8]. A frequently used approach that avoids these problems consists of first 

generating the set of efficient portfolios, and then using an interactive search procedure in this 

(discrete, but possibly large) set to identify the best portfolio [9]. However, even in an offline 

environment, it is not possible to generate all possible portfolios to identify the efficient ones. 

Thus, tests for efficiency have to be included in the generation process to restrict the search 

space. This requires that during the search process, some information about outcomes that can 

be reached within a certain part of the search tree is available. The search space can be restricted 

even further by incorporating preference information from the decision maker in an interactive 

way, which also requires information about possible outcomes. Thus, the problem of 

calculating bounds on objectives during the search process becomes crucial. In this paper, we 

formulate such bounds and evaluate them in a computational study. 

The remainder of the paper is structured as follows. In the second section, we present our model 

of interactions between projects in portfolios. Section three outlines a tree-based search process 

for efficient portfolios and develops formulas for bounds on objectives. Section four presents 

results from a computational study on the efficiency of these bounds and section five concludes 

the paper. 
 

INTERACTIONS  

We propose to represent interactions between projects in a way that is similar to interactions 

in the capacity function of a Choquet integral [10]. The same approach can be used to model 

interactions in the objective functions as well as constraints (resource requirements). Let S be 

a set of projects, i.e., a portfolio. This can be the entire set of projects available to the decision 

maker, or a subset thereof. Both the (multiple) objective functions and the resource 

requirements need to be evaluated at the level of entire portfolios. We define a function f(S) 

that considers interactions at the portfolio level as  

𝑓(𝑆) = ∑ 𝑣𝑖 +
1

2
∑ ∑ 𝑐𝑖𝑗𝑗∈𝑆𝑖∈𝑆𝑖∈𝑆  (1) 

where 𝑣𝑖 refers to the outcome (objective value or resource requirement) of project i if the 

project is carried out alone and 𝑐𝑖𝑗 represents a positive or negative synergy effect, i.e., the 

amount by which the outcome of the portfolio deviates from the sum of outcomes of the two 

projects if both projects i and j are contained in the portfolio. Note that the interaction effect 

has to be divided by two to avoid double counting.  

We call a function f monotonic in projects if adding a new project to a portfolio does not 

decrease f. Formally, function f is monotonic if  

∀𝑖 ∉ 𝑆: 𝑓(𝑆 ∪ {𝑖}) ≥ 𝑓(𝑆) (2) 

Although it is hard to imagine that interactions are so strong that adding another project to a 

portfolio would decrease its outcome or the amount of some resource needed, we do not 

explicitly exclude the possibility that a function is not monotonic.  

For the moment, we consider only a single objective. The problem of selecting the optimal 
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portfolio can then be formulated as a knapsack problem: 

max∑ 𝑣𝑖
0𝑥𝑖𝑖∈𝑆 + 1

2
∑ ∑ 𝑐𝑖𝑗

0𝑥𝑖𝑥𝑗𝑗∈𝑆𝑖∈𝑆   

∑ 𝑣𝑖
𝑘𝑥𝑖𝑖∈𝑆 + 1

2
∑ ∑ 𝑐𝑖𝑗

𝑘𝑥𝑖𝑥𝑗𝑗∈𝑆𝑖∈𝑆 ≤ 𝑏𝑘 (3) 

where xi is a binary variable indicating that project i is included in the portfolio and bk is the 

available amount of resource k. Note that although (3) is a nonlinear optimization model, it can 

be transformed into a linear model by substituting xixj = yij  and adding the constraints 

𝑦𝑖𝑗 ≤ 𝑥𝑖  

𝑦𝑖𝑗 ≤ 𝑥𝑗  

𝑦𝑖𝑗 ≥ 𝑥𝑖 + 𝑥𝑗 − 1 (4) 

Similar formulations of optimization models taking into account project interdependencies 

were presented e.g. in [11] and [12], although they did not consider the linearization. 
 

SEARCH TREE AND BOUNDS 

For the efficient generation of portfolios, we propose to build up a search tree similar to [13]. 

The tree is constructed by considering each project sequentially. For each considered project, 

two branches are added to the tree, one in which the project is included in the portfolio under 

construction and one in which it is not included. The end nodes of the tree correspond to 

complete portfolios. 

The advantage of a tree structure is that it is not necessary to search the entire tree. If at some 

point it can be determined that all nodes descending from a node will violate a resource 

constraint, or that none of the following nodes will be better than a solution already found (or, 

in the multiobjective case, all subsequent nodes will be dominated by an existing solution), 

then the tree need not be further expanded from that node. The efficiency of this approach 

depends on the sequence in which projects are considered, different approaches to select 

projects will be studied in future research. 

In the case that all resource requirements are monotonic, it is obvious that once a resource 

requirement has been violated, all subsequent nodes will also violate that requirement. This no 

longer holds in the case of non-monotonic resource requirements. In that case, a bound on 

resource usage is required. It is also necessary to calculate a bound on objective values in order 

to determine whether nodes that emerge from a given node can still be better than a solution 

found so far. Thus, the ability to calculate tight bounds on both resource usage and objective 

values of all nodes emerging from a given node becomes essential 

The tree search uses a trichotomic approach as proposed in [14]. Consider a given node n in 

the tree, and denote by S1 the set of all projects that are included in the portfolio under 

construction at node n, by S2 the set of all projects that are already decided and that are not 

included in the portfolio, and by S3 the set of still undecided projects. Although we can calculate 

the value of  the objectives (as well as the resource requirements) for all projects in S1 using 

(1), that value might still increase or (in the case of a non-monotonic function) decrease by 

adding projects from set S3. We also have to take into account that adding too many projects 

might lead to a violation of the resource constraints. 

To obtain an exact bound for an objective at node n, one could still solve problem (3) fixing 𝑥𝑖 

to one for all 𝑖 ∈ 𝑆1 and to zero for all 𝑖 ∈ 𝑆2. However, that would involve solving several 

mixed integer optimization problems (one for each objective) in each node. To efficiently 

calculate a bound for an objective function at node n, we therefore need to relax some properties 

of the problem to allow for fast calculation. We propose to ignore the indivisibility of projects, 

and to consider each resource constraint individually. Without interactions, a bound could then 

be calculated by considering, for each resource k, the marginal productivity of each project i 
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(which we denote by 𝑟𝑖𝑘 = 𝑣𝑖
0 𝑣𝑖

𝑘⁄ ), sorting the projects by productivity and including (partial) 

projects in descending order of productivity until the resource constraint becomes binding. 

Taking the smallest value that can be obtained in this way for any resource gives an upper 

bound for the objective value that can be reached.  

If there are interactions between projects, the marginal productivity of a project depends on the 

other projects contained in the portfolio. Furthermore, in the case of non-monotonic functions, 

adding a project might lead to a decrease in either resource requirements or objective value, so 

the marginal effect might be negative. The latter effect can be eliminated by considering only 

positive interactions for objectives, and only negative interactions for resources. Thus, the 

marginal productivity of a project will only be over-estimated, leading to an (less tight) upper 

bound of the objective value that can be obtained.  

At a given node, it is not clear which interactions of a project need to be considered. Clearly, 

all interactions of the project with other projects contained in S1 will be present, and interactions 

with projects in S2 will not be present. But interactions with other projects in S3 may or may 

not occur. To be on the safe side, we only include positive interactions in the objective and 

negative interactions in resource usage with all projects still in S3. Therefore, an upper bound 

of the marginal productivity of an undecided project 𝑖 ∈ 𝑆3 is calculated as 

𝑟𝑖𝑘 = (𝑣𝑖
0 +∑ 𝑐𝑖𝑗

0
𝑗∈𝑆1 +∑ 𝑐𝑖𝑗

0
𝑗:𝑗∈𝑆3∧𝑐𝑖𝑗

0>0 ) (𝑣𝑖
𝑘 + ∑ 𝑐𝑖𝑗

𝑘
𝑗∈𝑆1 +∑ 𝑐𝑖𝑗

𝑘
𝑗:𝑗∈𝑆3∧𝑐𝑖𝑗

𝑘<0 )⁄  (5) 

Note that this bound depends on the current sets S1 and S3. This means that in each node, the 

marginal productivity of each project in S3 has to be calculated, and the marginal productivities 

need to be sorted in each node. While faster than solving the entire problem (3), these 

operations are still quite time consuming. We therefore also consider an even more simplified 

approximation of the marginal productivity of a project, which utilizes all positive interactions 

in the objective and all negative interactions in the resources: 

𝑠𝑖𝑘 = (𝑣𝑖
0 + ∑ 𝑐𝑖𝑗

0
𝑗≠𝑖∧𝑐𝑖𝑗

0>0 ) (𝑣𝑖
𝑘 +∑ 𝑐𝑖𝑗

𝑘
𝑗≠𝑖∧𝑐𝑖𝑗

𝑘<0 )⁄  (6) 

We refer to the bound calculated using 𝑟𝑖𝑘 as the specific bound at node n, and the bound 

calculated using 𝑠𝑖𝑘 as the general bound. Obviously, the specific bound will be tighter than 

the general bound.  
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COMPUTATIONAL RESULTS 

In order to compare the two bounds defined in the previous section to each other, and to the 

actual best performance that could be obtained by solving model (3) for each node in the search 

tree, we conducted a computational study. All experiments involved problems with 10 projects 

and 3 resources. In the base case, the interaction matrix contained 50% of non-zero interactions 

between -10% and +10% of the maximum value. 300 randomly generated problems were 

analyzed. For each problem, we generated a search tree by considering the projects in the order 

of their sequence numbers. For each node in the tree, both the specific and the general bound 

of the objective were calculated, as well as the optimal value resulting from model (3) when 

fixing the variables of already decided projects.  

Figure 1 shows the ratio of average bounds to the average optimal solution for different levels 

of the tree (i.e., different numbers of still undecided projects).  

 
Figure 1: Ratio of bound to true optimum for different numbers of undecided projects 

 

As could be expected, the bounds are tighter when only few projects are left undecided. But 

even when only one project is already decided, the bounds on average stay within 50% of the 

optimal value. Interestingly, the general bounds, which require considerably less computational 

effort, lead to an error which is at most 15 percentage points higher than the specific bounds.  

To test the sensitivity of these results to problem parameters, we also performed simulations 

with different densities of the interaction matrix (20% and 90%), and stronger interaction 

effects (up to 50% of total value), and tighter or less tight resource constraints. As could be 

expected, the bounds become less tight the more and the larger the interactions are, but are 

more tight for less constrained problems. This is plausible since the set of undecided projects 

(S3) of the early nodes is more similar to the set of accepted projects of the efficient portfolios 

when the constraints are less tight.  

 
CONCLUSIONS 

In this paper, we discussed a tree-based search process for project portfolio selection problems 

when projects may exhibit synergies in terms of resource usage and outcomes. This process 

can be used for an interactive exploration of the set of efficient portfolios, for example, decision 

makers can set aspiration levels for objectives to limit the part of the tree that is being searched. 

To support this approach, it is necessary to obtain reliable bounds on objective values for 

partially constructed portfolios. We have shown that such bounds can be obtained with 

reasonable effort and provide good approximations of possible objective values. This makes it 
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possible to conduct an efficient generation and search process. More detailed simulations on 

various aspects of this approach will be performed in future studies. 
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ABSTRACT 

    IT infrastructure refers to all the underlying elements that necessary provide technological 

services to an end-user. Besides, it allows an organization which delivers IT solutions and 

services to its employees, partners and/or customers. In an IT infrastructure, the interruption 

service can result in significant financial penalties and/or a loss of users trust. So to ensure that 

our IT equipment (hardware, software, network…etc) is available to perform the expected 

level, we need to be proactive in detecting incidents that disrupt the proper functioning of the 

company. The main objective of our work is to propose an efficient diagnostic platform for an 

IT infrastructure called (MAITD) in order to assist the company technicians to have a pertinent 

solution(s) in a short time face to decision-making problem. 

 

Keywords:   Decision Support, Multi-Agent System, IT Infrastructure, Corrective 

Maintenance. 

 
INTRODUCTION 

    IT infrastructure maintenance is the key that ensures business continuity which can be 

divided into several areas: server, storage, network, security, virtualization…etc. There may be 

some specific maintenance requirements for particular IT(Information technology) 

infrastructures that should be defined by the organization itself. In addition, most of the 

maintenance operations are conducted through preventive methods with fixed time [1] or 

corrective [2]. In recent years the purpose of the maintenance task is to calculate the 

maintenance needs before the equipment failure, i.e. a continuous monitoring [3]. Several 

proprietary software solutions around IT infrastructure environment have appeared in this 

context such as: Solar Winds[4], Manage Engine[5], Zenoss[6]. However, in overall are 

preventive solutions and can’t produce solution if infrastructure is affected. Additionally, 

decision supports systems have been developed to assist decision makers to solve their 

problems in a preventive or corrective manner. Our study is a part of a corrective approach in 

order to find a better solution to a problem in a short time. Moreover, the description problems 

have never been considered perfect according to the user expertise level and also around the 

mailto:elan.sidahmed@gmail.com
mailto:Taghezout.nora@gmail.com
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database structure that will be interrogated (keywords, structured query language, 

dictionary…etc).  Nevertheless, this fact leads us to find unsatisfactory solutions, as 

consequence, we must treat the entered data by the user differently before starting the solution 

process. 

This paper is organized as follows: Section two presents the different strategies for 

maintenance with some related works. Section three describes the proposed approach by 

introducing our general architecture. Section four shows some implementation examples of the 

case study during troubleshooting task. Finally, section 5 summarizes the paper and offers 

directions for future work. 

 
RELATED WORK  

    There have been many works related to the information technology maintenance operations 

such as: the works presented in [7], which propose the taxonomy to outline modern intrusion 

detection systems IDSs. In addition, the work in [8] presented a Web and Agent Technologies 

in monitoring and maintenance condition of mechanical and electrical systems.  

The multi-Agents systems have been used successfully in many application areas as with 

maintenance field. Indeed, several searches have been realized for example: the work described 

in [9], which used a hierarchical Multi-Agent System (MAS) for monitoring and 

reporting policy violations within the security environment. [10] proposed a decentralized 

multi-agent security system (DMASS) as a scalable solution for the collection and analysis of 

cyber security and network forensic data. Authors in [11] introduced an agent 

framework for forensic information gathering by using three types of agents for data 

collection, analysis and alert generation.   

All these researches are preventive in a special way to take a fundamental step to avoid any 

breakdowns. 

   On the other hand, there are some surveys dealt in corrective maintenance but only for a 

security point of view like Work in [12], proposed algorithm considering multiple attributes of 

user keystroke dynamics, which in addition of traditional authentication has applied in an 

organization for distinguishing one user than another. 

     Our approach is a corrective one based on the support basically focus on corrective 

information technology infrastructure maintenance as with [13], which proposed a decision 

support framework in an IT environment which was essentially based on agents’ mobiles and 

web services. However, the main problem with mobile agent is security which is still an area 

of research on its own. Indeed, the latter work is limited to ensure a secure access management.  

In this paper, a multi agent system is proposed as able to coordinate and cooperate his action 

in order to have a corrective decision method for IT infrastructure maintenance as it is shows 

on the next section.  

 
PROPOSED APPROACH 

     Our MAITD architecture is a multi-layered architecture namely: Presentation, 

Interpretation, and Data Layer. The highest layer is constituted of two agents’ categories, 

specifically the participant and expert agent who act as interface with the system in order to 

treat all input or output data. Additionally, the middle layer contains the rest of agents which 

is considered as kernel in our architecture with their functions and methods that are 

implemented in java environment. Finally, the lowest layer groups together all data source 

which are requested. In the following, we described main tasks of each agent: 

Participant Agent: Treats the input information of the user through breaking down the 

problems in pertinent terms (Bags of Words) by using a Tree Tagger tool and our knowledge 

https://www.sciencedirect.com/topics/computer-science/policy-violation
https://www.sciencedirect.com/topics/computer-science/security-environment
https://www.sciencedirect.com/topics/computer-science/agent-framework
https://www.sciencedirect.com/topics/computer-science/agent-framework
https://www.sciencedirect.com/topics/engineering/forensics
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bases. Also, it is responsible for forwarding all system notifications to the corresponding 

participant. 

 

Expert Agent:  Represents a corresponding expert with his agenda, preference, and profiling 

information. So, it is able to accept or refuse any meeting invitation. Furthermore, it plays an 

important role during the weight domain ontology construct [14] through validation of 

classification terms in their assigned taxonomy context. 

 

Solution Agent:  Allows us to filter and select from Universal Description Discovery and 

Integration (UDDI) registry the published solution or solved problems, which are available in 

the knowledge bases. This latter is important for our problem by applying a corresponding 

specific aggregation function. This functionality is not presented in the present paper. 

 

Analyzer agent: This agent allows us to filter and select similar candidate problems [15] from 

deferent information source to construct our corpus and to assign it to the issue problem in 

order to generate our performance matrix via applying a set of algorithms and functions [16].  

 

Meeting agent: Is responsible for preparing a collaborative session when no solution has been 

found trough the UDDI and in case where the problem is considered as incorrectly expressed 

or newly encountered as shown in the figure 4.   

Other important components are presented in our architecture such as: the UDDI registry, 

Tree Tagger Dictionary, and knowledge base which are described as below: 

 

Tree Tagger Dictionary: Is a tool for annotating text with part-of-speech and lemma 

information. In our approach, it is used during data pre-processing task as lemmatization tool, 

the latter one i.e. collects together the different forms of the same word. 

Global Knowledge Bases: It includes the various interventions and scenarios that are used as 

similarity for the posed problems. It is the global data base whose information is accessible to 

all agents.  

UDDI: It is an independent framework platform for describing, discovering, and integrating 

services. It provides a single location where services agents can dynamically find the stored 

solutions in UDDI which are published by different organizations. 

Domain Ontology: Is developed to calculate the assigned weights to each criterion in our 

associated decisional performance table, and it used in measure similarity task. 

The figure1 is an overview of a described architecture with some numbered flows to illustrate 

actions sequencing and relationships between all components that’s contain. 
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Figure 1:  Multi Layers Agents based Architecture 

This multi-layer architecture provides an ease of maintenance. Indeed, it allows monitoring of 

posed problem life cycle. However, a problem is considered solved if it contributes in all 

defined layers (layer1, layer2, and layer3). Moreover, it adds reliability and more independence 

to the involved agents and it gives us the ability to update the components of one layer without 

impacting the other layers. Indeed, to implement this we use Java NetBeans environment and 

Jade Platform for algorithms implementation and multi-agent deployment. In addition, Wamp 

server for data base deployment, Tree Tagger as dictionary and Protégé tools to develop 

domain ontology. In the following, we will describe the functionality of some modules that 

fulfill the structure of our agents: 

 

Private knowledge Base (PKB): It contains knowledge that refers to tasks like processing 

function, aggregation methods parameters, and indexes on the shared domain ontology. 

Similarity Module (SM): It resides with the expert agent in the fact to search and select all 

interested cases in the shared knowledge base using text similarity measure. 

Aggregation Module (AM): is a part of analyzer agent task, is used in order to have an 

efficient solution rank with implement a specific function introduced in [16]. 

Coordinate Module (CM): This module plays an important role to control the whole 

mechanism of decision-making by coordinating between all agents that constitute the tree 

layers of our decentralized architecture in order to achieve the intended goal.   

 

Decomposition Module (DM): Is responsible to generate all pertinent terms for each problem 

which are necessary to optimize and to accelerate the information retrieval in order to obtain 
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the best solutions. 

Other modules are present in our approach such as profile module that resume overall expert 

profile and his preference. In addition the scheduling module that aims to organize a 

collaborative sessions with take account experts availabilities information’s. 

 
ILUSTRATION EXAMPLE 

    This section describes some interface of the MAITD defined in the latest section.  Our 

corpus as a source information is constructed from real IT infrastructure data base problems.  

Description Problems (Layer1):  As first step, the participant describes a problem in his 

specific private space as shown in the figure2. 

Figure 2: Problem Description Screenshot 

Data pre-processing (Layer1): 

    Before implementing any method, it is initially necessary to transform the problems into an 

efficient manner, so that they can be analyzed. In this second step, we present the data after 

being  formatted by using an adequate way to be dealt with by next phase as shown in the figure 

3.This step is executed by participant agent and is a part of the first layer (presentation layer). 

 
Figure 3: Data Pre-processing Screenshot 

Preparing collaborative session (Layer2): 

    The meeting agents intervene to prepare collaboration sessions. Basically, there are two 

important points to note here.  First, the meeting agent collaborates with all participant agents 

and expert agents to determinate this session. Second, this session will be scheduled if no 

solution is generated.  
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Figure 4: Preparing Collaborative Session Screenshot 

 

Monitoring Problem Possessing (Multi Layers): 

    The participants can monitor all problems progress in the same interface and the different 

tasks performed by the agent’s trough their private spaces as shown in the figure5. 

 
Figure 5: Participant Monitoring Screenshot 

 

CONCLUSION  

     This paper presents multi-layer architecture for MAITD in which a decision support 

framework has been proposed to provide the expression and enforcement of corrective 

operational maintenance constraints among a set of agents that are allowed to communicate, 

coordinate, and cooperate to meet the goals of their particular users. In addition, a multi agent 

system aims to seek the best solution by taking into account the dynamic representation of the 

treated problem and their complexity. Moreover, it is able to analyze the traces of all agents in 

a continuous way (corrective monitoring) and it is also capable to react independently to the 

problem owner. For future work, we are going to improve our system, so that it moves from 

corrective maintenance to a preventive one. On the other hand, we will also show how the 

domain ontology is used to calculate the criteria weight and how the solutions are generated 

from the UDDI. Also we will discuss how similarity methods and solution aggregation 

functions are involved and implemented in our approach. 
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ABSTRACT 

This short paper provides a preliminary overview of ongoing research to develop, test, and 

validate an instrument for decision support, using social web mining and sentiment 

analysis, with its primary application in the area of Public Security management. The paper 

presents fundamental concepts collected from an initial survey of the literature, to assist in 

justifying the proposed framework. The Design Science in Information Systems guides the 

methodology. It helps to identify objectives and describe elements necessary to guarantee 

to this specialized community the qualification of the research and the reliability of the 

final product. The proposal means to determine the general elements that make up the 

framework, highlighting some techniques for: (i) extraction and storage of social-web user 

records; (ii) preprocessing and storage of unstructured data; (iii) data processing with 

noteworthy use of machine-learning algorithms; (iv) sentiment analysis using natural 

language processing, to eliminate biases of vagueness or irony; and (v) visual presentation 

of results. As the main intended result, the framework should at least support public 

managers in defining strategies aligned with public opinion on local security.  

Keywords: Public security management, Framework for decision support, Unstructured 

data, Social web mining, Sentiment analysis. 
 

INTRODUCTION 

The search for appropriate ways to retrieve information from a wide variety of sources and in 

increasing amounts has led organizations to use concepts related to unstructured data mining. 

In this context, this paper proposes text mining and, more specifically, social-web mining as 

means of finding patterns or trends with the power to explain a certain phenomenon [1]. 

Above all, both text mining and social-web mining are processes of knowledge discovery 

applied respectively to textual databases [2] and registers (mainly textual) of users of social 

networks [3]. Inserted in this set is sentiment mining or analysis that aims to study patterns of 

feelings, opinions, emotions, and behaviors expressed through texts, making use of 

computational tools [4] such as Natural Language Processing [5]. 

Among these concepts, Big Data is another emerging concept in the context of organizations 
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seeking to supply themselves with data from a variety of sources for use in their decision-

making process [6]. Modern models of decision-support systems consider analytical tools that 

go beyond traditional data mining (of structured data), incorporating data from a variety of 

sources and following the Big Data trend [7]. 

Several organizational and social applications utilize these technologies, from the identification 

of behavioral tendencies of groups of individuals related to products and brands, through the 

understanding of economic behavior, to trends in politics and opinions on the most diverse 

types of phenomena affecting social welfare [3, 5, 8]. 

From this conceptual set emerges the idea that this short paper presents: an initial report on an 

ongoing study of the application of social-web mining for the purpose of supplying data that 

supports the sentiment analysis of public safety in a large Brazilian city. Following is an initial 

plan for methodological procedures, as well as the initial general idea of the framework 

necessary for the realizing the mining and analysis processes, as well as some concluding 

remarks. 

 
RESEARCH METHODOLOGY 

The research follows the Design Science methodology applied to Information Systems [9], 

since its goal is to formulate a framework for decision-support systems for public security 

policies, with social-network mining tools for public managers to use. For this purpose, with 

the methodology so defined, alignment of organizational needs in the application area in 

question requires identifying available technologies and how they can act strategically to 

support the necessary decisions. 

Strictly following this methodology enables determination of a basis with the necessary 

guidelines, so that the main artifact developed will align with the expectations of its end users 

(in terms of requirements), and be tested, validated, and communicated to the technical-

scientific community, guaranteeing its reliability. Table 1 summarizes the guidelines according 

to the Design Science methodology applied to Information Systems. 

Table 1: Synthesis of the methodological guidelines for the research. 

Guideline Description / Purpose 

1st Design as an artifact To propose a framework for decision support systems in public security 

policies based on social-web mining and sentiment analysis. 

2nd Problem relevance Managers (decision makers) in the general area of public management, 

need objective tools that present them with structured and intelligible data 

to support their decision-making processes. 

3rd Design evaluation In order to corroborate the relevance of the problem, formal research 

methods will be sought for specific elements to carry out the related 

evaluations. 

4th Research contributions The framework, considered the final product of the research, should be 

effectively replicable not only in the area of management and research 

target, but in any environment with similar needs. 

5th Research rigor The scientific method should be rigorously applied to ensure that the results 

are consistent and the product is reliable, satisfying the explicit needs of the 

users for whom it is intended. 

6th Design as a search process Search in the scientific literature of the areas involved, cases already 

studied, existing models, consistent design/engineering of artifacts, with 

foundation in the concepts involved in order to support the final idea. 

7th Communication of research Disseminate to the area scientific and technical community the progress of 

the research, to obtain feedback and opinions about the framework that will 

aid in its improvement. 
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Figure 1 shows a general flowchart of the search to be performed, based on the previously 

determined guidelines. 

 

 
Figure 1: General research flow. 

 

Notably, the flowchart shows that contact with the managers of the target area, together with 

the literature review, will provide requirements and a set of formal elements for the process of 

elaborating the framework, which should follow a research agenda. Testing and validation will 

be fundamental to corroborating the validity of the product, and once again participation of the 

area managers is indispensable. In this step, as to whether the decision on the artifact is valid, 

cycles will guarantee the improvement of the idea. At the end of a cycle with proper validation, 

the results will be communicated to the community (with publication of articles and 

participation in conferences). 

Given this presentation of the applicable methodological foundations, following are some 

preliminary results related to the main product being sought. 

 
PRELIMINARY DEFINITIONS OF A FRAMEWORK FOR SOCIAL-WEB AND 
SENTIMENT MINING 

The essential data sources in the framework that ongoing research seeks are large existing 

social networks, focusing primarily on Twitter, and then on Facebook, through their application 

programming interfaces (APIs), for the application of scripts containing data-extraction 

routines according to queries structured with key terms. A similar process is established [10] 

through a knowledge-management framework integrating the concepts and tools of Big Data 

and data mining in social media. Another work [11] that proposes frameworks for analysis of 

social-web content has the objective of performing the classification of tweets through a set of 

specific rules with distinctly different approaches. 

Having retrieved the necessary data from their sources, special treatment techniques must 
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be applied, creating a preprocessing phase where a kind of data cleaning occurs, for further 

processing and sentiment analysis. The preprocessing phase contains methods such as 

normalization, tokenization, and filtering and extraction of features [12], which will treat the 

data collected through the text records, leaving them a standard fit for the final processing that 

will come later, opening the way for the sentiment analysis. 

In this phase of analysis of feelings, several algorithms can be applied, with the initial option 

the set referring to machine learning, where there are supervised and unsupervised algorithms. 

Among the most famous algorithms are the decision trees, the support vectoring machines, the 

Bayes naïve classifier, Bayes networks, neural networks, and the maximum entropy method 

[13]. 

Figure 2 presents a preliminary schema of what the framework will involve. Because it is 

based on an initial idea, its structure must undergo changes that will reflect what the research 

detects, going from a generalist standard to something much more specialized. 

 

 
Figure 2: Preliminary framework conception. 

 

As the schematic shows, a final stage of applying vagueness and irony treatments should 

eliminate biases in data interpretation and provide a clearance for the processing done 

previously. Development of a graphical user interface (GUI) will ensure that end users (public 

managers) can select various ways of presenting results. 

The basis for the implementation of the analyses contained within the framework will be 

the general-purpose programming language Python. The choice is justified first because it is a 

free language, without costs involved; then by virtue of the power it possesses, given its 

extensive set of libraries dedicated to the extraction and analysis of data (whether structured or 

not). Some examples are Tweepy and Python-Twitter, to work with the Twitter API; Facebook, 

for the case of the API of the social network with the same name; Natural Language Toolkit 

(NLTK) to handle text processing and mining and sentiment/opinion analysis; Scikit-Learn, 

for machine learning, among countless others. The GUI can also be developed using a 

framework for object-oriented web systems in Python language: Django. 

 
APPLICATIONS AND CONCLUDING REMARKS 

The application to which the research is initially oriented is the Public Security area, focusing 

on the collection of data (initially on Twitter) about the topic from among users delimited to 

the metropolitan region of Recife, capital of the state of Pernambuco (Brazil). As a fundamental 

analytical result, it is intended to analyze the opinion or feeling of the users regarding public 

security in their respective places of residence, based on the retrieved tweets, for certain time 
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bands and within the geographical limits of the region. The tweets will be extracted in the 

format “json” (JavaScript Object Notation), specifically for data and metadata transport, from 

which analysis will produce some of the most relevant tags for the case (referents to the dates, 

georeferencing data, and the text of the user's post).  

This essential data will enable a spatial and temporal analysis of the public user's 

sentiments/opinions about public security, providing through a specialized GUI information on 

(for example) regions with a higher incidence of complaints (i.e., negative sentiments) on 

issues of safety, allowing in a second step the execution of studies correlating these 

sentiments/opinions with such quantitative data as police units, vehicles, and registered 

occurrences of crimes. 

Finally, the possible applications of the framework will not be restricted to only the domain of 

public security. The author-researchers’ intention is to reach other key areas of public 

infrastructure, such as education, health, and transportation, after validation in the initial area. 
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ABSTRACT 

The Brazilian gypsum has one of the highest levels of recognized mineral quality in the 

world. Companies that operate in this sector support major economy-driving industries 

such as civil construction, architecture, medicine and agriculture and are an input for the 

manufacture of paints, phosphors and insecticides, among others. Most of the companies 

that constitute this sector are small and medium-sized enterprises (SMEs), which require 

supply chain solutions to maintain competition in market share. Supply chain integration 

as a collaborative solution has become a necessary strategy for enhancing SMEs decision-

making capability. This study proposes a conceptual model based on a Normative 

Multiagent System Approach that offers a dynamic view about supply chain integration for 

managers and others stakeholders. From this contribution, it is possible to obtain constant 

information flow among stakeholders and build an effective strategic context for SMEs in 

the Brazilian Gypsum Local Productive Arrangement (LPA). 

 

Keywords: Normative Multiagent System, Supply Chain Integration, Local Productive 

Arrangement, SMEs, Brazilian Gypsum Industry. 

 
INTRODUCTION 

Nowadays, even with advances and technological innovations, gypsum remains a mineral 

widely used in construction, architecture, orthopedic and dental medicine and agriculture and 

as an input for the manufacture of paints, phosphors and insecticides, among others [1]. In 

Brazil, the exploration and commercialization of gypsum, a raw material are capable of 

economically boosting the region of Araripe, whose productive and economic activities 

involving gypsum are governed by Gypsum Local Productive Arrangement (LPA) of 

Pernambuco [2, 3]. This LPA, which has the best quality ore in the world, has an abundant 

reserve of gypsum, besides presenting excellent conditions for exploration of the material and 

geomorphology of the deposit. 

SMEs that compose the Gypsum LPA are encouraged to effectively manage all their processes, 

this being possible through the development of strategies and management on the flows of 

information and products, so that they can efficiently traverse the entire supply chain. Supply 

Chain Management (SCM) is a management model that requires organizational changes in 

order to develop cooperation, communication and trust among all chain stakeholders [4]. These 

changes are related to the integration of cultural, operational and technological aspects 

considered by the stakeholders as main obstacles inserted into structural characteristics, 

conduct and market performance. 

The stakeholder’s autonomy on decision making requires that the norms, roles and 
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responsibilities of each institution are defined. The rules define the regulated contributions of 

the behavior of each institution as an agent of the supply chain. In this context, the public 

policies of the Brazilian government play an essential role in defining the guidelines for the 

mineral extraction market, and its inclusion as regulator of the supply chain integration process 

is fundamental. From this perspective, the present work presents a conceptual model for the 

integration of the Gypsum LPA using the normative multiagent systems approach, considering 

the perspectives of communication, interaction and information flow to support the decision-

making process of the main stakeholders. 

Brazilian Gypsum LPA 

LPA can be understood as a territorial agglomeration with a presence of economic, political 

and social agents that are involved in a constant transformation and a specific set of activities 

with common interests that communicate with each other. In general, LPA are formed by SMEs 

that exert a major influence on the competitive market. 

Gypsum LPA of Pernambuco is made up of SMEs in industries such as mineral extraction, 

calciner and/or artifacts. This LPA offers great economic potential for a region since this is the 

largest set of deposits exploited in the country, representing 95% of the plaster demanded 

nationally [2]. The industry supply chain comprises several entities that take responsibility for 

the flow of products and information for market integration. Table 1 presents the main 

components of the supply chain integration (SCI) process of plaster LPA. 

Table 3: Supply Chain Integration Context 

Supply Chain Requirements Description 

Main actors/stakeholders 

Customers, retailers, wholesalers/distributors, 

manufacturers, component/raw material suppliers, society, 

trade union, financial agencies, educational institutions, 

business consulting agencies, and government. 

General objective 

Actors are responsible for the increase of the companies’ 

market share and for improving customer expectations of 

the supply chain. 

Transformation process 

Transformation of gypsum is the main aim of the 

companies. The outputs are finished products for several 

areas: health, agriculture, construction. 

Enviromental constraints 

There are barriers set that the system can face such as 

economic situations, scarce raw materials and substitute 

products, among others. 
 

Actors are stakeholders or agents, individuals and target groups that cooperate, voluntarily 

or not, to create wealth within organizations, thus being the beneficiaries and/or potential 

risk people, and they exert an important role in ensuring that cooperation is efficiently 

achieved in the SCI process. In this sense, it indicates organizations that manage to treat 

their stakeholders generously achieve higher levels of competitiveness by increasing 

company values. From this, they tend to be reciprocal in their attitudes; for example, the 

stakeholder-client can increase requests, the stakeholder-society can increase tax incentives 

and the stakeholder-financial institutions can facilitate fundraising, among other examples. 

The influence of each agent in this process encourages the investment of the flow of 

information that helps in the development of the business, due to the cooperation and 

integration of shared knowledge, and aids in the decision-making of the SCI process. 
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DECISION-MAKING IN SUPPLY CHAIN INTEGRATION PROCESS 

The SCI process enables improving the coordination of activities and information flow to 

support the decision-making process among organizations, providing greater competitive 

potential, greater knowledge related to the power of communication and the transfer of 

information among stakeholders [5, 6], especially for SMEs which must face cultural, 

operational and technological obstacles [6]. These obstacles encourage studies on 

management alternatives that minimize impacts on the decision-making process. 

In the supply chain, companies have several control points distributed in a dynamic 

environment, and each one has a specific objective, but they interrelate in order to solve 

tasks to cooperate in the market. This means that the collaborative relationships are related 

to the profits gained by each agent as a member of the chain and by the whole chain [7]. 

Figure 1 shows a supply chain decision-making framework based on logistical and cross-

functional drivers [8]. 
 

 

Figure 10: Supply Chain Decision Making Framework [8] 
 

Figure 1 shows the main management drivers: (i) Facilities, Inventory and Transportation 

are logistical drivers that make decisions about the assets that a company owns or 

outsources; (ii) Sourcing, Pricing and Information are cross-functional drivers that make 

decisions about how each logistical driver will be obtained, used, delivered and so on. All 

actions should be provided in the supply chain strategy to answer to production capacity, 

demand forecasting and customer satisfaction, among others. These initiatives can be used 

to ensure market share, active communication, and compliance with rules and laws imposed 

by market regulatory institutions. 

In this context, there are public policies that define laws and regulations that ensure the 

economic incentive and regularization of productive activities carried out by companies. The 

legislative aspects are fundamental to defining the behavior of the agents and should be 

incorporated into the conceptual model for the SCI process. 

 
NORMATIVE MULTIAGENT SYSTEM 

The normative multiagent system definition can be understood as combined concepts about 

normative systems and multiagent systems [9]. Norms are essential to conducting human 

social behavior and are fundamental elements to describe artificial agents’ performance 

that simulate and collaborate with humans. Norms are implemented in multiagent systems 

to provide models for cooperation and co-ordination among artificial agents that represent 
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the human intelligence rationale in social contexts. 

By integrating norms and multiagent systems, it is possible to build and implement 

normative multiagent systems with specific instructions to solve group decision problems, 

regulate societies and structure multiagent organizations, among other cases [9]. A 

normative system is identified if there is at least one normative correlation among a set of 

sentences that result in normative consequences in specific cases [9]. The agents interact 

with the normative system and are able to create new norms, update or maintain norms and 

enforce norms [10] using regulation rules, legislators or other government forces, and they 

can use those rules to determine the constraints and conduct equilibrium of social behavior. 

In normative multiagent systems, the agents use the norms to define their autonomy as 

decision makers in a dynamic system. 

 
NORMATIVE ASPECT FOR BRAZILIAN GYPSUM LPA 

For SMEs in the Brazilian Gypsum LPA context, there is strong influence of normative 

instructions such as laws and regulations, which are guidelines imposed by the public power 

in order to guide the actions, rules and procedures for the relationship and behavior of the main 

actors in this market. Among the guidelines, the competitive strategies are related to the 

economic model, technological innovations, productive restructuring and the effects of job 

creation and reduction of social inequality in the local region. 

Decision-making processes require an active flow of information to ensure control and 

interaction among different agents in the market. Figure 2 represents the role of normative 

agents highlighting the flow of information developed for the Brazilian Gypsum LPA 

context. 
 

 
Figure 2: Normative Agents in Brazilian Gypsum LPA 

In general, the actors who develop the guidelines are represented by educational institutions, 

business consulting agencies, trade unions, financial agencies and government. As shown in 

Figure 2, the government agent provides basic infrastructures for educational institutions and 

exerts influence on all the other agents. Each of the agents assumes their autonomy, but they 

act in the same dynamic environment. This relation is associated with public power, which 

define the roles of the financial agencies, trade unions and business consulting agencies. These 

agents influence the companies in the sector, especially when defining tax incentives, the 

legalization of informal enterprises, the provision of managerial and technological knowledge 

and financial support from LPA to continue generating revenue and manpower absorption. 

From this, the normative aspect is essential to describing the SCI process. 
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Conceptual Model for Supply Chain Integration 

Based on Figure 2, the multiagent systems approach is able to represent cognitively active 

agents in the same cooperation environment. In this environment, the roles and responsibilities 

of each agent are defined and maintain the constant flow of information to ensure the best 

performance of agents. Figure 3 shows a diagram of the SCI process considering SMEs in the 

context of Brazilian Gypsum LPA. 
1.  

 
Figure 3: UML Diagram for SME Supply Chain Integration 

 

As illustrated in Figure 3, the provision of models, tools and collaborative technologies 

will enable a more effective business strategy for handling the products and agents service 

perspective of key SMEs in the SCI process. In this case, the supply chain structure is 

represented by customers, product suppliers, manufacturers, raw material suppliers and 

normative agents. Raw material suppliers provide active and passive resources to the 

manufacturers, which provide finished or semi-finished products to retailers, wholesalers 

and/or distributors. The product suppliers deliver the output to the different customers. All 

agents assume a specific role determined by normative aspects. 

The functional requirements in the conceptual model correspond to the interaction, 

communication and sending of messages to support the decision-making process based on 

logistical and cross-functional drivers. Thus, this conceptual model presents an adequate 

contribution for the SCI process in the Gypsum LPA context. 
CONCLUSIONS 

The Brazilian Araripe region is responsible for an expressive volume of production and 

commercialization of gypsum and its derivatives throughout the nation’ territory. Therefore, 

studies on the SCI process are significant in providing opportunities for internalization of 

regional public policies. From this work, a conceptual model based on the normative 

multiagent system approach represents the SCI process of the Brazilian Gypsum LPA, which 

includes normative instructions, such as norms, laws and regulations, about stakeholders’ 

market share to define their behavior in this context. 

This model for the SCI process is at the development stage. For this work, the initial results are 
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satisfactory and offer an improvement regarding Brazilian Gypsum supply chain management 

that can be considered a collaborative solution for competitive strategy and for enhancing 

the decision-making process for SMEs in the LPA. Thus, the model will be used to support 

different decisions and to indicate the best recommendations for maintenance of interaction, 

communication and flow of information among stakeholders. 
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Special Talks 
 

Aiding to Decide and Aiding to Design 

Alexis Tsoukiàs 

 CNRS Research Director at LAMSADE, PSL University, Université Paris Dauphine 

National Coordinator of the Policy Analytics Research Network 

 

The talk explores the two topics (deciding and designing) and shows that many activities 

(and artifacts) developed in order to support the process of deciding and/or designing are 

similar if not the same. It also shows that these two processes are intimately connected 

since in order to improve decisions we need to improve designs and in order to improve 

designs we need to improve decisions. For this purpose, we introduce a new framework.  

The talk uses both simple examples from the OR and Decision Analysis literature as well 

as complex problem situations in order to support the claims.  
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On Multi-Criteria DSS dedicated to Environmental Evaluation and 

Sustainability Assessment 

João Carlos Namorado Clímaco 

Emeritus Professor at the Faculty of Economics of the University of Coimbra 

Researcher & Advisory Board Member of the INESC-Coimbra Research Center 

Editorial Board Member of the University of Coimbra Press. 

 

The concept of sustainability development is still arguable. However, the major idea was 

established by the famous Brundtland Report characterizing it as “meeting the needs of the 

present without compromising the ability of future generations to meet their own needs”.  

Nowadays, sustainability is a multidimensional subject, involving social, economic and 

environmental conflicting issues and, in general, several actors. Furthermore, 

environmental evaluation is per se an intricate multicriteria-problem. So, the use of Multi-

Criteria Decision Support Systems seem to be adequate. In the first part of the talk we make 

a critical state of the art review of this area. In the second part of the talk we discuss the 

characteristics of the most appropriate multi-criteria approaches to deal with these complex 

issues, involving deep uncertainty. The adequacy of DSS architectures is also discussed. It 

will be argued that learning oriented tools enabling to deal with incomplete information are 

the most appropriate. A methodological discussion on some specific decision support tools 

based on our research will be carried out and hints on further developments are presented. 

Some Brazilian case studies, carried out in collaboration with a team of UFRJ (federal 

University of Rio de Janeiro), will be used to illustrate our points of view.  
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Web-based Approaches for DSS 
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ABSTRACT 

There are activities that on-line customers daily perform, which involve a multi-criteria 

decision challenge. Choosing a destination for traveling, buying a book to read, or buying 

a mobile phone are some examples. Customers analyze and compare alternatives 

considering a set of shared characteristics, and under certain criteria. E-commerce websites 

frequently present the information of products without special support to compare them by 

one or many properties. Moreover support for decision making is limited to sorting, 

filtering, and side-by-side comparison tables. Consequently, customers may have the 

feeling that the merchants interests influence their choices, which are no longer grounded 

on the rational arguments they would like to put in practice. Moreover, the alternatives of 

interest for the customer are frequently scattered across various shops, with no support to 

collect and compare them in a consistent and customized manner. In this article, we propose 

empowering users with multi-criteria decision making support on any website, and across 

different websites. We also present Logikós, a toolbox supporting multi-criteria decision 

making depending on the presentation layer of any Web page. 

 

Keywords: E-commerce · Multi-criteria decision support · Web Augmentation 
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ABSTRACT 

The current demands of the business market reveal the relentless pursuit of organizations 

by coordinated changes in their strategic planning. In the electric sector environment, the 

problem of resource allocation is frequently faced by enterprises since there are several 

projects that disputes limited resources and it is so complex to search for the optimal 

distribution. Since these companies seek to minimize the operational cost and guarantee 

their services on market, their management policies meet different and often conflicting 

objectives. So, this work uses a decision model that allows a multidimensional evaluation 

in portfolio problematic with c-optimal portfolio concept in PROMETHEE V method.  

Then, this paper presents a new web-based DSS to apply this model, in which subjective 

criteria as well as financial, human and operational constraints might be considered in the 

problem formulation. The DSS uses graphic visualizations so that the decision aiding 

process is improved. The DSS is currently available on-line, by request. The use of the DSS 

and its model is shown by means of an application in an electricity company and their 

results are properly analyzed and show its real contribution. 

 

Keywords: resource allocation, c-optimal portfolio concept, PROMETHEE, electricity 

company, web-based DSS, portfolio selection. 

 

INTRODUCTION 

Several moments in history have shown that electric energy has become an essential input 

to society so its contributions improve the productive sectors and, consequently, promote 

the socioeconomic development of nations. Currently, the electricity sector service covers 

a vast territorial and ever expanding so it is a key factor for all societies.  

Although there are many natural resources to be exploited, the companies seek to improve 

its operational planning for generating energy. It should also be noted that political and 

economic factors make it more difficult for these organizations to ensure, simultaneously, 

lower operational costs and better services. In fact, the required resources are limited as 

well as consumer demand increases. For that reason is more complex to achieve an optimal 

distribution by selecting projects in the resource allocation context.  

Due to these factors, the project selection can be analyzed in a multidimensional way and 

multicriteria decision making/aiding (MCDM/A) methods had been developed to assist this 

problem. These methods explores in many papers the application and benefits of MCDM/A 

principles and properties in order to support the decision making through a portfolio 

selection in energy companies [1]–[4]. 

This work is based on PROMETHEE V (Preference Ranking Organization Method for 

Enrichment Evaluation) method [5], whose approach uses non-compensatory rationality, 

mailto:almeida@cdsid.org.br
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using the c-optimal concept to overcome its scaling issues. Thus, this paper presents a web-

based Decision Support System (DSS) to aid the decision maker (DM) in its process. It was 

designed so that the DM has its decision consolidated through the variety of tools offered 

by the DSS. The model was applied in an electricity company, which results and sensitivity 

analysis report are shown and discussed. Finally, the last section makes some final remarks, 

open questions and draws conclusions. 

 

RESOURCE ALLOCATION IN THE ELECTRIC SECTOR: A LITERATURE 

REVIEW 

Multicriteria approach to select a portfolio 

In all decision making processes, DM’s seek to prioritize their objectives and also achieve 

success of its organization by selecting projects. To do so, companies need to apply their 

resources, but the required amounts exceed the limits [6]. In spite of many procedures 

focused on resource allocation problems, it should be noted that procedures for portfolio 

selection in a multicriteria approach have been widely used in this context [7].  

Thus, Multicriteria Decision Making is an approach based on decision maker’s preference 

structure and involves value judgments of multiple objectives – which often conflict with 

each other – that need to be dealt with simultaneously [8]. 

Particularly, applications in the electrical sector were found in the literature and they were 

based on different methods. They differ from each other in how they estimate DM's 

preference and also aggregate their information to choose the best mix of projects that will 

be included in a portfolio. Among them, we can see works applying  methods such as the 

Analytic Network Process (ANP) [1], Analytic Hierarchy Process (AHP) [2], additive 

method [3] and PROMETHEE V method [4]. 

In this work, PROMETHEE V deserves attention, because its applicability in portfolio 

problems is simple and easily understood by the actors of the decision process. In addition, 

criteria weights mean how each one is important to achieve DM’s goals. 

Its methodology is divided into two steps: the first one is based on pairwise comparison 

between projects (𝑎𝑖) to measure outranking relations through net flows parameters (𝜑(𝑎𝑖)) 

according to 𝑙 criteria of the problem. Then, on the second step, these parameters are 

maximized in an integer linear programming (ILP) so that the selected portfolio meets all 

the 𝑗 problem's constraints [5]. The decision variable xi indicates if a project 𝑎𝑖 will be 

rejected (0) or inserted (1) into the portfolio (Equation 1). 

max∑𝜑(𝑎𝑖)
′  𝑥𝑖

𝑛

𝑖=1

 
─ s

.a. 

─ ∑ 𝑟𝑗𝑖 𝑥𝑖
𝑛
𝑖=1 ≤

 𝐵𝑗 
─ (1) 

Mavrotas, Diakoulaki & Caloghirou [9] analyzed that formulation and found that a project 

𝑎𝑖 could never be selected if its net flow 𝜑(𝑎𝑖) was non-positive. This led them to propose 

a scale transformation to correct it by adding an increment |min𝜑(𝑎𝑖)
| +  𝛿 to the new scale. 

They noted that all projects could be selected in the ILP step of the PROMETHEE V 

method due to this transformation. 

However, De Almeida and Vetschera [10] pointed out that the 𝛿 value on scale 

transformation can recommend different portfolios on the ILP step of PROMETHEE V. 

The portfolio values are impacted by the scale and they depend on the number of selected 

projects of the portfolio. In other words, this scaling issue can still provide distortions in 

the final result. 
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The c-optimal concept to solve scaling issues in PROMETHEE V method  

In order to overcome the portfolio size effect, Vetschera and de Almeida [7] proposed the 

‘c-optimal portfolio’ concept. They introduce this concept by inserting a new constraint on 

the second step of PROMETHEE V, so that a portfolio with exactly c projects is selected 

(Equation 2). 

∑ 𝑥𝑖

𝑛

𝑖=1

≤  c 
─ (

2) 

In practice, the original PROMETHEE V result select p projects and it is denoted here as a 

p-optimal portfolio. Once the distortion is centered on the portfolio size, the new constraint 

in Equation 2 will be added to the formulation (Equation 1) and the ILP step will run again 

to select an optimal portfolio with c projects. This value gradually increasing (c = p + 1, c 

= p + 2, c = p + 3, ...) as long as there is a solution.  

It should be noted that a c-optimal portfolio remains unchanged for any value of 𝛿. So, this 

concept overcomes the current distortion. Finally, the DM has to compare among all the 

solutions the best according to your goals. 

In this sense, the proposed model for allocation of resources with the concept of c-optimal 

portfolio is divided in the following steps: 

1. Calculate p-optimal portfolio (Equation 1); 

2. Calculate viable c-optimal portfolios by inserting a new constraint (Equation 2) in the 

original formulation; 

3. Calculate performance portfolio values 𝑃𝑘
𝐶  for each criterion k, where 𝑣𝑖,𝑘 is the 

performance of 𝑎𝑖 in criterion 𝑘; 

𝑃𝑘
𝐶 = ∑ 𝑣𝑖,𝑘𝑥𝑖

𝑖=𝑛;𝑘=𝑙

𝑖=1;𝑘=1

 
─ (

3) 

4. Calculate concordance indexes: measurement of how a portfolio is better than the 

other, according to the non-compensatory racionality; 

𝐶(𝑐,𝑝) = ∑  𝑝𝑘

𝑙

𝑘=1

, 𝑤ℎ𝑒𝑟𝑒 𝑃𝑘
𝐶 > 𝑃𝑘

𝑃   
─ (

4) 

5. Recommendation: compare step 4 results to choose the best portfolio.  

In order to help DM in the process in the c-optimal concept application, a web-based DSS 

has been developed incorporating graphic results and comparison in order to recommend 

the best portfolio. In addition, a sensitivity analysis may be done in the DSS. 

 

A MCDM/A PORTFOLIO SELECTION DSS 

Developed as a tool for applying the model with c-optimal concept, a Decision Support 

system (DSS) called “MCDM/A Portfolio Analysis with c-optimal portfolio concept for 

PROMETHEE web-based, code PU-PXCNG-WT1” considers the cognitive style of a user, 

by means of the way in which their observe and analyze information provided. Thus, the 

DSS meet several functional aspects, such as simplicity (it is friendly to the user), 

familiarity (its interface is comfort to the user) and flexibility (for navigation and 

input/output system). 

In the input step, the required model entries are based on the necessary parameters to run 

this model, which includes information about the criteria, alternatives and constraints. The 

software input data is imported via excel spreadsheet in a single tab. Once these parameters 

are imported, the user can see a summary of the MCDM/A problem that will be evaluated 

by the model. 
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Then, the processing stage explore the preference relationships between the alternatives 

and, by the ILP step, the set of c-optimal portfolios is presented (see figure 1). In addition, 

the user can analyze thought a graphic analysis what is the best portfolio that achieve its 

goals. 

Also, the DSS allows a sensitivity analysis, whose weights and performances can be varied 

by percentage. Graphic tools help this analysis and reinforce the portfolio recommendation, 

as seen in figure 1. All outputs can be exported as a report to the user.  

 

Figure 11: DSS screens of Portfolio Results Comparison with graph analysis and Sensitivity 

Analysis Report. 

Developed as a web-based application, the DSS is available by request (see at 

www.cdsid.org.br). 
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STUDY CASE: APPLICATION IN AN ELECTRICITY COMPANY [4] 

About the problem  

In the context of an electricity company, which offer multiple services for consumers, this 

application is an adaptation from López and De Almeida [4] in their annual strategic 

review, in which about 83 new strategic projects need to be selected in a multidimensional 

environment that considers relevance and potential factors to many businesses of the group, 

such as: Impact on results; Strategic alignment; Improvement of regulated indicators; 

Contribution to customer satisfaction; Likelihood of achieving benefits; and Complexity. 

There are human and financial limitations and all them will be modelled in the problem as 

constraints. 

Therefore, this work seeks to structure a multicriteria decision-making problem that allows 

the group to choose the best portfolio of projects. By implementing this portfolio, the 

organization is expected to materialize strategic planning in order to improve existing 

resources and enable such a sustainable growth. 

Results and discussion 

The numerical application thought the DSS presented three optimal portfolios: P37 (p-

optimal), C38 and C39 (both c-optimal).  The steps 3 and 4 of the model are so important 

to compare among the optimal portfolios what is better. 

Through a performance comparison, by criterion, the concordance indexes show that almost 

69% of the weights suggest C39 portfolio is better than C38. In addition, C39 is better than 

P37 in 86% of the weights, so the recommendation should be, in fact, the implementation 

of the strategic portfolio C39. 

Among the possible solutions, the financial resources allocated to execute C39 portfolio 

are the smallest, while it requires low amount of human resources to be allocated. In any 

case, we must clarify that it is not the objective of the proposed model to obtain a solution 

that simultaneously presents better performances and lower allocable resources. Their 

concern aims to obey the problem constraints. 

Then, it could be inferred that there is a society positive impact in the energy sector, once 

this study was applied in an electricity company. The implications of these results for 

practice are that when an adequate scale transformation is considered with c-optimal 

portfolio analysis, this can contribute to a company’s permanent strategies of increasing 

productivity, as long as they maintain great quality indicators and also provide 

opportunities for sustainable growth.  

Sensitivity Analysis results 

This analysis was done in the DSS default mode simulating 100,000 instances of the c-

optimal PROMETHEE model. All the results are arranged as shown in Table 1. Only the 

criteria weights varied within a range of ± 10% in a linear distribution of probability.  

It should be noted that about 73% of all cases resulted in a recommendation of the C39 

portfolio to the problem, while more than 80% indicated the same solutions as p-optimal 

and c-optimal solutions (P37 and C38). 

 

 

Table 1 – Sensitivity analysis report from the application 

Portfolio P (P37) C=P+1 (C38) C=P+2 (C39) 

standart portfolio Frequency 88,214 85,396 73,015 
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(different class/ size) Proportion 88.21% 85.40% 73.01% 

non standart portfolio 

(equal class/ size) 

Frequency 11,786 14,604 26,985 

Proportion 11.79% 14.60% 26.99% 

Total 100,000 100,000 100,000 

 

In this sense, that problem presents a strong robustness regarding the weights variation to 

solve the decision problem, since the impact observed with this variation did not generate 

great changes in the portfolio selection. 

 

CONCLUSIONS 

This work presents a new DSS applying the c-optimal portfolio concept for PROMETHEE 

method that follows all the described steps rigorously and overcome the portfolio size 

effects. Also, sensitivity analysis is introduced as a tool to improve the decision aiding 

process. Furthermore, graphic visualizations are introduced so that the entire layout are 

simple and rich in detail of the results to aid the decision maker by choosing the best 

portfolio. Graphic visualization has been increasingly applied as an important tool for the 

improvement of the decision aiding process, as shown by Roselli et al [11]. In this way, the 

DSS give safety and robustness to the recommendation, besides it provides users with clear 

and concise decision-making. 

The application in an electricity company shows that the ideal c-concept for 

multidimensional problems is useful. Since, at worst, a solution of being applied is the 

original, so this leads one to believe that it does not make sense to apply PROMETHEE V 

without the c-optimal portfolio concept being actually associated. 

Finally, the DSS presents a potential of benefits when applying multicriteria models for 

allocation of resources in many contexts, not only in the electrical one.  
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ABSTRACT 

The allocation of scarce resources is a complex problem, specially when it comes to budget 

constraints. Therefore, this work aims to propose a multicriteria web-based Decision 

Support System for resource allocation in the context of higher education organizations, 

more precisely, public universities that have budget constraints, such as Brazilian federal 

universities. To do so, a Brazilian federal university was chosen as a parameter to make a 

numerical application to validate the multicriteria model for resource allocation proposed 

and, afterward, a web-based DSS was developed. For the MCDM resource allocation 

model, an additive value function was considered to set the percentage of the total budget 

that every alternative should receive. The problem was seen as a particular case of project 

portfolio selection problem because its approach is deemed to be appropriate for a resource 

allocation decision context. The results were satisfactory, and the system provided a clear 

vision on how the resource allocation procedure works, the entire process became more 

transparent to the ones that are affected by it, to the decision makers and the government, 

enabling them to take more efficient and reasonable decisions.   

 

Keywords: Resource allocation, Budgeting, MCDM /A, Universities, Web-based DSS, 

Model-driven DSS.  

 

 

 

INTRODUCTION 

Resource allocation problems usually involve conflicting decisions and are confronted by 

organizations of every size, type, and purpose, once their capacity to borrow funds or raise 

equity capital, for instance, has practical limits [1]. For public universities, it is even more 

challenging to deal with budgeting problems because they use their taxpayers' money to 

provide education services [2]. Hence, there is a tremendous societal interest (or at least 

should exist) in the way such money is allocated, where the cost of failure is seen as 

something unacceptable [3]. 

mailto:Pascale.Zarate@irit.fr
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Multiple criteria decision making/aid (MCDM / A) area has been claimed as an effective 

way to assist decision makers (DMs) to deal with the challenges that involve resource 

allocation problems or budgeting problems [4], specially in higher education organizations 

[5]. Also, Turban et. al. and Power [6, 7] affirm that Decision Support Systems (DSS) can 

improve decision quality. Therefore, the use of a suitable web-based Decision Support 

System (DSS) meant to integrate MCDA / M analysis into the decision aiding process is an 

essential tool to respond to this ongoing challenge. 

Multiple Criteria Decision Support Systems (MCDSS) are considered a "particular" type 

of system within the broad family of DSS [8]. MCDSS use different multicriteria decision 

methods to estimate efficient solutions, and they incorporate user's input in numerous 

phases of modelling and solving a problem [8]. 

According to [4], despite the growing attention to MCDA-based modelling approaches for 

resource allocation [9, 1, 10], there is still little indication in the operational research and 

decision sciences literature on how to structure these models in practice.   

Besides, when considering the case of a university, the use of a suitable multi-attribute 

decision method integrated with a web-based Decision Support System to better distribute 

the limited budget could mean to reach the best compromise solution, to apply all the 

available resources with efficiency. 

Thus, this work aims to fill this gap by proposing a multicriteria web-based Decision 

Support System to solve a resource allocation problem in the context of higher education 

organizations, more specifically, public universities that have budget constraints. For this 

reason, a Brazilian public university was chosen to validate the model; once, currently, the 

university does not have a model or system for such a problem. The research can contribute 

to the decision question of how to allocate universities internal budget properly [2].  

The case study conducted in this work considers the results of previous studies related to 

MCDM portfolio selection problems, such as: [2, 11, 12, 13].  

 

METHODOLOGY 

The problem considered here is a special case of portfolio problematic, seen as a resource 

allocation problem. The decision maker of the problem was the director of the budget and 

planning department of the university, and the analyst was the author of this study. The 

university studied has 21 sectoral administrative units (called UAS) that are divided by areas, 

such as human sciences, biological sciences, engineering, faculty of medicine, etc. These 

administrative units are the alternatives, projects or budgetary units of the MCDM model. 

Therefore, the set of alternatives is A = {UAS 1, UAS 2, UAS 3, UAS 4, UAS 5, UAS 6, UAS 

7, UAS 8, UAS 9, UAS 10, UAS 11, UAS 12, UAS 13, UAS 14, UAS 15, UAS 16, UAS 17, 

UAS 18, UAS 19, UAS 20, UAS 21}.  

The criteria of the model, defined by the DM, are evidenced in Figure 1. 
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(1.0)  

(2.0) 

 

Figure 4: Criteria of the Model 

The weights (scale constants) of the model were also defined by the DM and are presented 

in Figure 2.  

 

Figure 2: Weights of the Model 

The model adopted was an additive aggregation procedure for portfolio problematic with 

compensatory rationality, because of the characteristics of the problem. The primary goal of 

the model is to maximize the objective function, considering the given constraints [1], that is a 

budget constraint. Therefore, the objective function (1.0) and the constraints (2.0) are written 

as: 

∑𝑧𝑖

𝑛

𝑖=1

𝑣(𝐴𝑖)                                                  

Subject to: 

∑𝑧𝑖  𝑐𝑖

𝑛

𝑖=1

≤ 𝐶 

 
Where i represents every UAS from the university, zi is defined as a binary variable 

indicating whether item Ai is included or not in the portfolio, thus zi = 1 if it is included and zi 

= 0 if it is not [14]. v(Ai) is the value of item Ai obtained from the multi-attribute evaluation 

[15].   

C and ci are related to the constraints, where C is the budgeted amount available to fund all 

the UAS and ci is the budget of each administrative unit, and it could be seen, for instance, as 

the cost to develop project i.  

When considering a public university, no administrative unit can stay without receiving a 

part of the budget because of the minimum amount required to maintain the UAS, in services 

such as security, for example. Consequently, the decision problem here lies in defining which 

are the administrative units that will receive a part of the budget above the minimum value that 
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(3.0) 

(4.0) 

each one must receive, that is, the total budget requested by the UAS, considering their 

performance for the set of criteria, and that is a project portfolio selection problem.  

Moreover, to adequate the model in this study and taking into account equation (1.0) and 

inequation (2.0), the variables of the model can also be described as:  

ci = the budget requested by the administrative unit or the budget above the minimum limit 

that each UAS want to receive; 

min ci = minimum percentage of the budget that each UAS should receive; 

zi = binary variable that is equal to 1 when the UAS will receive the requested budget or 

equal to 0 otherwise;  

zi ci = the budget allocated to UAS “i”, which is equal to ci when zi is equal to 1;  

B = total budget from the university available to be allocated; 

C = total budget amount that is above the minimum percentage of the budget that each UAS 

should receive, that is:  

𝐵 −  ∑𝑚𝑖𝑛  𝑐𝑖 = 𝐶

𝑛

𝑖=1

 

 

Finally, the evaluation results from an additive value function it is of the form [15]: 

𝑣(𝐴𝑖) =  ∑𝑘𝑗𝑣𝑗  𝑥𝑖𝑗    

𝑚

𝑗=1

 

 

Where xij is the outcome obtained by item Ai in attribute j, vj is the marginal value function 

of attribute j, kj is the weight (scaling constant) for attribute j, and its summation must be equal 

to 1; v(Ai) is the value of item Ai obtained from the multi-attribute evaluation [15].  

The total budget available (B) considered for the problem was R$ 850,000.00, a value that 

represents 85% from 2018 total budget of the university, once that was the amount released by 

the Ministry of Education in 2018, due to government budget cuts.  The minimum value 

considered that each administrative unit must receive (min ci) was 70% from the last budget, a 

total of R$ 700,000.00 since that is the minimum amount considered to maintain the UAS. 

Thus, C = R$ 150,000.00. Following, the results from the model are shown in Table 1.  

 

RESULTS 

Table 1 - Resource allocation model results 

 
Table 1 shows the alternatives, their respective value from the additive model (Vi ) using a 

ratio scale normalization procedure, considered as the appropriate procedure for this type of 
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problem [11], the percentage (Pi %) of the total budget that each administrative unit should 

receive, the alternatives that are selected to receive the budget amount above the minimum 

budget (Go?) and the total value, that represents the objective function of the model.  

From the use of the additive model, the results indicate a portfolio with 15 projects, and in 

terms of budget value, the solution consumes R$ 148,831.30 from the available budget (R$ 

150,000.00).  When deeply analyzing the results, although UAS 1, for instance, has a 

satisfactory performance in the criteria considered, the summation of the results of more than 

one UAS brings additional outcomes to the overall portfolio value than choosing only one 

project with a valuable performance. Such a solution means that the resources are distributed 

in a more balanced way among all items of the portfolio, and that is the best compromise 

solution for the case.  

Given this consideration on the problem, it was possible to implement the multicriteria web-

based DSS, based on the user’s primary needs. The name defined for the web system was: 

MDSSFRA (Multicriteria Decision Support System for Resource Allocation). The principal 

DSS component is the multicriteria model, and the target users are the administrative staff from 

the budgeting unit of the university considered, DMs participants from every UAS, since they 

are affected by the allocation procedure, facilitators, developers, and administrators.  

To implement the multicriteria web-based DSS, a PHP web platform was developed on the 

server side integrated with Python and a Database system MySQL was applied to store and 

retrieve data using Structured Query Language (SQL). The components of the system are 

shown in Figure 3, and they evidence results from previous studies [2, 12, 13], which served 

as the basis for establishing Pages 1, 2 and 3 of the system, already explained in these previous 

studies. Page 4 was the result of the implementation of the multicriteria model developed by 

this study 

 

 

Figure 3 –  Web system pages – user interface 

Thus, Page 4 has two main tables. The first one shows the budget in financial and percentage 

terms and the possibility of simulating the results with a different budget. The last column 

(Budget) of the first table is the multiplication of the participation percentage of each UAS 

with the total budget available. The second table represents the MCDM model results 

evidencing the units that will receive a part of the budget above the minimum established by 
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the university. 

 

PERSPECTIVES AND CONCLUSION 

This study presented a multicriteria web-based Decision Support System for resource 

allocation in the context of higher education organizations, more specifically, public 

universities that have budget constraints, with the aim of demonstrating how the use of a 

suitable multi-attribute decision method combined with a DSS could improve the distribution 

of a limited budget, which it could mean to reach the best compromise solution, by applying 

all the available resources with efficiency. 

To validate the multicriteria model, a Brazilian federal university was chosen as a parameter 

to make a numerical application. The model was able to define the percentage of the budget 

that every budgetary unity of the university should receive. The model established 21 

alternatives, which were the sectoral administrative units from the university, and ten criteria 

were defined by the DM, which was the director of the budget and planning department.  A 

portfolio of 15 projects was found. Also, a multicriteria web-based DSS prototype was 

established for the problem.  

The method proved to be valuable for managing the allocation of resources through a set of 

alternatives which were distributed rationally by explicit consideration of the real importance 

of the different criteria. An advantage provided by the system is that when there is a clear vision 

of how the resource allocation procedure works, the entire process becomes more transparent 

to the ones that are affected by it. Besides, the multicriteria web-based DSS could be used to 

provide background for the university considered or other universities when defining strategic 

resource allocation planning. 
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ABSTRACT 

 
This paper reports the development progress of the project Collab-

Net from the EWG- DSS in its current fifth version. The Collab-Net 

project aims at investigating the publication relationships in the DSS 

community in an automatic way, allowing researchers to analyze 

their own collaborative network. Moreover, in version 5, a web- based 

platform was developed and deployed in order to allow better 

possibilities of collaboration, in terms of joint-published work, among 

DSS researchers in their updated areas of work, in a portable and 

convenient way at any time. This paper presents the web- based 

platform development of the EWG-DSS Collaboration Network 

Project (EWG- DSS-Collab-Net), showing its new trends and 

advances (network  collaboration,  dashboard collaboration and word 

map), by taking in account the previous studies and versions of the 

Collab-Net project. 

 
Keywords: Collab-Net, Network Collaboration, EWG-DSS 

 

INTRODUCTION 

Nowadays, it is important to identify the collaborative network between researchers. These 

networks provide important mechanisms of analysis since it will be possible to identify patterns 

as well as the connection between the researchers. Currently, it focuses on how the general 

structure affects researchers within research groups, scientific groups, among others [1] [4]. In 

this context, collaboration networks are tools that bring important mechanisms to improve 

academic productivity [2] [3]. 

Based on the importance of collaborative analyses, the EWG-DSS Collab-Net 5 was 

developed. The Collab-Net V.5 platform aims to investigate the publication relationships in an 

automatic way, allowing researchers to analyse their own collaborative network. Moreover, 

also allows possibilities for future collaboration among EWG-DSS members only using a Web-

based platform, anywhere at any time. 

This project has already advanced in development through four versions with various 

publications [9] [10] [11] [12] [12] [14] [15] [16], and is now in its fifth version, bringing 

mailto:jeanturet@gmail.com
mailto:apcabral@cdsid.org.br
mailto:f.dargam@simtechnology.com
mailto:pascale.zarate@univ-tlse1.fr
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greater possibilities for the DSS community members to check their collaborative network 

from online authoring platforms, like Google Scholar. The main feature of this new version is 

the possibility of visualizing the collaborative network from graphs and figures that bring 

higher levels of interaction among group members. 

Thus, this paper describes the new recent web-based platform developed of the EWG- DSS 

Collaboration Network Project (EWG-DSS-Collab-Net), Collab-Net V.5 showing its new 

trends and advances if compared with the other versions. 

 

COLLAB-NET V.5 

 

Based on previous versions, Collab-Net version 5 was developed maintaining its original 

purpose of enabling the affiliated members to investigate the publication relationship of the 

collaborative interaction among papers authors, within a publication database from local 

database and google scholar. In addition, this version improves the process of data automation, 

increases the interaction between the members, brings significant changes in the design, allows 

the user to export the collected data to CVS Excel format and the user can see its graphical 

information about the nodes connections of own member or other member network 

(collaborative network). 

In the Collab-Net version 5, the entity-relationship model is the same of the Version 3. The 

Information relating to authors, areas of knowledge, document published, keywords and logs 

of the system entities could be stored in their specific table with some relevant data from 

Google Scholar. Once developed the conceptual data model, all feature was implemented in 

the MySQL database using Structured Query Language (SQL). 
Fig. 1. Web-Based Collab-Net System Flow 

 

Once the database was ready, the web-based system can be started. Differently of the 

Collab-Net Version 3, the Collab-Net Version 5 was developed with different tools. First, the 

PyCharm IDE was used to develop the Web application, incorporating the Python development 

language together with Django Framework. The Bootstrap by Twitter was used to Collab-Net 

design. Therefore, all platforms of software development and database systemare free, which 

means that are not limited use or constraints. Despite it was the main motivation of these 

technology usages, other key motivation also be relevant, such as: easy integration these 
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technologies, reliability and portability of Django Framework, further online support and 

established technologies. 

As a way to present the navigability in the web-based Collab-Net system. Figure 1 shows 

the flow of both administrator and affiliated members’ profiles when using the system. It shows 

from the member login until the possible results of the searches, as well as all functionalities 

of the system. 

As a resulting from the software development process, a web-based system to support the 

needs of Collab-Net project was available to the affiliated members. This system offers a 

simple and integrated environment to allow affiliated researchers to analyse their own 

collaborative network anytime, anywhere in all platforms (Desktop, Laptop, Smartphones and 

Tablet), as well as possibilities for future collaboration among EWG-DSS members. The 

structure is presented in detail below. 

 

COLLAB-NET VERSION 5 STRUCTURE 

The Collab-net has a new login page. On the new login page, the user can access the Collab-

Net V.5 environment from a previous registration (performed by the administrator). The user 

will automatically be directed to the administrative version of the system or to the normal 

version of the system. 

After the user logs in, this is redirected to the Collab-Net v.5 home screen (Fig. 2).  For 

admin users this part is more complete. There is a possibility of registering new users to the 

system, as well as the possibility and edition of new members and areas of action. The 

conventional user does not have these options; however, he can perform the analysis from 

google scholar, add new works in the database and check his collaboration network. 
 

 
 

Fig. 2. Collab-Net V.5 Home Screen 

One of the main parts of Collab-Net version 5 is in Google Scholar. In this part of the system 

the user can perform two types of queries: to analyse the registered members in the system, as 

well as verify the collaboration with other members. 

First of all, the user can verify relevant information from any member that is registered in 

Collab-Net version 5. From the researcher's choice, information such as the researcher's full 

name, affiliation, citation numbers, e-mail, factor H will be displayed. 
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In this way, there is greater interaction among members since they may have greater 

knowledge of each other. In addition, all publications will be displayed, informing title and 

year (Fig. 3). These data are not saved in the local database but are used for consulting purposes 

only. 
 

 

Fig. 3. Collab-Net V.5 Individual Scholar Analyse 

In a second moment, the user can identify the collaboration with the other registered 

members. The system will connect to google scholar and conduct the query. The result will 

come in excel format and/or in a dashboard which will include the name of the main author, 

related publications and the co-authors involved. This data will also be saved in the local 

database to future analyse. 
 

Fig. 4. Collab-Net V.5 Collaboration Analysis 

 

The main part of this version is in collaborative networks. Collaborative Networks are 

defined as an intra or inter-organizational set with a common objective, obtaining collective 

solutions. In this way, the main benefits of Collaborative Networks are the sharing of 
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knowledge (and learning by individuals), trust established between relationships and, finally, 

the enhancement of strategic skills of companies through learning [5][8]. 

In this context, Collab-net version 5, in addition to bringing the conventional form of 

collaboration analysis, allows members to identify their collaboration network from graphs and 

the collaboration network of the EWG Group. The members can have graphical information 

about the nodes connections of own member or other member network. For this, some 

fundamental Pajek[6][7] principles are used. 

Pajek is a network analysis and visualization program specially designed to handle large 

data sets. Main objectives in the Pajek project are: 1) to facilitate the reduction of a large 

network into several smaller networks that can be further treated using more sophisticated 

methods 2) to provide the user with powerful visualization tools 3) to implement a variety of 

efficient network algorithms [6][7]. 

Based on these principles, Collab-Net V.5 refines the data that is saved in the database. This 

happens so that the result is faithful, since any change in the data, the collaboration network 

may be wrong. The system has a refinement algorithm for creating a pattern in member names. 

This algorithm is based on open source google refine, a google algorithm for data refinement. 

This way, the user can generate his network quickly from three types of graphs at the 

discretion of the user (Fig. 5), starting from his publications and co-authors (only those who 

belong to the group and are registered in the system). 

 

Fig. 5. Collab-Net V.5 Network Visualization 

 

Moreover, the user can also analyse the EWG-DSS collaboration network in a general way. 

Although this part is still under development, specifications and initial coding were already 

provided for its proof of concept. There are constant improvements in the data refinement 

algorithm and in the collaborative network elaboration algorithm. The section 4 will present a 

preliminary study with this functionality. 

 

CONCLUSIONS 

In this paper, we described the new advances of the Collab-Net project in a current extended 

version with a web-based system. The Collab-Net 5 has deployed a more trendy environment 

with new tools, including a collaborative network that enables members to acquire more 

information about collaboration among DSS community members in a simple, effective and 
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fast way. For the implementation of the current platform version, Python Language, Django 

Framework and Bootstrap by Twitter were used. Among other relevant and efficient solutions 

brought to the platform with these tools, they also have contributed to improve the Collab-Net 

V.5 with novel features, as the word map for instance. The word map brings new possibilities 

to visualize and analyse the main areas and topics of research, being more intensively 

investigated by the DSS community. 

In a future work, new features still need to be implemented in the web-based platform. The 

focus of the Collab-Net future versions developments targets on: mechanisms to filter and 

transform the collected data; support the data collection process in more than one publication 

database; provide an intra-communication mechanism to encourage members to interacting via 

the available web-based platform and enable the sending of invitation to affiliation. 
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ABSTRACT 

Each solid planning process in the energy sector is based on forecasted energy data such as 

energy demands. These forecasts mainly rely on historical data exchanged between 

participants of the energy market. 

In the underlying forecasting processes, the data must first be collected in order to be 

checked for errors and corrected if necessary. Currently, this data processing step can be 

easily automated. However, subsequent decisions required in these forecasting processes 

are typically performed manually by human operators. Such decisions include the analysis 

of characteristics specific to each energy data set, the selection of suitable forecasting 

models, the configuration and execution of said models, the monitoring of forecasting 

results, and the (daily) correction of forecasting model configurations. These decisions are 

compounded by the rapidly growing amount of energy data available for forecasting due to 

the widespread introduction of smart meters and the ubiquity of Internet-of-Things (IoT) 

Services. As a result, the demand for human resources for the performance of forecasting 

tasks is likewise rapidly increasing.  

In this paper, a new intelligent decision support system (IDSS) for the automation of the 

entire forecasting process on energy data is presented. This new approach is compared to 

the manual forecasting process with respect to the amount of time required to generate and 

the quality of forecasting results. For comparison purposes, a fixed set of test data is used 

by both the new approach and a human operator (Maria Jüttner, forecasting expert at a 

municipal utility company in central Germany) for the generation of forecasting results. 

Keywords: Forecasting, Energy Forecasting, Artificial Intelligence, Contest Human vs. 

Machine, Contest Natural vs. Artificial Intelligence, Decision Support System  

mailto:martin.seidler@ifesca.
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HISTORICAL OVERVIEW: 30 YEARS OF FORECASTING  

This chapter provides a small overview of forecast competitions and their influence to 

forecast research. The field of time series based forecasting gained more attention in the 

early 1980s and so the "International Journal of Forecasting" [1] and "Journal of 

Forecasting" [2] were founded. At this time, Spyros Makridakis announced the first 

M-Competition, an empirical study that has compared the performance of a large number 

of major time series methods. Until today, there were three more M-Competitions.  

The M1-Competition [3], held in 1982, used a static data set of 1001 time series taken 

from demography, industry and economics. Forecasts were made with statistical and 

judgmental methods, for example the AutoRegressive-Moving Average (ARMA), various 

exponential smoothing and regression models. Especially the ARMA models were 

parameterized by hand and needed about one hour each. As stated from [4], the competition 

caused researchers to: 

• focus attention on which models generated good forecasts, rather than on the 

mathematical properties of those models  

• consider how to automate forecasting methods 

• be aware of the dangers of over-fitting 

• treat forecasting as a different problem from time series analysis 

The M2 [5], held from 1987 to 1991, used only 29 time series but in a real-world 

scenario. The data was updated after one year to get new forecasts. Furthermore, the 

competitors were allowed to use additional information to improve the predictive accuracy.  

The M3 [6] was intended to both replicate and extend the features of the M1-Competition 

and the M2-Competition. The data set increased to 3003 time series taken from micro, 

industry, macro, finance, demographics, and other domains. The extension involved the 

inclusion of more methods and researchers, in particular in the areas of neural networks 

and expert systems. It turned out that methods that are more sophisticated outperform the 

simpler ones. The best forecasting model was Theta [7] [8], followed by the commercial 

software package ForecastPro [9]. ForecastPro used a master controller to determine the 

model family and afterwards an automatic model identification based on the Bayesian 

Information Criterion. Thus, each model is individual.  

The latest M4-Competition [10], held in 2018, utilized 100.000 real-life time series and 

incorporated all major forecasting methods, including those based on Artificial Intelligence 

(Machine Learning, ML), as well as traditional statistical ones. The dataset was mainly 

taken from economic, financial, demographical and industrial areas, while also including 

data from tourism, trade, labor and wage, real estate, transportation, natural resources and 

the environment. The most accurate methods were combinations of statistical approaches. 

However, the best model was a hybrid [11] that utilized statistical models with features 

learned by a recurrent neuronal network (RNN). Therefore, the forecast is created from 

global parameters (weights of the RNN) and per-time-series parameters like seasonality- 

and smoothing-coefficients (from statistical approach). 

We are convinced that these hybrid and automated approaches can be enriched by more 

methods from the field of Artificial Intelligence. 
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INTRODUCTION 

Forecasting especially of energy data is of particular importance in the energy sector as it 

provides the basis for every decision in all concerned processes such as generation 

management, energy sales, expansion planning, grid management, balancing group 

management, and energy procurement. Due to an immensely increasing amount of available 

energy data caused by widespread usage of smart meter and IoT-technologies, the time required 

by human operators for these forecasting issues is massively increasing as well. A new 

intelligent decision support system (IDSS) [12] is now offering a solution for this problem. 

Based on methods of Artificial Intelligence (AI), the IDSS reduces the complexity of 

forecasting processes for human operators to a minimum by maximizing the automation of the 

process: The IDSS is able to analyze and process input data fully automated, for instance, by 

identifying data gaps and generating adequate substitute values. Based on these analysis results 

the IDSS automatically performs the selection, the configuration and the training if needed of 

the best-fitting forecast method for every specific input data set. 

This paper presents a comparison between the performance of this new IDSS and the 

performance of a human operator for a realistic forecasting scenario with real energy data. 

Therefore, the human operator Maria Jüttner, forecasting expert at a municipal utility company 

in Central Germany, as well as the IDSS performed the whole forecasting process for an energy 

data set including five time series and respectively two forecasting time horizons. The results 

are compared with respect to quality and time amount needed to generate them. 

 
Contest Scenario 

The data set in this paper consist of five time series containing energy data with a sample 

frequency of 15 minutes and can be seen in [13]. They were divided in a training set, which 

contains two times 11 months of data and three times 12 months of data and a testing set. These 

long measurements depict any behavior that can be observed for each series. The set reflects 

typical use cases in the energy market and is composed as follows: 

ID 100093: Research institute; ID 100122: Authority; ID 100500: Logistics center;  

ID 100750: Retirement home; ID 100755: Office building 

The data was available in different formats because it was collected from various German 

costumers. Each series was divided into a training and a testing set. With this data set the 

contestants were asked to generate a short-term forecast (48 hours) and a mid-term forecast 

(1 month). Furthermore, no additional data was provided. 

 

DISCUSSION 

Following a short summary of the approach of the IDSS is given. As a first step, the structure 

of each input file is analyzed in order to load the correct data into the database. This step can 

be annoying due to different formats, DST-change and corrupt files. Afterwards a divide and 

conquer approach is used. Many statistical tests and transformations were done with the aim of 

data understanding, detrending and pattern recognition. In dependence of the results of the 

analysis and the desired time horizon of forecast, the forecast model is selected and 

parameterized. The hybrid model is build out of regression, random forests and artificial 

neuronal networks (ANN). Finally, the model is validated through hold out data. All tasks are 

computed highly parallel at cloud servers with Intel Skylake Xeon CPUs. 
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In contrast, the human operator Maria Jüttner is doing the same steps manually and 

sequentially using her experience to check the data of each time series and select a model. Her 

presented forecasts were made with random forests at a desktop PC powered by Intel Core i5. 

Both IDSS and the human operator use Python as modeling language. 

An example for the forecasted time series with ID 100750 is shown in Figure 1, comparing 

the results of the human operator Maria Jüttner (MJ) and the IDSS over a period of two weeks 

out of the month-ahead horizon. The complete results of this experiment can be seen in [13]. 

 

 

Figure 12: Detail of forecasting results for ID 100750 (month-ahead forecast) 

Table 1 shows the results for the time required for the several steps within the forecast process.  

Table 5: Execution Time for data sets in minutes for both time horizons 

 ID 100093 ID 100122 ID 100500 ID 100750 ID 100755 

Process step MJ IDSS MJ IDSS MJ IDSS MJ IDSS MJ IDSS 

Data input 0,62 0,74 0,60 0,50 0,58 0,68 0,53 0,47 0,67 0,48 

Plausibility check 15,00 

1,47 

20,00 

1,95 

20,00 

1,75 

15,00 

1,95 

15,00 

2,15 

Data correction  2,00 1,50 2,00 2,00 1,50 

Data analysis 30,00 35,00 30,00 30,00 35,00 

Forecasting 

method  
selection and 

configuration 

0,92 

 

0,87 

 

0,62 

 

1,07 

 

0,94 

Forecasting 

method training 
0,60 2,02 1,34 0,62 0,87 

Forecasting 

execution 
< 0,01 0,17 < 0,01 0,17 < 0,01 0,15 < 0,01 0,13 < 0,01 0,13 

Validation 5,00 0,02 5,00 0,02 5,00 0,02 5,00 0,01 5,00 0,02 

Total 54,14 2,40 64,99 2,63 59,54 2,60 54,22 2,57 58,98 2,78 

 

The first significant differences can be seen for the data preprocessing including data input, 

plausibility check, data correction, and data analysis. The step of data input may cause 

problems due to import libraries not being flexible and/or robust. In addition, the following 

steps of correcting the input data and analyzing the underlying characteristics are very time-

consuming if executed manually. This information is especially important for the decisions to 
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be made concerning the best forecasting model and its parametrization, though. 

The automation of these work steps can save an enormous amount of time as can be seen in 

Table 1. Furthermore, the parallelization of several processing steps as well as the scaling 

across random quantities of forecasting tasks via cloud architectures are additional advantages 

of the IDSS. Therefore, the IDSS has the ability to handle even forecasting of Big Data 

volumes. Conversely, the human processing can not be executed parallel and is scalable only 

to a very limited extent. The differences in the execution time of the forecasting process, which 

are influenced by the different computational technologies, are negligible in contrast. Thus, the 

different computational technologies can be neglected as well.  

An example of the quality results can be seen in Table 2 for the day-ahead forecasting 

horizon and in Table 3 for month-ahead forecasting horizon.  

Table 2: Benchmark for data set for day-ahead forecast (48 hours) 

 ID 100093 ID 100122 ID 100500 ID 100750 ID 100755 

Error metric MJ IDSS MJ IDSS MJ IDSS MJ IDSS MJ IDSS 

MEAN (Mean 

Error) 
-1,89 6,78 0,07 0,82 1,33 0,89 1,67 -0,02 0,06 0,11 

MAPE (Mean 

Average Procetual 

Error) 
2,72 5,95 5,71 3,57 7,92 5,82 14,36 11,32 7,74 8,74 

NRMSE 
(Normalized Root 

Mean Square Error) 
0,04 0,73 0,08 0,05 0,1 0,09 0,18 0,17 0,11 0,13 

APE (Absolute 

Procentual Error) 
2,76 5,76 5,72 3,53 6,76 5,41 14,76 12,19 7,53 8 

Table 3: Benchmark for data set for month-ahead forecast (4 weeks) 

 ID 100093 ID 100122 ID 100500 ID 100750 ID 100755 

Error metric MJ IDSS MJ IDSS MJ IDSS MJ IDSS MJ IDSS 

MEAN (Mean 

Error) 
8,61 -1,02 0,64 1,04 1,83 0,64 0,82 -0,74 -0,35 -0,27 

MAPE (Mean 

Average Procetual 

Error) 
6 3,8 6,22 4,94 11,56 9,41 11,75 11,99 12,05 11,45 

NRMSE 
(Normalized Root 

Mean Square Error) 
0,07 0,05 0,09 0,06 0,15 0,12 0,46 0,17 0,23 0,21 

APE (Absolute 

Procentual Error) 
5,76 3,83 6,29 4,87 9,92 8,11 11,87 12,59 13,86 12,65 

 

In general, the short-term results are better than the long-term results for both competitors. 

Moreover, the results reach a similar level due to forecasting precision. Thus, for comparison 

different error metrics have to be taken into consideration. The Mean Error (MAPE) is a good 

first indicator, but penalizes errors in the lower load range stronger. In contrast, the Normalized 

Root Mean Square Error (NRMSE) disregards the relative load status, which can be seen in 

the results [13]. In summary, the results of the human operator Maria Jüttner outperform the 

IDSS for two time series in the short-term sector. In the mid-term sector, the results of both 

competitors are almost similar for one time series. In the other 7 out of 10 cases, the forecasting 

results of the IDSS have a higher quality, almost independent of the considered error metric. 
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CONCLUSIONS AND FUTURE WORK 

The data set in the scenario presented in this paper is quite typical for the use cases in the 

energy market: The time series are cyclical, just sparsely noisy, and contain a big amount of 

information well detectable and exploitable by machines. Furthermore, there is no additional 

data to be taken into account within the presented scenario. Therefore, the classical model 

approaches used by the IDSS are applicable for this data and the results of the IDSS are 

convincing: The automated forecasting process for the given input data is performed within 

just a few seconds, providing forecasting results that are approximately similar to the results of 

the human expert concerning quality. 

Numerous data sets do not meet those criteria, though. These data sets need extensive 

investigations potentially with analytical methods usually not used for data analysis. In these 

cases, automated data processing may not be capable of successfully determining acceptable 

results. Here human experts may have advantages due to intuition and expert knowledge.  

Therefore, further experimental studies with various input data are going to be performed 

including for instance different time horizons to be forecasted and additional data such as 

meteorological data or production schedules to be taken into account. 
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ABSTRACT 

This research tries to forecast the U.S. stock market by comparing two major forecasting 

models: the autoregressive integrated moving average (ARIMA) and support vector regression 

(SVR). In addition, we deploy the generalized autoregressive conditional 

heteroscedasticity (GARCH), which is often used for financial times series that exhibit time-

varying volatility or non-constant variance, to predict the volatility of the U.S. stock market. 

The main purpose of this research is to provide both analytical and computational insights for 

practitioners to select the right model for the right occasion in the marketplace. We find that 

while the ARIMA and SVR models can often lead to more accurate stock price forecasts, 

GARCH models can be used for financial market volatility predictions. Specifically, the SVR, 

as a machine learning model, performs better than the ARIMA models for stock price 

estimates, but it has a potential of overfitting and does not provide a list of parameters as in the 

case of ARIMA. The GARCH model becomes attractive to predict percentage returns and 

volatility when the financial market is experiencing significant ups and downs and sometimes 

frantic periods of trading. Managerial implications and computational insights are also 

discussed.  

 

Keywords: Stock Forecast, Time Series, ARIMA, Machine Learning, SVR, GARCH 

 

INTRODUCTION 

Forecasting the stock market correctly has been an interesting subject both in academia and 

for practitioners, but few seemed to predict the sudden steep drops of the U.S. stock market in 

the month of December of 2018, which was considered as the second worst December in the 

history of the stock market performance. Ironically, the situation reversed so quickly in the 

following month, January 2019, when the US stock market rose to be the best January stock 

market in the last 30 years. While some experts believe it is impossible to predict the financial 

market under the Efficient Market Hypothesis, which implies a random walk model for stock 

prices, investment bankers and others try to use various computer models to forecast the stock 

prices and crude oil prices. In this research, we forecast the daily Dow Jones Industrial Average 

(DJI), S&P 500, and NASDAQ prices from Yahoo Finance over the time period 1986 - 2018 

by comparing two commonly used forecasting models: the autoregressive integrated moving 

average (ARIMA) and support vector regression (SVR). In addition, we use the generalized 

autoregressive conditional heteroscedasticity (GARCH), which is often used for financial 

times series that exhibit time-varying volatility or non-constant variance, to predict the 

percentage returns and volatility of these indices. The main purpose of this research is to 

provide both analytical and computational insights for practitioners to select the right 
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forecasting model for the right occasion in the marketplace by measuring the root mean squared 

error (RMSE) and mean absolute error (MAE). We find that while the ARIMA and SVR 

models can often lead to more accurate stock price forecasts, the GARCH model becomes 

attractive to predict percentage returns and volatility when the financial market is experiencing 

significant ups and downs and sometimes frantic periods of trading. Specifically, the SVR, as 

a machine learning model, performs better than the ARIMA for stock price estimates. 

However, since the SVR model, unlike ARIMA or other statistical models, does not provide a 

list of parameters to forecast for the future stock prices, it is often considered as a black box 

and has a potential of overfitting. Managerial implications and computational insights are also 

discussed. 

 

This paper is organized as follows. Section 2 reviews the literature in dealing with financial 

market time series forecasting methods. Section 3 discusses research methodology in terms of 

data collections and analytical tools. Section 4 compares advanced time series ARIMA models 

with machine learning SVR and volatility prediction GARCH models. Finally, section 5 offers 

concluding remarks of this research. 

 

LITERATURE REVIEW 

Forecasting models for stock market prices can be divided into three major categories: 

advanced time series ARIMA, artificial intelligence or machine learning models SVR, and 

GARCH models [1]. Traditional time series models such as simple moving average (MA) and 

simple exponential smoothing (SES) are the most commonly used forecasting methods for time 

series data for U.S. government statistics and stock Wall Street prices. Advanced ARIMA 

models are the most prominent time series methods, in which autocorrelation function (ACF) 

and partial autocorrelation function (PACF) are used to help select data driven model 

parameters [2]. When it is done correctly, ARIMA models can provide very accurate 

forecasting results, especially for short-term time series data. MA, SES, and ARIMA models 

are often used as benchmarks to measure forecasting accuracy on financial markets against 

more complex machine learning models due to their easy to analyze and widespread 

applications. 

 

SVR and artificial neural network (ANN) have been widely used to forecast crude oil and 

stock prices [3].  In this research, we exclude ANN because it requires a set of input variables 

in order to come up with an output variable through a complex function [4]. SVR is a special 

case of support vector machines (SVM), where SVM is a type of learning machine 

implementing the structural risk minimization inductive principle on a limited number of 

learning patterns. SVR computes a linear regression function in a high dimensional space 

where the input data are mapped via a nonlinear function. However, a major drawback of the 

SVR analysis is that it is difficult to interpret the process in meaningful statistical or business 

perspectives due to the fact that it relies on a high dimensional space via a nonlinear function. 

 

Xie, Yu, Xu, and Wang (2006) find that SVR outperforms ARIMA based on monthly spot 

prices of West Texas Intermediate (WTI) crude oil from January 1970 to December 2004 [5]. 

However, the existing literature is very far from any consensus about a reliable forecasting 

model regarding crude oil and stock prices. 
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Engle (1982) introduced the ARCH and the GARCH models, which specifically allow for 

changing conditional variance [6]. The GARCH model requires joint estimation of the 

conditional mean model and the variance process. The GARCH (p, q) model is given in Eq.(1) 

below 
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where p is the order of GARCH while q is the order of ARCH process. Error, t , is assumed 

to be normally distributed with zero mean and conditional variance, 
2

t . Rt is the return, with 

the expect mean value  to be positive and small. In addition, the parameters  > 0,  > 0, and 

 > 0;  +  < 1. 

 

In this research, we compare the forecasting results of ARIMA and SVR on daily U.S. 

stock indices DJI, S&P 500, and NASDAQ during the period 1986 through 2018 to determine 

which model performs better in terms of RMSE and MAE. Moreover, we deploy the GARCH 

model to analyze the daily volatility of these indices during the same time period. 
 

RESEARCH METHODOLOGY 

We collect the daily U.S. stock market indices from Yahoo finance on DJI, S&P 500, and 

NASDAQ for the period January 1986 through December 2018. In this research, we focus our 

attention on model development and comparison so that we use all the data as he training data 

set, with no holdout data. 

 

Figure 1 illustrates the time series of the entire DJI Index data January 1986 through 

December 2018. It is seen from Figure 1 that DJI Index prices fluctuate significantly, with a 

general trend going upward and also with periodic corrections and down turns. To meet the 

stationarity assumptions for ARIMA, we take the first order differencing the DJI Index daily 

prices as shown in Figure 2. Figure 3 shows the DJI daily percentage changes, which is to be 

used for the GARCH model. 

  

It is interesting to note in Figures 2 that the price fluctuation increases toward the end of 

data set (i.e., around December 2018), whereas the percentage changes in Figure 3 were much 

more significant at the beginning of the data set (i.e., around October 1987). This is true for 

S&P 500 in Figures 4 - 6, and for NADDAQ in Figures 7 - 9. Consequently, the first order 

differencing as shown in Figs. 2, 5, and 8 can be considered as stationary for ARIMA models, 

with a constant mean and a roughly constant variance, whereas the percentage daily 

returns, 100(𝑌𝑡 − 𝑌𝑡−1)/𝑌𝑡−1, in Figures 3, 6, and 9 are commonly used for GARCH models. 
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We first use R to fit the ARIMA (p, d, q) models to determine the best parameters of p, d, 

and q by minimize the MAE and RMSE, and by the checking the stationarity and corresponding 

ACF & PCAF. We find that ARIMA (1, 1, 1) models without constant perform among all the 

models we tested for all three indices, DJI, S&P 500, and NASDAQ. 

  

Table 1 shows the ARIMA (1, 1, 1) results of the DJI, S&P 500, NASDAQ prices, where 

Eq.(2) can be used to forecast future index prices.  

 

Eq.(2) can be used to forecast future index prices.  
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�̂�𝑡 = (1 + )𝑌𝑡−1 − 𝜖𝑡−1  where 𝜖𝑡−1 = 𝑌𝑡−1 − �̂�𝑡−1   (2) 

 

Table 1. ARIMA (1, 1, 1) Results 1986 - 2018 

ARIMA (1,1,1) DJI Daily Prices 
S&P 500 Daily 

Prices 

NASDAQ Daily 

Prices 

AIC 
102099.9 66283.85 84221.96 

 0.6161 0.7153 0.7485 

Std. Error () 0.1887 0.0814 0.1003 

 -0.6574 -0.7618 -0.7699 

Std. Error () 0.1799 0.0758 0.0970 

RMSE 
110.6251 12.90163 37.84711 

MAE 
68.06713 8.01276 21.50441 

 

We then use R to fit the SVR models by selecting the appropriate parameters of cost, 

gamma, and epsilon. To avoid potential overfitting, we use the default epsilon = 0.1 and 

unscaled original daily indices for the period 1986 through 2018. Having tested numerous 

combinations of cost and gamma values, we narrow our search range to gamma = 0.1 – 0.3 and 

with a range of costs for different index. Then we use auto-tune in R package to come up with 

the optimal combination for costs ranging from 4000 to 6000 for DJI Index for example. Table 

2 represents an auto-tune heat map produced by R for DJI Index prices, which indicates that 

the best performance for the SVR model lies in the upper left corner of the heat map.  

 

Table 2. SVR Auto-Tune Heat Map on Cost and Gamma on DJI Index 
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Table 3 compares ARIMA (1, 1, 1) models against SVR models for all three index prices 

in terms of RMSE and MAE. It is seen from Table 3 that SVR models provide more accurate 

results, but unlike the ARIMA (1, 1, 1) model in Table 1 with a list of parameters, an SVR 

model does not produce such parameters as in Eq.(2). Consequently, it cannot be used to 

forecast for future index prices.  

 

Table 3. Index Prices Models 1986 – 2018 

 Models RMSE MAE 

DJI Daily Prices ARIMA (1, 1, 1)    110.6251    68.0671 

SVR (c=6000, 𝛾=0.1)      87.5687    23.3366 

S&P 500 Daily 

Prices 

ARIMA (1, 1, 1)   12.90163 8.01276 

SVR (c=600, 𝛾=0.1)   11.18663    3.176736 

NASDAQ Daily 

Prices 

ARIMA (1, 1, 1)   37.84711    21.50441 

SVR (c=2000, 𝛾=0.1)   29.94720    7.569939 

  
CONCLUDING REMARKS 

In this research, we forecast daily stock index prices of DJI, S&P 500, and NASDAQ using 
ARIMA, SVR, and GARCH models for both price prediction and volatility estimation with the 
following concluding remarks. First, the advanced autoregressive integrated moving average 
such as ARIMA (1, 1, 1) can offer more accurate forecasting results for most time series data, 
with reasonable computational complexity, and its model parameter(s) as shown in Eq.(2) can 
be used to forecast for the future or for the testing data. Second, while it can offer about the 
same forecasting accuracy as that of the ARIMA (1, 1, 1) model, the machine learning support 
vector regression such as SVR is not only computationally the more complex among all the 
forecasting models studied in this research, but also has the potential of model overfitting due 
to the fact that there are too many parameters to train the model: cost, gamma, and epsilon. 
Third, an SVR model cannot be used to test the model accuracy on the testing data the same 
way as in an ARIMA model since it does not provide a list of model parameters as in Eq.(2) of 
the ARIMA model, which also makes the economic or business interpretation very difficult. 
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ABSTRACT 

Due to high attrition rates in MOOCs problem of identification who will fail an exam, 

which is called stopout, has become of immense importance for course designers and course 

makers. MOOC systems generate a lot of data, however, because of the huge amount of 

data, classical statistical methods are often not applicable. Therefore, stopout can be 

detected using machine learning algorithms. Based on predictive model predictions a 

course designer can make a decision support system which will act as an early warning 

system and make intelligent decisions motivating the student to invest extra efforts in order 

to pass an exam. In this paper lasso and ridge logistic regression are created for 22 courses 

offered by Open University, containing over 20,000 students. As descriptors of the student, 

interaction with a virtual learning environment are used. Besides answering the question if 

we can predict who will fail an exam, we also give an answer to the question of how early 

we can make that prediction. Results show that before the start of the course predictive 

performance is fairly good with AUC 0.658, and after six months of course AUC rises to 

0.931. 

 

Keywords: Educational Data Mining, Logistic Regression, Stopout prediction 

 

INTRODUCTION 

The higher education sector is experiencing a massive change with learning materials 

shifting from printed media and in-house learning environments to virtual learning 

environments with interactive materials available on the Internet [[9]]. One kind of virtual 

learning environment called Massive Open Online Courses (MOOCs) became popular in 

recent years. One can access learning materials from world-wide renown Universities and 

lecturers, often provided free of charge. Additionally, one can choose from a wide variety of 

subjects, at ordering and pace one chooses [[2]]. Because of that a lot of students are attracted 

to this model of education.  

However, this variety of learning subjects and ease of access to learning materials provided 

new problems which are not seen in traditional learning environments. Namely, the majority 

of the students do not intent to complete a course. Majority of them are dropouts, meaning that 

they unenrolled from course materials before the formal end of the course. Although this is an 

important problem present in a modern learning environment it is hard to motivate the student 

to finish course examinations without sacrificing the quality of the course and/or course design. 

The other problem, probably more important, present a situation where a student was enrolled 

in the online course but hasn’t earned enough points to receive a certificate. One can say that 

this is not necessarily a problem, because students may enroll for different reasons, i.e. access 
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to learning materials. However, if the student interacted with the learning environment (i.e. 

listened to lectures, discussed in the forum and attempted assignments) and did not complete 

the course then further investigation is needed. For example, due to various reasons such as 

insufficient background knowledge, lack of time, course design or other students, one felt 

discouraged, frustrated, or bored which resulted in the student not finishing the course. In the 

literature review, one can find that this is a major problem MOOCs are facing. 

A lot of effort is invested in analyzing how and why students are prone to dropout and failing 

to pass the exam, especially in MOOCs. This area is called Learning Analytics or Educational 

Data Mining [[10]]. There are multiple reasons why many classical statistical approaches fail, 

according to [[12]]. First, there is a lack of “negative samples”, i.e. only several percents of 

students obtain a certificate of completion (the majority of the students are considered as a 

dropout). Also, this may result in biasing of the machine learning models toward the majority 

of the class. Another problem is a huge amount of unstructured data. The third problem is data 

variance, which is the consequence of MOOC’s self-paced learning pedagogy (i.e. student 

learn at different pace, with different learning habits). Because of the above-mentioned 

machine learning approach with a lot of preprocessing is needed in order to obtain the usable 

predictive model. [[12]] 

In this paper, we will utilize Open University Learning Analytics dataset [[8]] with the goal 

of predicting whether a student will fail to pass the exam on 22 courses originating from Open 

University. Namely, the goal of the paper is to predict how early we can predict whether a 

student will fail to pass the exam. The predictive model will act as an early warning system 

which will allow the decision maker to control the level of activation. For that purposes, we 

use data originating from the virtual learning environment, i.e. logs of the interaction of 

students with learning materials. An additional question we answer is how early we can predict 

whether a student will fail an exam. 

The following of the paper is organized as follows. In Section 2 related work is presented. 

In Section 3 we present methodology. We will present data used in this research, followed by 

the experimental setup and evaluation of the predictive model. In Section 4 we provide results 

and interpretation of results, while in Section 5 we conclude the paper. 

 

RELATED WORK 

From a historical point of view, first MOOC was created by George Siemens and Stephen 

Downs and was called “Connectivism and Connective Knowledge” in 2008 and it attracted 25 

students who participated paying fees for the course, and over 2,000 students enrolling to the 

course free of charge. Nowadays, through virtual learning environments such as Coursera, EdX 

or Udacity one can find courses with over 1,000,000 enrolled learners coming from over 190 

countries [[13]]. 

 The term dropout or stopout is considered as the last event student participated in, such as 

quiz assignment [[15]] or watching a video [[1]]. However, it is also commonly adopted that 

stopout is identified as a situation when a student does not earn a certificate of accomplishment 

within a course [[7], [6]]. The last definition of the stopout is the one we adopted, however 

instead of calling it stopout we will call it failing to pass the exam. 

Most often predicting whether a student will fail an exam is set as a binary classification 

problem. For example, Jiang et al [[7]] used performance on assignment from the first week. It 

has been shown that performance on the first-week assignment is enough to discriminate 

between students with a certificate of accomplishment and certificate of accomplishment with 
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distinction with AUC of 0.947 and also between students with a certificate of accomplishment 

and students which failed to pass the exam with AUC 0.851. Similarly, activities on quizzes 

and assignments, as well as activity on the forum can be used to predict performance on final 

exam [[11]]. Due to the fact that identification of poorly performing students should be done 

as early as possible when no student behavior data is available, one can find predictive models 

which utilize only demographic data such as gender, occupational status, age and self-ascribed 

motivation [[14]]. However, most often clickstream data, from which features about student 

interaction from virtual learning environment are extracted are most commonly used. Those 

features are most often regarding how often student interact with video learning materials, 

activity on a discussion forum, how much time the student spent on the page etc. [[15]]. Also, 

as an important features one can find grades achieved on assignments and exams [[7], [3], [4]]. 

It is noted that as a measure of performance most often Area Under the Receiver Operating 

Characteristics Curve (AUC) measure is used.  

 

METHODOLOGY 

Data and Algorithm 

In this paper, we utilized Open University Learning Analytics Dataset [[8]] which 

contain data originating from Open University student from 2013 and 2014. This includes 

besides demographic data also interaction data of students with University’s virtual 

learning environment. 

Logistic regression is a statistical learning algorithm commonly used for the stopout 

problem [[15], [7], [6]]. It is used for classification in which there are one or more 

independent features that determine an outcome. We can define logistic regression as a 

classifier that models the probability of dependent binary features 𝑦 given a set of 

independent features 𝑋 using logit model [[5]].  

In order to prevent overfitting, one can find extensions of 𝐿(𝜃). Most popular and most 

commonly used are Lasso and Ridge logistic regression. Lasso adds L1 regularization term 

in 𝐿(𝜃) which forces coefficients of logistic regression to zero, i.e. lowers the number of 

features needed to explain the problem at hand. This way complexity of the problem is 

reduced. Ridge logistic regression adds L2 regularization which forces coefficients of 

logistic regression to be lower in general. Both regularization terms are used to prevent 

model to explain random noise or error. However, regularization terms introduce hyper-

parameter 𝜆 which needs to be optimized. [[16]] 

Experimental Setup 

In order to answer both research questions, we trained and tested predictive models in 

seven different experimental settings. We create predictive models based on demographic 

and personal features such as gender, disability, number of previously finished courses, 

age, a region of residence of the student, index of multiple deprivations, and level of 

education. Those are attributes available for prediction model before the course started. 

The second experimental setup consists of demographic and personal features and activities 

of the student on assessment and virtual learning environment in the first month of course. 

Those features are, among others, number of assessment student tried to pass, the average 

score on assessments, number of passed student assessment, number of activities student 

interacted with etc. The third experimental setup consists of features of previous 
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experimental setup and activities of the student on assessment and virtual learning 

environment in the second month of course. The experimental setups are created in the 

same manner up to six months which consists of demographic and personal features and 

activities of the student on assessment and virtual learning environment in the first, second, 

third, fourth, fifth and sixth month of the course. 

Models are evaluated using AUC because it is commonly used in educational data 

mining applications and specifically for the problem at hand. 

In order to obtain valid results and comparisons, the model is validated using ten-fold 

cross-validation, while regularization hyper-parameter 𝜆 is obtained using inner ten-fold 

cross-validation. 

 

RESULTS 

In Table 1 we present obtained results for different experimental setups. Rows present 

different experimental setups, while columns present learning algorithm used. Namely, those 

are Lasso Logistic Regression (Lasso LR) and Ridge Logistic Regression (Ridge LR). Values 

inside Table 1 present average AUC with standard deviation obtained using ten-fold cross-

validation. We note that later experimental setups include features from previous experimental 

setups. 

Table 6: Performances of Logistic Regression for different experimental setups 

Experimental Setup Lasso LR Ridge LR 

Demographic and Personal Features 0.658 ± 0.014 0.657 ± 0.014 

Activities in first month 0.750 ± 0.009 0.748 ± 0.009 

Activities in second month 0.805 ± 0.003 0.800 ± 0.004 

Activities in third month 0.832 ± 0.003 0.826 ± 0.004 

Activities in fourth month 0.872 ± 0.005 0.866 ± 0.005 

Activities in fifth month 0.906 ± 0.004 0.900 ± 0.005 

Activities in sixth month 0.931 ± 0.004 0.925 ± 0.005 

 

As we can observe from Table 1 performances of predictive model increases as more 

information is added. Namely, by adding more features which present activities of the student 

on assessment and interaction with virtual learning environment predictive performance are 

better. It is interesting to note that demographic and personal features can discriminate 

performance on the exam. One can also notice that Lasso logistic regression is consistently 

better compared to Ridge logistic regression, but the difference is on the third decimal place. 

AUC curves are presented in Figure 2. As already stated, adding more information provide 

curves with higher areas. The best performing predictive model (activities in the sixth month) 

is presented in red color. For the best performing model, we can state that over 60% of students 

which will fail an exam can easily be identified without single false positive for both Lasso and 

Ridge logistic regression. The percentage is lowering for earlier every month and for the 

predictive model using information from the first three months around 37% of students which 

will fail an exam can be identified without a single false alarm. Similarly, if decision maker 

sets a threshold that 80% of students who will fail an exam should be identified then the best 

performing model will have around 16% of false alarms, predictive model using five months 

data around 21% of false alarms, while demographic and personal feature-based model would 

have around 78% of false alarms. 
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Figure 13: AUCs of Lasso and Ridge Logistic Regression 

 

CONCLUSIONS 

Education data mining and application of machine learning techniques in educational 

settings presents an interesting research area which requires not only technical skills of data 

analyst but also pedagogical and communicational skills in order to make effective decisions. 

In this paper, we propose lasso and ridge logistic regression models for prediction of student’s 

stopout. In order to answer the question of how early we can make a prediction we developed 

seven experimental setups. First experimental setup does not require any behavioral data of the 

student. Namely, we used only demographic and personal data. Results were interesting with 

AUC 0.658 and require an additional inspection. Further experimental setups included student 

interaction with a virtual learning environment, such as results of assessments and interaction 

with learning materials. Namely, we extracted features which explain interaction with the 

learning environment in the first month, second month, third month, fourth month, fifth month 

and sixth month of the course. Results suggest that adding more data, i.e. using data from the 

latter part of the course improve the predictive performance of the model. More specifically, 

AUC increases from 0.750 after the first month of the course to AUC 0.931 after six months 

of the course. 

As a part of future research, we plan to explore obtained coefficients from logistic regression 

in order to answer the question of why students fail an exam. By understanding the reasons 

why more personalized intervention can be created. Also, we would like to improve the 

predictive performance of the proposed model by utilizing multi-task logistic regression 

models. More specifically, we would like to create a predictive model for each course but with 

knowledge sharing between courses. 
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Abstract. This research is concerned with air cargo forwarding problems under uncertainty. Cargoes need to 

be transported from different regions to different destinations via a hub. Air forwarders need to make a decision 

about the number of containers to be booked for the regions and hub in advance before accurate customers’ 

information becomes available. A decision support system that is based on a robust model is developed to help 

forwarders to book air containers in advance under uncertain information. The decision support system can 

handle the situation where cargo delay is allowed as long as it is profitable to do so. Computational results 

show the effectiveness and flexibility of the decision support system. 

 

Keywords: Air Container, Air Cargo, Robust Model. 

Introduction 

Transportation by air is the quickest way to deliver items over long distances. Transit time has been reduced from 

nearly 60 days for shipping, to just a day or two, because of the massive sizes of cargo planes, the high frequency 

of numerous airlines, and the presence of many airports in major cities around the world. Air transport is, however, 

very expensive comparing with other transport modes. Due to the rapid growth in airline business, airline hubs 

have been considered in recent years to facilitate more efficient use of scarce air transportation resources to reduce 

costs. When air cargo is forwarded via hubs, goods are brought from the source region by air flights to the hub 

where they are consolidated and packed to other aircrafts, which then convey the goods to their ultimate 

destinations. Therefore, the questions of how to book air containers, in the region and hub in order to transport 

the products to distant markets on time have become a challenge to decision makers.  

This research aims to develop a decision support system to help air forwarders to book air containers in order 

that cargoes from different regions could be shipped to a hub, where they are repacked and consolidated before 

leaving for various destinations. The problem becomes more complicated when customer information is uncertain 

in decision-making process. Every type of cargo has its own weight and volume. Cargo cannot be divided which 

means that each cargo must be loaded into one container. Air forwarders need to book air containers in all regions 

and hub. Notice that, in the hub, containers can come from three sources: one is from the regions, containers that 

can stay in use, called pre-used containers; another resource is from booking in advance, in which case they are 

called new containers; another resource is urgent booking on the shipping day. Using pre-used containers rather 

than new containers in the hub will get a discount from airlines. Containers are normally booked one week before 

the shipping date for a cheap rental price from airlines. The cargo quantity that customers provide is uncertain 

when booking. The forwarders do not want to wait until the actual shipment information is observed, which would 

normally happens on the date of shipping, as it is very expensive to require extra containers on the shipping day. 

Therefore, before the time of rental, accurate information for cargo information is uncertain. Forwarders have to 

make a decision about the quantities and types of containers in all regions and the hub, along with how to use the 

pre-used containers in the hub. Then, after the realization of the uncertainty, if the containers that have been 

booked cannot hold all cargoes, additional containers are required with a high cost. On the other hand, if too many 

containers have been ordered, redundant containers have to be returned to the airlines with a cost due to breaking 

of a contract with airlines. Therefore, the rental cost consists of two parts: the cost of using the containers and the 

cost of requiring extra containers and returning unused containers on the day of shipping. The cost of using a 

container is based on a fixed charge, plus a variable charge that depends on the total cargo weight that the container 

holds.  In addition to the rental cost, there is a cost, called penalty cost that occurs when cargoes are not shipped 

on the day of shipping. The forwards could decide not to ship some cargoes if it is too expensive. However, it will 

cause the penalty cost because of breaking a contract to customers. 
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Literature Review 

The present literature contributions on the problems of container loading mainly focus on sea container loading. 

Over the last few years, a lot of publications have been released discussing the problems faced when loading air 

cargo. Cargo container loading plans is conducted in [1], using the operations of the carrier FedEx. Airlines 

looking for a best possible baggage limit policy, whilst the goods were carried in the remaining aircraft belly 

space along with customers’ luggage, has been identified as a new difficulty in [2]. In [3], there are two models: 

a single flight and a sequential multi-flight. Both models rely on the uncertain capacity restriction from the point 

of view of the freight forwarders who are tasked with determining the booking amounts for spot and contract 

markets. The models also consider the problems of capacity booking. A mixed integer linear programming model 

is formulated in [4] to assist logistic managers in making the necessary decisions when they are dealing with 

containerization of problems encountered while loading air cargo: precisely, when leasing air containers from air 

carrier service providers, as well as how to optimally load air cargo into their required containers. However, the 

model does not address the uncertainty challenge when the accurate information cannot be obtained at the time of 

booking. In order to solve this problem, a stochastic mixed 0-1 model is proposed in [5] for a dual-response 

forwarding system for booking air containers and determining how cargoes are loaded in the containers 

simultaneously under uncertainty. [6] goes further and extends the stochastic model to a robust model for 

addressing similar challenges in which cargo is permitted to be shipped at a later date. The robust model uses a 

quantitative approach to measuring the trade-off between the costs involved and the risks expected.  Only few 

researchers focus on air container booking problems, especially considering to the addition of a hub to consolidate 

air freights. There is also no paper contributing on the air container booking problems for multi-flight via a hub 

under uncertainty. 

Developing a Robust Model for Decision Support System 

Container Rental Costs 

The cost of using a container includes two parts, fixed cost and variable cost. Once a container is selected, the 

fixed cost needs to be paid. If the weight of cargo loaded into the container exceeds some given values, a variable 

cost will be incurred. These values are called break point. Let  be  break points. The  break points 

divide the container weight limit into  intervals. The unit variable cost in a  interval is charged at a slope rate 

. In this study, the air carriers provide six break points, , , , ,  and , for each type of container, 

.  represents the maximum number of air cargo types.  denotes the weight of cargo  and  is 

the quantity of air cargo  loaded into this container. The variable cost is the same as in [5], which is a piecewise 

function defined as: 
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We can simplify (1) by adding two new variables  and .  represents the cargo weight in the range 

 in the container. . Then the variable cost can change to  by adding some 

constraints: 

 

 

 
Equations (3) and (4) ensure that  cannot be positive unless the range  is fully occupied by the 

cargo weight. 

 

 

Notations 

Indices 

  types of containers ; 

  types of cargoes ; 

  regions ; 

  destinations ; 

  scenarios ; 

  numbers of breaking-points for type  container ; 

  numbers of type  container . 

 

Parameters 

  volume of a type  cargo; 

  weight of a type  cargo; 

  volume limit of type  container; 

  weight limit of type  container; 

 weight of type  container in breaking-points ; 

 the unit charge rate of type  container in the range ; 

  fixed cost by renting a type  container in region ; 

 fixed cost by renting a type  container in hub; 

 type  cargo quantity in scenario  in region ; 

  probability of scenario ; 

 type  container available quantity in region ; 

 type  container available quantity in all regions, which means ; 

  type  container available quantity in hub; 

 the unit cost of requiring/returning type  containers on the day of shipping in region ; 

 the unit cost of requiring/returning type  containers on the day of shipping in hub; 

 the unit repacking cost of type  container in the hub; 

 the discount rate of fixed cost by using pre-used containers;  

 quantity of type  cargo with destination  in scenario  in the hub. 

 

Decision variables 

 number of type  container for booking in region ; 

  number of type  container for booking in hub; 

 number of type  container required/returned in scenario  on the day of shipping in region ; 

 number of type  container required/returned in scenario  on the day of shipping in hub; 

  number of type  pre-used container for booking to continue to use in the hub; 
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 quantity of type  cargo with destination  loaded into the th container of type  in scenario  in region ; 

 quantity of type  cargo with destination  loaded into the th container of type  in scenario  in hub; 

 cargo weight distributed in the range  inside the th container of type  in scenario  in region 

; 

  cargo weight distributed in the range  inside the th container of type  in scenario  with 

destination  in the hub; 

 

 

 

 
 quantity of type  cargo with destination  loaded into the th pre-used container of type  in scenario  in 

the hub; 

 cargo weight distributed in the range  inside the th type  pre-used container with destination 

 in scenario  in the hub; 

 
 

A robust model 

Model robustness for air cargo forwarding problems means that the air cargoes can be transported next week by 

adding a penalty cost  per unit. The decisions in the first stage are ,  and , where  and  are the 

container booking decisions in regions and hub, and  is the decision using pre-used containers in the hub. In 

the second stage, the decisions for urgent renting or returning containers on the shipping day are , ,  

and . The decisions for loading air cargoes into the containers are ,  and .  

and  represent the unshipped cargos in regions and hob, respectively. The robust model is shown below: 

 

                                         
 

subject to  
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The objective function (5) is the total cost, including fixed and variable costs in the regions, costs of renting or 

returning containers on the shipping day in the regions, repacking costs in the hub, fixed and variable costs for 

the pre-used containers and new containers in the hub, costs for renting or returning containers in the hub, and the 

penalty cost of cargo delay. Constraints (6)-(8) are the fixed and variable costs for containers in the regions, pre-

used containers in the hub and new containers in the hub, respectively. The container quantity constraints in 

regions and hub are (9) and (10). Constraint (11) means that for each type of container, the quantity of using pre-

used containers in the hub cannot be greater than the sum of containers used in all regions. Constraint (12) ensures 

that the number of each type of container used in the hub cannot exceed the limit. Constraint (13) makes sure that 

the pre-used container using plan should be the same in any scenario. Constraints (14)-(22) are container variable 

cost constraints. Constraints (23)-(24) are model robustness requirement, which means cargo delay is allowed. 

Constraints (25)-(31) are boundary restrictions. 

Results and Analysis 

A Case Study 

A logistics company in Hong Kong provides air transport services worldwide. It collects shipping information 

from its customers including the characteristics for different types of cargoes, delivery dates, destinations and 

uncertain demand. The air cargoes need to be transported from two regions, Mainland China (Region A) and 

Vietnam (Region B), to the hub in Hong Kong first. The cargoes are unloaded and consolidated in Hong Kong 

before they are sent to two destinations, the EU (Destination α) and Northern America (Destination β). There are 

three types of cargo ( ): large, medium and small, with volume 1500, 1200 and 1000 cubic decimetres and 

weight 750, 600 and 500 kilograms, respectively. The company contacts an airline to rent air containers in 

advance. There are seven types of container ( ) for rent, and there is only one of each type of container 

available for rental in each region and hub (  for each  and ). The airline provides the container 

rental information in Table  1, including the fixed cost ($), the volume limit (dm3), the weight limit (kg), the 

breaking points (kg) and the unit charge rate ($/kg). The containers in the regions and hub have the same 

characteristics. If the company decides to continue using the containers in the hub, which just come from the 

regions, it will get 5% discount for the fixed cost, which means . 

Table 1.  Air container characteristics 

Container type 1 2 3 4 5 6 7 

Fixed cost 161617 105898 85207 74373 48713 46553 20695 

Volume limit 6489 6300 5008 4882 3700 3150 1400 

Weight limit 6800 5400 4200 4000 3900 3500 1200 

B
re

ak
in

g
 p

o
in

t  3968 2600 2092 1826 1196 1643 505 

 4722 3050 2490 2173 1423 1747 602 

 5290 3467 2789 2434 1594 2000 674 

 5976 3954 3149 2741 1825 2500 758 
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 6273 4111 3307 2886 1917 2591 799 

 6800 5400 4200 4000 3900 3500 1200 

C
h
ar

g
ed

 r
at

e 

 0 0 0 0 0 0 0 

 32 32 32 32 32 32 32 

 0 0 0 0 0 0 0 

 29 29 29 29 29 29 29 

 0 0 0 0 0 0 0 

 25 25 25 25 25 25 25 

 

The uncertainty of cargo quantities of each type can be described by three scenarios: high demand , medium 

demand  and low demand . Table 7 lists the cargo quantities under different scenarios. Table 3 shows the unit 

cost for returning unused containers and renting additional containers on the day of shipping. Those costs in the 

hub will be the same in all the regions. Table 3 also provides the unloading cost for each type of container in the 

hub. 

Table 7. Cargo quantities under different scenarios 

Scenario    

Region A B A B A B 

Destination α β α β α β α β α β α β 

Cargo 

 type 

Large 2 2 2 3 2 1 1 1 1 1 1 1 

Medium 3 3 2 2 2 3 2 2 2 2 1 1 

Small 3 2 2 2 2 2 1 2 2 1 1 2 

 

Table Error! No text of specified style in document.8. The unit cost of requiring/returning containers and unloading cost ($) 

Container type Unit cost of returning unused containers 
Unit cost for requiring 

additional containers 

Unloading 

cost 

1 100000 200000 16000 

2 70000 150000 10000 

3 60000 120000 8000 

4 50000 100000 7000 

5 40000 80000 5000 

6 35000 70000 4000 

7 30000 60000 2000 

 

 

Results 

We use AIMMS 3.14 (with CPLEX 12.6 Solver) to solve the model. AIMMS 3.14 is an optimization software, 

which can be used to solve linear programming models. The model contains 3722 constraints and 2982 variables 

including 1960 integer variables. Table 4 and 5 show the results in the situation where the probabilities of high, 

medium and low demand scenarios are 80%, 10% and 10%. We let: ,  , 

, which represent the unit penalty costs for large, medium and small cargo in the regions and 
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hub. Table Error! No text of specified style in document. presents the booking plan. Container 4, 5, 6 and 7 are booked 

in both in regions A and B because these containers are more economical than other types of container. One 

Container 4 and two Container 7 will be returned to regions when they arrive in the hub. There are no urgent 

returns or rentals occurring, due to the reduction of the variability cost. Table 5 gives the details of unshipped 

cargoes which means they will be considered in the following week. 

 

Table Error! No text of specified style in document.Container booking plan  

Container type 1 2 3 4 5 6 7 

Region 
A    1 1 1 1 

B    1 1 1 1 

Pre-used container    1 2 2  

Hub     1 1  

Table 5. Unshipped cargoes 

Cargo 
Scenario  Scenario  Scenario  

L M S L M S L M S 

Region 
A 2 1    2    

B 2  1       

Hub          

 

Conclusions 

In this paper we build up a decision support system for the air cargo forwarding problems under uncertainty. 

Cargos need to be transported from regions to destinations via a hub. The air forwarders not only have to make a 

decision about the number of containers to be booked for the regions and hub in advance, before accurate 

customers’ information becomes available, but also have to decide the number of extra containers to be required 

or the containers to be returned after the realization of uncertainty. We develop a robust optimization model to 

handle the uncertainty and flexibility, in which cargo delay is allowed. Computational results show that the robust 

model can provide a responsive and flexible decision support system to handle the uncertainty.  
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Racism in football is not a new phenomenon. There have

been periods where it seemed to have vanished, through

efforts to prohibit racist behaviour from and amongst the fans

and governmental attempts to prevent racism through

legislation. However, evidence suggest it remained.

METHODS

Systems Thinking is a way of looking at systems from a
holistic point of view:
• Its purpose is to determine what is the system’s structure
• How the structure can affect its behavior over time
• It can be used in purely qualitative, quantitative fashion or

a combination of the two
• Feedback loops, nonlinearities, stocks and flows
Group Model Building: A series of workshops with experts
in the field

INTRODUCTION

Abstract: To determine the important aspects of racism in football with a Systems Thinking approach, a series of workshops/sessions has

been organized with experts in the field. The goal was to design a tool that could be used to get better insights into how racism in football

emerges and where are the potential areas where policy makers could use as leverage for effective countermeasures. The diagram

demonstrated the multidimensional nature of racism and the elements that could serve as leverage in potential mitigation policies. Some of the

most interesting results include the following: the power structures of society and football should adapt to represent the actual demographic

make-up of each country. Furthermore, policy makers should involve media more directly in every attempt to fight racism. Finally, racism in

football is a mirror of racism in society. Hence any attempt to combat racism in football should be interlinked with corresponding efforts to

fight discrimination in society.

CONCLUSIONS

Figure 1: Evolution of Racism in Football (Timeline)

OBJECTIVES

RESULTS

The purpose of this paper is to report on the results from
applying Systems Thinking, in the context of the BRISWA
Project, in studying the phenomenon of racism in football:
• Understand the system of Football and Racism
• Gain insights into how the structure of the system drives

racism
• Gain Insights into how potential countermeasures could

mitigate the phenomenon or cause unwanted
consequences

• Different societal, political and economic aspects could act on and affect
racism in football.

• Fighting racism in football could not succeed solely with anti-racism
campaigns focusing on fans’ and players’ behavior

• The power structures of society and football should embrace the multi-
cultural character of modern society if they are truly to fight racism

• The judicial system of football should adapt to act more quickly when there
is the suspicion that racism in football is on the rise

• the authorities should engage the media in their effort to combat racism
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ANALYSIS OF THE USE OF ADDITIVE MANUFACTURING IN THE 

COMPONENT MANUFACTURING PROCESS
Giorgia Morgana ,  Sanguinetti Ricardo

Universidade Federal de Pernambuco  - UFPE/ CTG Departamento de Engenharia Mecânica
Av. da Arquitetura, s/n Cidade Universitária CEP: 50.740-550 Recife-PE - morgana_giorgia@Hotmail.com, ras@ufpe.br

AM involves rapid prototyping, fast tooling and rapid

manufacturing technologies, explains Volpato & Costa

(2013). Since the evolution of new procedures, the fast

prototyping process has been updated for the manufacture

of components from a digital file (ALBERTI et al., 2014).

In this context, it has been possible to perform several

materials processing by specific properties at specific

component locations, as in the case of ceramic materials.

According to (Gibson et al., 2010), this procedure in

different materials was known as Multiple Materials

Additive Manufacturing (MMAM). With that being said, it

can be seen that in the engineering of materials and

manufacturing, the development of new practices from the

innovative process has been a trend in the market and of

great relevance since, among some advantages, is the

reduction to the losses in the components manufacturing

process.

Thus, this project aims to study the impact in the

manufacture of materials from the use of additive

manufacture and with its multiple materials (polymers,

ceramics and metals), in order to reduce the use of

resources and with increasingly accessible costs. From

this analysis, a structural model based on AM will be

designed to support the search for efficiency in the

manufacture of these components based on chemical

materials / composition.

METHODS

The research methodology adopted is based on a conceptual

preparation based on bibliographic research on additive

manufacturing, component selection and component

processing and also control.

In addition to this procedure, an experimental study and

application of a multicriteria method will be carried out, where

the research steps begin with the exact formulation of the

problem and the hypotheses, which delimit the precise and

controlled variables that work on the problem studied and

ordering the AM method ( TRIVIÑOS, 1987).

INTRODUCTION

Abstract: Although the additive manufacture is a true story in Brazilian industries, its use in the mechanical industry segment has

still been timid. The process used to manufacture parts / components used in the modeling of software by the decomposition of the

material are still not practicable by companies, because they do not know the processes, equipment to be used and the benefits that

the AM approach could offer. And with the advent of the financial crisis in the country, a technology that gives companies greater

productivity under lower cost makes the competitiveness possible and, consequently, improves parts / components manufacturing

processes. Among the benefits pointed out by several authors about the use of AM is: optimization of time and investment in

launching new parts; waste elimination such as raw material; adaptable and easy technology; equipment with affordable costs and

capable of producing complex materials; access to equipment / print parts in short term. Thus, this work, based on the analysis to be

carried out, is of great relevance, because data will be collected and they will enhance the use of the MA, based on the several

aspects that are considerable gaps in the literature associated with this subject, among which are: selection of components; and,

processing and control of components.

CONCLUSIONS

OBJECTIVES

This project aims to study the impact on the manufacture of

components from the use of additive manufacture and its

multiple materials, related to the structure of the materials

layer, as in the case of polymers, ceramics and metals. For

this purpose, the facts will be checked:

• Understanding from the types of materials how the

processes in the additive manufacture work;

• Know the molds of materials manufacturing;

• Build hypotheses about the components;

• Adopt property sequence indicators;

• Analyze the manufacturing time of the components;

Perform selection of process and materials;

• To propose a structural model applied to the multicriteria

method, and so, use the AM approach efficiently.

RESULTS
The expected results are:

• Provide conceptual basis on the issues related to the

project;

• To analyze the impact in the manufacture of components

from the use of the additive manufacture and its multiple

materials from the hypotheses raised;

• To propose a structural model based on the analyzes

performed, and thus, to use the AM approach efficiently;

• Preparation and submission of paper for journals of

relevance in the area.

Table 1: Additive Manufacturing Process

It was possible to analyze the impact in the manufacture of

materials from the use of the additive manufacture and with

its multiple materials (polymers, ceramics and metals), in

order to reduce the use of resources and with increasingly

accessible costs.
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A Sequential Procedure for Improving the PCCM’s Compatibility
María Teresa Escobar,   Juan Aguarón, José María Moreno-Jiménez, Alberto Turón

Grupo Decisión Multicriterio Zaragoza (GDMZ), Universidad de Zaragoza, Spain
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web-page: http://gdmz.unizar.es

▪ Local (one criterion) AHP – GDM context
• n alternatives: Ai (i = 1,...,n)

• r decision-makers: Dk (k = 1,...,r)

• πk : relative importance of Dk (𝜋𝜋𝑘𝑘≥ 0; ∑𝑘𝑘= 1
𝑟𝑟 𝜋𝜋𝑘𝑘= 1)

• A(k) = (aij
(k)): pairwise comparison matrix of Dk

• A(G) = (aij
(G)): pairwise comparison matrix of the group

▪ Consistency: Internal coherence of the judgements in a

pairwise comparison matrix

• Individual

𝐺𝐺𝐺𝐺𝐺 𝐺(𝑘𝑘) =
2

𝑛𝑛−1 𝑛𝑛−2
∑𝑖𝑖= 1

𝑛𝑛−1∑𝑗𝑗= 𝑖𝑖+ 1
𝑛𝑛 𝑙𝑙𝑙𝑙 𝑙𝑙2 (𝑎𝑎𝑖𝑖𝑗𝑗

(𝑘𝑘) 𝑤𝑤𝑗𝑗
(𝑘𝑘)

𝑤𝑤
𝑖𝑖
(𝑘𝑘))

• Collective

𝐺𝐺𝐺𝐺𝐺 𝐺(𝐺𝐺) =
2

𝑛𝑛−1 𝑛𝑛−2
∑𝑖𝑖= 1

𝑛𝑛−1∑𝑗𝑗= 𝑖𝑖+ 1
𝑛𝑛 𝑙𝑙𝑙𝑙 𝑙𝑙2 (𝑎𝑎𝑖𝑖𝑗𝑗

(𝐺𝐺) 𝑤𝑤𝑗𝑗
(𝐺𝐺)

𝑤𝑤
𝑖𝑖
(𝐺𝐺))

▪ Compatibility: Distance between the individual and

collective positions

• Individual

𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝐺𝐺𝐺 𝐺𝐺(𝑘𝑘,𝐺𝐺) =
2

𝑛𝑛−1 𝑛𝑛−2
∑𝑖𝑖= 1

𝑛𝑛−1∑𝑗𝑗= 𝑖𝑖+ 1
𝑛𝑛 𝑙𝑙𝑙𝑙 𝑙𝑙2 (𝑎𝑎𝑖𝑖𝑗𝑗

(𝑘𝑘) 𝑤𝑤𝑗𝑗
(𝐺𝐺)

𝑤𝑤
𝑖𝑖
(𝐺𝐺))

• Collective
𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝐺𝐺𝐺 𝐺𝐺(𝐺𝐺) =∑𝑘𝑘= 1 ,…𝑟𝑟𝜋𝜋𝑘𝑘𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝑘𝑘,𝐺𝐺)

▪ Use of the Consistency in AHP-GDM (Escobar et al.,
2015)

• Consistency Consensus Matrix (CCM):

o Interval judgement matrix that guarantees that all

decision makers would simultaneously be

consistent in their initial matrices

o Limitation: sometimes incomplete

• Precise Consistency Consensus Matrix (PCCM):

o Precise judgment matrix (improvement of the

CCM)

o Good behaviour in consistency

o Compatibility: can be improved

METHODOLOGY
Algorithm
• 𝑎𝑎𝑖𝑖𝑗𝑗,𝑎𝑎𝑖𝑖𝑗𝑗 (𝑖𝑖, 𝑗𝑗= 1,… ,𝑛𝑛): limits of the intervals of the Consistency Interval

Judgement Matrix for the group (CIJM)
• 𝜃𝜃∈ 0,1

• 𝑤𝑤(𝐺𝐺): priority vector obtained applying the RGM to the AIJ matrix
• P: a judgement matrix
• v: priority vector derived from P using the RGMmethod

Step 0: Initialisation

Let 𝑡𝑡= 0, 𝐺𝐺(0)= 𝐺𝐺, 𝐽𝐽= { 𝑖𝑖, 𝑗𝑗 ,with 𝑖𝑖< 𝑗𝑗} and calculate for all 𝑖𝑖, 𝑗𝑗 ∈𝐽𝐽:

𝑑𝑑𝑖𝑖𝑗𝑗 =�

𝑘𝑘

𝜋𝜋𝑘𝑘𝑙𝑙𝑙𝑙 𝑙𝑙2
𝑎𝑎𝑖𝑖𝑗𝑗
(𝑘𝑘)

𝑣𝑣𝑗𝑗

𝑣𝑣𝑖𝑖

Step 1: Selection of the judgement

Let (r, s) be the entry for which 𝑑𝑑𝑟𝑟𝑟𝑟 = max
(𝑖𝑖,𝑗𝑗)∈𝐽𝐽

𝑑𝑑𝑖𝑖𝑗𝑗: 𝐽𝐽= 𝐽𝐽− 𝑟𝑟, 𝑠𝑠

Step 2: Obtaining a PCCM entry

𝐺𝐺𝑡𝑡+ 1 = 𝐺𝐺𝑡𝑡

Let 𝑧𝑧= 𝑝𝑝𝑟𝑟𝑟𝑟
(𝑡𝑡) 𝜃𝜃

�
𝑤𝑤𝑟𝑟
(𝐺𝐺)

𝑤𝑤𝑠𝑠
(𝐺𝐺)

1−𝜃𝜃

𝑝𝑝𝑟𝑟𝑟𝑟
(𝑡𝑡+ 1)

=

𝑎𝑎𝑟𝑟𝑟𝑟 if 𝑧𝑧< 𝑎𝑎𝑟𝑟𝑟𝑟

𝑧𝑧 if 𝑎𝑎𝑟𝑟𝑟𝑟 ≤ 𝑧𝑧≤ 𝑎𝑎𝑟𝑟𝑟𝑟

𝑎𝑎𝑟𝑟𝑟𝑟 if z > 𝑎𝑎𝑟𝑟𝑟𝑟

Step 3: Finalisation

If 𝐽𝐽= ∅ , then Stop

Else let 𝑡𝑡= 𝑡𝑡+ 1 and go to Step 1.

CONTEXT / INTRODUCTION

Abstract:

CONCLUSIONS

Using the sequential procedure proposed:

• Compatibility is substantially improved

• Consistency is also improved

Future research

• Establish other criteria to determine the sequence of

judgements to be modified

OBJECTIVES
• Use a consensus matrix based on the consistency

(individual and collective): PCCM

• Improve the compatibility of the PCCM

• Sequential procedure: one judgment per iteration

• Selecting the judgements that most contribute to the

overall compatibility of the group

• Modifying the judgements using a combination of the

initial value of the PCCM and the ratio of the priorities

obtained with the AIJ procedure

CASE STUDY - RESULTS
Real-life, public investment project for the restoration of the

historical and cultural heritage of a village in Spain (Escobar

et al., 2015)

• 5 alternatives: Direct Use Value (DUV); Indirect Use Value (IUV);

Potential Use Value (PUV); Existence Value (EV) and Bequest

Value (BV).

• 3 decision-makers (political parties) with weights: 𝜋𝜋1 = 5;

𝜋𝜋2 = 4; and 𝜋𝜋3 = 2.

Table 1: Pairwise comparison matrices for the three political parties
PSOE DUV IUV PUV EV BV PP DUV IUV PUV EV BV PAR DUV IUV PUV EV BV

DUV 1 3 5 8 6 DUV 1 3 7 9 5 DUV 1 5 7 7 5

IUV 1 3 5 4 IUV 1 3 7 1 IUV 1 1 5 1

PUV 1 3 2 PUV 1 5 1/5 PUV 1 5 1/3

EV 1 1/3 EV 1 1/5 EV 1 1/5

BV 1 BV 1 BV 1

Consistency and compatibility are two topics usually

employed in AHP-GDM. Based on consistency, a collective

matrix, the Precise Consistency Consensus Matrix (PCCM),

is constructed. This paper presents a sequential procedure

for improving the compatibility of the PCCM. A case study

with 5 alternatives and 3 decision makers illustrates the

procedure.

Figure 1: GCOMPI and GCI values for the sequential procedure (θ=0.5)

REFERENCE
• Escobar, M.T.; Aguarón, J.; Moreno-Jiménez, J.M. (2015): Some extensions of the

Precise Consistency Consensus Matrix. Decis. Support Syst., 74, 67–77.
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Abstract: SUSTAIN is an ERASMUS+ project with an innovative perspective on urban transportation. Its target is to promote the importance of

sustainability on the everyday problem of urban transportation among the students of higher education, which are the policy makers of

tomorrow. In order to achieve its goals, the research team will develop a course that will be based on an interactive game with an analytical style

of education. This game will allow students to learn about transportation sustainability and societal metabolism through playing. In addition, the

research team will develop small and illustrative simulation models, which will make the definitions more concrete and allow students to

experiment in a consequence-free environment.

A project about Game Based Learning on Urban Sustainability
Jason Papathanasiou, Stefano Armenia, Federico Barnabe, Camillo Carlini, 

Natalia Ciobanu, Panagiota Digkoglou, Myrovali Glykeria, Lukasz Jarzabek, 
Maria Natalia Konstantinidou, Michalina Kulakowska, Alessandro Lanzuisi,

Maria Morfoulaki, Camelia Onofrei, Alessandro Pompei, George Tsaples, Loukas Tsironis

Traffic issues in cities create considerable problems, and as the
years are passing by and the population grows in every big city, the
number of vehicles also increases. Thus, creating a plan for
sustainable solutions to the traffic problems of cities is essential.

The SUSTAIN project will create a game, which will be based on a

process that will help every player to make choices for a sustainable

urban plan. That game will be the base for a course for students. It is

a quite innovative and hybrid perspective way of learning, in the

sense that it will combine game-based learning with a cognitive and

analytical style of education. It is essential to provide an innovative

pedagogy to students of higher education, as they are the ones that

will shape the future.

METHODS

Sustain project is oriented on two main directions;

• urban transportation sustainability (measures and solutions able

to tackle mobility challenges that lead to uncontrolled growth of

vehicles and downgrading of quality of life) and

• societal metabolism (models that facilitate the description of flows

of material and energy within cities and provide a framework to

study the interaction between human and natural systems).

INTRODUCTION

CONCLUSIONS

The SUSTAIN Project will deliver three additional Intellectual Outpus,

one for simulation models, one for the board game that will translate

the simulation models of O4 to game elements, mechanics and

potential playing scenarios, and one for the board game itself.

Taking everything into consideration, SUSTAIN's team will try to boost

its sustainable way of thinking, providing solutions through an

interactive way of learning. Our goal is to promote the importance of a

sustainable future for the urban transportation.

Sustainable mobility interventions

OBJECTIVES

Combining game-based learning with an analytical style of education,
SUSTAIN aims to;
• Create small, illustrative simulation models that will make the

definitions more concrete and allow students to experiment in a
consequence-free environment with scenario exemplars.

• Create a Serious Game that will allow students to learn about
transportation sustainability and societal metabolism through
playing.

• Create a course dealing with transportation sustainability, societal
metabolism and decision making under those contexts, while its
techniques will be translated in everyday life, and formalize the
mathematics necessary to make robust decisions. The course will
be based on the Board Game.

RESULTS

The results of the project are still at an early stage, but there are three
Intellectual Outputs that are complete;

• Output 1 – Ebook on societal metabolism. It describes the main

definitions of societal metabolism and the formal theoretical

models, their advantages and disadvantages and how the

theoretical notions of flows of energy and material can be

translated to elements of everyday life.

• Output 2 – Ebook on transportation sustainability. It contains

the definitions of sustainable transportation, the theoretical models

that describe its behavior and discuss on the state of the art from a

theoretical point of view on the research conducted on the issue.

• Output 3 – Ebook on decision making in the context

of sustainability. Provides the formal mathematics and

foundations of decision making especially in the context of

sustainability, in order to students understand how the theoretical

mathematics of decision making are translated into actual

decisions. Linear programming, DEA, PROMETHEE and AHP are
being detailed explained.

www.sustainerasmus.eu

sustain.erasmus@gmail.com
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Wagner, then President of Execucom, and Peter G. W. Keen initiated this conference 

and more or less defined the agenda for the development and use of DSS. Peter Keen 

had a keynote address – “Decision Support Systems – Lessons for the 80’s” – and Ralph 

H. Sprague gave a tutorial on Decision Support Systems in which he defined all the key 

elements of a viable DSS. Several papers pointed out technology challenges that then 

triggered development efforts for successive versions of the IFPS (and competing soft-

ware). 

Most of the early authors note the Gorry and Scott Morton [12] paper (“A Frame-

work for Management Information Systems”) in Sloan Management Review in 1971 as 

the starting point for DSS. The paper builds on Scott Morton’s doctoral thesis [20] at 

Harvard Business School in 1971 that outlined “management decision systems”. The 

Sprague [23] paper (“Framework for the Development of Decision Support Systems”) 

in MIS Quarterly in 1980 then summarized all the essential elements for the design, 

development, implementation and use of decision support systems. 

The keynote of Peter Keen and the tutorial of Ralph Sprague at DSS-81 summarize 

the key innovations that decided the emergence and the success of decision support 

systems. We need to note the context in the early 1980’es: Data Processing (DP) dom-

inated how managers and corporations viewed the use of computers for management. 

The focus was on cost effectiveness and productivity, the systems were mainly run on 

mainframe computers (IBM was an overwhelming market leader), the dominating soft-

ware were Cobol and Fortran, information systems were large, complex and inflexible, 

and investment costs were high. The agenda presented by the DSS pioneers did not in 

many cases get friendly responses; in some cases, reactions were outright hostile [16]. 

DSS builders focused on the users’ priorities, they developed systems linked to key 

business activities and they viewed the quality of a system from the value it gives to 

the users rather than the level of (advanced) technology applied. 

DSS reflects demand economics: service, fast delivery, ease of use, benefit focused 

more than cost, imprecision allowed for timely delivery and user control.  

Early case studies by Keen [15] showed a number of benefits identified by DSS 

users: (i) increase in the number of alternatives examined; (ii) better understanding of 

the business; (iii) fast response to unexpected situations; (iv) ability to carry out ad hoc 

analysis; (v) new insights and learning; (vi) improved communication; (vii) improved 

management control; (viii) cost savings; (ix) better decisions; (x) more effective team 

work; (xi) time savings; (xii) making better use of data. These and similar benefits still 

appear in the literature, even if the underlying DSS technology has changed several 

times and the technology gets a different label than DSS. 

Managerial tasks are not routine and the latent needs they create are for “support to 

do a better job”, which is an informal DSS credo.  

The DSS architecture builds on mainly three components: (i) a dialogue manager/in-

terface between the user and functional routines; (ii) a data manager; (iii) functional 

routines. This approach is a distinctive technology contribution of DSS. 

The philosophical, attitudinal core of Decision Support is “support, not replace”. It 

is impossible to support individuals if we do not know what they do, how they think, 

what doing a “better job” means to them, and what they need to have (cf. Keen [14], p. 
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190). In the 1970’s and 1980’s the prevailing management science paradigm [26] de-

veloped a “black box” approach to better decisions. In case human cognitive ability was 

not enough optimization algorithms took over (replaced, if we like) and offered the best 

possible solution. The algorithms were quite often beyond the knowledge and skills of 

the users who sometimes did not see why optimal solutions would be the best possible 

in any given problem situation. The DSS addressed this problem and promoted problem 

solving that built on managers’ intuitive understanding and experience of how to solve 

problems. The reasoning was simple – there is no need to “sell” solutions if managers 

(the problem owners) run the problem solving process with some support from com-

puter based technology. 

Sprague [24] found it more useful to collect the “characteristics” of DSS than to try 

formal definitions or to distil some common understanding from actual use cases. He 

collected the following “characteristics” from several authors ([24], 193-194): (i) DSS 

aim at the less well-structured, underspecified problems of upper level management; 

(ii) DSS combine the use of models or analytic techniques with traditional data access 

and retrieval functions; (iii) DSS focus on features which make them easy to use by 

non-computer people in an interactive mode, and (iv) DSS emphasize flexibility and 

adaptability to accommodate changes in the environment and the decision making ap-

proach of the user. 

A distinctive feature of the early descriptions of DSS is that it should support all 

phases of decision-making. Sprague [23] connects this to Simon [22]: intelligence (en-

vironment search for decision needs), design (inventing, developing and analyzing ac-

tion alternatives) and choice (selecting a particular action from available alternatives). 

 

 
Fig.1.  Intellectual foundations for DSS 

 

A final distinguishing feature of DSS is the iterative design [24]. The typical four 

steps of an information systems development process – analysis, design, construction, 

and implementation – combine in a single step, which repeats iteratively. A typical 

process starts with the manager and the DSS builder agreeing on a small but significant 

sub-problem, designing support functions needed for decision-making and collecting 

experience of the functionality. Then another sub-problem is tackled with the same ap-

proach and when the decisions are sufficiently good, the two DSS modules are con-

nected to allow the solutions to be integrated. Then the process continues over n sub-

problems and m modules until we have a full DSS construct. The integration of sub-

problem solutions tends to offer challenges [3]. 

The rest of the paper will address the key issues of DSS from two perspectives: ex-

perience gained from actual work with DSS to test the benefits and characteristics of 

DSS that Keen and Sprague outlined. Secondly, we will find out if the core ideas of 

DSS are still relevant with the technology and the decision-making contexts of the 

2010’s and 2020’s. Section two works through some of the controversies with intro-

ducing computer support for strategic management. In section three, we will work 
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through experience gained from a DSS developed and used for strategic planning and 

management. Section four, works out some key principles on decision-making. In sec-

tion five, we will introduce analytics and the requirements of a digital economy. Section 

six, outlines some promising design principles for the DSS of the 2020’s. 

2 Computer Support for Strategic Management 

The context we have is work we carried out with 11 strategic business units (SBU) in a 

forest industry corporation to help them make their annual strategic planning process 

both more detailed and faster with computer support. The timeline was the mid-1990’s 

and the support technology we used is now outdated. Even the strategic business units 

have merged, split and reorganized several times. The corporation has adapted to 

changing customer needs and markets, to new and advanced production technology and 

to new competitors. Nevertheless, we have found that the experience we gained offers 

a useful illustration of the DSS visions we collected from the early pioneers and the 

Transactions of DSS-81. It turned out, that even with the rather rudimentary technology 

we applied (compared with the possibilities now offered) we could support strategic 

decisions that SBU managers made for their real-world operations. 

At the time, there was some debate about strategic planning vs. strategic manage-

ment (cf. Mintzberg [19]) and the SBU-managers wanted to form a joint understanding 

with us. Thus, we agreed that strategic management is the process through which a 

company for a chosen planning period (i) defines its operational context, (ii) outlines 

and decides upon its strategic goals and long-term objectives, (iii) explores and decides 

upon its strengths, weaknesses, opportunities and threats, (iv) formulates its sustainable 

competitive advantages and (v) develops a program of actions. The actions exploit its 

competitive advantages and ensure profitability, financial balance, adaptability to sud-

den changes and a sound development of its capital structure. This lengthy joint under-

standing changed a number of times until the SBU-managers agreed that it makes sense 

to them and their own SBUs. We learned that this is a crucial step for the development 

of support technology – unless the users have sufficient understanding of the process 

we are going to support the possibilities for success will be rather slim. 

As the conceptual framework was in place the decision support technology should 

provide a platform to deal with practical issues. Sufficient and reliable data on markets 

and competitors needs first to be stored in usable form for the strategic planning (pre-

viously corporate planners sent out macro-level reports that were mostly irrelevant for 

the SBU’s). SBU-managers had experience of strengths and weaknesses of key com-

petitors but needed tools to work out their insight and build data for strategic planning. 

It turned out that SBU-managers also had good perceptions of their own competitive 

advantages relative to their competitors and their own competitive positions in key mar-

ket segments. Again, they needed tools to work out their insight as data for strategic 

planning. The final step, connecting competitive and market positions with productivity 

and profitability for an SBU and then with a financial position and capital structure 

offered more challenges and the help from support tools was very welcome. 
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In the mid 1990’s the Mintzberg ideal for strategic management stressed the notion 

of an emerging strategy, which (simply stated) built on continuous dialogue among 

senior managers about present and future markets, competitors and relative competitive 

positions that would decide strategic positions, return on assets and shareholder value 

(cf. [19]). The dialogue would converge to consensus on future directions through a 

viable conceptual framework, that Mintzberg offered and that would guide the manag-

ers to find a joint understanding of the emerging strategy. 

Mintzberg did not believe in computer support for senior managers and he quite 

emphatically stated that computers have no place in strategic management [18]. We 

need to remember that the context for Mintzberg’s position built on the (mainframe) 

computer technology of the 1970’s and that senior managers did not operate computers 

at that time. Nevertheless, his conclusions on the role of computers – still widely quoted 

in the 1990’s – was wrong. Eden [10] demonstrated with his Decision Explorer that 

computer support is very useful for cognitive mapping, that the software is manageable 

for (senior) managers and that computer support is instrumental for a Mintzberg dia-

logue on future directions. 

3 The Woodstrat Decision Support System 

In the work on Woodstrat we got inspiration from Eden’s systems constructs and 

then applied some new principles for hyperknowledge that Chang, Holsapple and Whin-

ston had introduced [7]. A decision takes form through navigation in a universe of con-

cepts. Some of the concepts are descriptive, some are procedural, and some are context-

dependent, abstract goal formulation and motivation concepts that serve as instruments 

to forge a joint value and goal system. The hyperknowledge process will interlink the 

concepts to allow the impact of changes in one concept to be worked out in another 

concept (cf. fig.2 –interlinking shown with blue, green and red lines). For the Woodstrat 

the interdependences represented the internal logic of an SBU business context. 

Fig.2 shows the overall structure of the Woodstrat and the strategy formation pro-

cess. 

The Woodstrat took form through a series of prototypes (cf. the iterative DSS build-

ing approach). The first versions used a LISP-based expert system shell, which proved 

too inflexible for the internal logic of the business context. The next series of prototypes 

used Toolbook to introduce the hyperknowledge constructs. This platform was too hard 

to implement for managers who are not skilled software users. The full-scale system 

took form as a hybrid system in Visual Basic in which we rewrote the LISP and Tool-

book constructs as objects. The Visual Basic offered graphical user interfaces, multiple-

document interfaces, object linking and embedding, dynamic data exchange, effective 

graphics and custom controls with procedures from dynamic-link libraries. We built in 

what if- and goal seeking features that had proved very useful in IFPS. These features 

are now available – even if most users do not even realize it – in Microsoft Excel, in 

further developed and advanced forms. 

The Woodstrat supported the strategy formation process of an SBU; we designed 

and built versions of the DSS for 11 SBU’s with the help of 40 senior managers who 
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worked on the annual strategic planning of the division. The Senior VP of the division 

was project champion, as he wanted to mobilize the experience, insight and intuitive 

strategic knowledge of his managers, something that he had found that the standard 

corporate planning process did not capture. 

 

 
 

Fig.2. The Woodstrat decision support system for strategic management [3] 

 

An SBU operates in several countries, with well-defined product groups and speci-

fied customer segments. Markets and segments differ for different product groups, and 

their importance varies over the planning period. The strategic market positions (MP) 

are determined hierarchically: segments are defined for each product group and product 

groups are selected for each country; for each segment demand and price development 

estimates are made and consolidated to product group and country levels. The weighted 

average of growth and price development estimates update the estimated net sales line 

in the income statement through functional links.  

We built rather an extensive database of country specific economic indicators and 

related forecasts as part of Woodstrat to which we added market and segment specific 

forecasts on the development of price and demand levels. It turned out that this helped 

the SBU managers to anchor and calibrate their assessments of growth and price devel-

opments. This offered a base of facts for the strategic visions. 

The competitive positions (CP) are activated with logical links from the same base 

of facts as the MP, and the MP and CP are worked out in parallel. The CP builds on 

critical success factors (CSF), which are SBU-specific and worked out in a series of 

seminars with the SBU-managers. The CSF are calibrated with relative changes to the 
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previous year and changes to the CP. This process changes and adapts visions of the 

MP when evaluated against the CSF and the relative strength of the competitors. 

Three selected competitors were evaluated on the same CSF in a benchmarking 

workshop with each SBU. Effort and time was spent to identify “good” competitors, 

i.e. competitors that had managed to take away good customers and have an impact on 

the MP. CSF and CP averages were determined for the competitors; the relative differ-

ences in CP were calculated and used to assess the relative strategic CP for the SBU. 

The CP estimates were linked to the MP and used to calculate an estimated development 

in volumes and prices; here we had built in a function for the SBU managers to override 

the estimates with their own estimates on volumes and prices. The principle was that 

the managers’ active customer relationships should decide the MP. 

We used graphs to summarize relative competitive positions, the expected market 

development and total sales. This again proved to be useful as the SBU managers 

wanted to get graphical overviews but had learned in previous years that the corporate 

planners could produce that for them “only with considerable difficulty”. 

The production position (PRO) estimates productivity as consequence of the MP and 

the CP. Production sold is determined and transferred from the growth and price devel-

opment specified in the MP. Productivity is determined from several factors – labor, 

raw material, electricity, steam and technology. The module has functions for profita-

bility and capacity limits. The cost factors of the income statement update the produc-

tivity factors with knowledge-based links. The productivity and profitability measures 

are numerical functions of the CSF and the visions implemented in the MP and CP.  

There is an SBU Report activated from the summary level of the MP module with 

MP data and raw material costs. In the report, there is a projected income statement, 

linked with a balance sheet, a statement of funds and a report on key ratios. The modules 

update each other through knowledge-based links that follow proper accounting prin-

ciples. The main key ratio followed by the forest industry is the return on net assets 

(RONA). We added a what if type of graphical RONA simulation to the report which 

allowed SBU managers to find critical sales or operating cost levels for reaching target 

levels of the RONA. A major benefit of the linked modules is that an SBU manager can 

work out several MP and CP scenarios and quickly find out how reasonable they are in 

terms of the division’s RONA targets. The linked modules were also major time savers. 

A Woodstrat feature the SBU managers much wanted allowed them to work with 

investment plans interlinked with financing plans and further linked to net sales, cash 

flows and key ratios. This allowed them to demonstrate and motivate the impact and 

consequences of the investments they wanted the corporation to accept and fund. The 

existing corporate policy routinely rejected investment proposals without any changes 

to revenues; now the SBU managers could demonstrate the impact on net sales, cash 

flows and key ratios if an investment proposal is not approved (to the surprise of cor-

porate planners who were not used to fact-based arguments and negotiations). 

We included a Memo module to allow the SBU managers to keep track of their as-

sumptions, knowledge points and motivations for market and competitor estimates. A 

number of factors were not well known and registered in the Memo for follow-up stud-

ies; a number of questions and ideas went to sales offices in Europe for verification and 
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collection of more and better data. We were able to collect and analyze the Memo ma-

terial from the 40 SBU managers, which gave rather unique insight in the strategy for-

mation process that the DSS guided and supported. Mintzberg [19] would probably not 

have agreed, but we noted that the DSS helped managers to formulate strategic visions 

for the business context. 

We carried out systematic follow-up studies with the SBU-managers to find func-

tions that needed improvement and links that at some point would produce invalid out-

comes. We also collected some positive evaluations: “the system guides the user to 

focus on important issues which eliminates unnecessary work”. Also, “compared with 

my old way I worked more thoroughly and used more time than before”. On the DSS, 

“the DSS captured us – the drawback was that we concentrated too much on details in 

the MP and CP”. Finally, “the planning process became real team work”.  

An evaluation of the Woodstrat experience shows that strategic planning and man-

agement fulfills (i) in Sprague’s list of DSS “characteristics” [23], [24]. The support 

system works with interlinked modules (models with algorithms and hyperknowledge 

links) that use Visual Basic dynamic data exchange for data access and retrieval (cf. 

(ii)). The SBU managers worked interactively with us on the Woodstrat design, imple-

mentation and use, which resulted in functionality suited to non-computer people (cf. 

(iii)). The support system design aimed at an adaptive platform, that supports strategic 

planning for the next 3-5 years (cf. (iv)). The follow-up studies with the SBU-managers 

verified that the benefits that Keen [15] had collected exist also for Woodstrat. We 

identified (i)-(ii), (iv)-(vii), (ix)-(xii). 

4 Support for Decision Making  

We will now change context from the history of DSS to the 2010-2020’s and the chal-

lenges of the growing digital economy. Decision support systems have decision-making 

at their core and we propose that this core will be the same also in the digital economy. 

Decision support has to tackle the fast growth of big data, which invites proposals that 

things will be more complex and difficult in the 2020’s than in the 1970’s. Streaming 

big data now appears to make algorithms and modelling impractical as the huge 

amounts of data will take too much time to process, which again will make decision-

making too slow. Fast decision-making in almost real-time is a necessity in the digital 

economy (“the fast eat the slow” as the slogan goes). Kahneman [13] shows that fast 

decision-making in many/most cases will produce bad decisions; a good credo for the 

DSS to follow is – “if there is time to make bad decisions, there should be time to make 

good or better decisions”.  

Zeleny [26] wrote a classical contribution to decision making. First, with a single 

attribute or objective or utility function there is no decision-making involved, the deci-

sion is implicit in the measurement and becomes explicit in the search for a best value. 

With multiple criteria (attributes, objectives) or value functions, we get actual decision-

making. As a human process – also when guided by DSS – decision-making is dynamic 

and composed of partial decisions in pre-decision, decision and post-decision stages. 

The three stages require support from different kinds of data sources, data, information 
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(knowledge), modelling tools and experiments, which all should be part of the DSS 

constructs (still consistent with Sprague [24] and Simon [22]: intelligence, design, 

choice). 

Kahneman [13] offers numerous examples of how limitations to human cognitive 

ability create bias when we want to address future uncertainties. In the Woodstrat cases, 

we had to build foresight to guide business decisions for 3-5 years into the future. SBU 

managers had to understand customers, markets, competitors and future economic and 

financial scenarios in order to find reasonable and valid estimates of demand, prices 

and market shares (the actual process was a bit more detailed and complex). Then man-

agers face what Kahneman [13] calls vivid outcomes. Probability estimates of future 

outcomes are sensitive to how much detail we know and use. Probability estimates be-

come too optimistic with positive details or too pessimistic with negative details. Prob-

ability estimates are subjective and may give very wrong impressions of the future. In 

contrast, DSS offers a factual database and tools for objective estimates. Many strategic 

planning scenarios turned out to be far off the mark in the SBU’s before the Woodstrat. 

Kahneman [13] raises a sensitive issue – “when can you trust a self-confident pro-

fessional who claims to have an intuition”. SBU managers are professionals; they have 

been working with their products, customers, competitors and markets for years. It is a 

difficult process to challenge their intuition on future development of key strategic fac-

tors. These include demand, possibly competitive prices, relative market and competi-

tive positions, raw material and operative costs. They also include uncertain facts about 

future economic scenarios for the countries in which they operate. Kahneman [13] 

simply states that it is wrong to blame anybody for inaccurate forecasts in an unpredict-

able world. It turned out that Woodstrat helped the professionals to test, adjust and 

correct their initial intuitive forecasts without drama. 

5 Decision Support for the 2020’s 

In a recent report called “Competing in 2020: Winners and Losers in the Digital Econ-

omy” [8] Harvard Business Review worked out the impact digitalization will have in a 

few key industrial sectors. The method was a multinational survey aimed at senior man-

agers, executives and board members; 783 respondents completed the survey; all of 

them indicated that they are digital decision makers or influencers. The key industries 

covered were manufacturing or resources, financial services and technology, mainly 

organizations with more than 10 000 employees.  

Among the respondents 16% stated that their companies are digital (most prod-

ucts/operations depend on digital technology), 23 % that they are non-digital (few if 

any products/operations depend on digital technology) and 61% that they are hybrid 

(some products/operations depend on digital technology). 

The business world changes taking place are “the digital disruption” and “the digital 

revolution”. The contention is that digitalization will have significant impact on both 

the structure and the operations of the business world, on the business models and on 

how companies cope with increasing competition, slimmer margins for productivity 

and profitability and growing requirements for effective planning, problem solving and 
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decision-making. Digitalization is of course bringing opportunities: the two most sig-

nificant are enhanced customer relationships that allows to work out (and charge for) 

individual value adding in ways that have not been possible before and value chain 

integration that offers control of markets and rapid market changes with much better 

tools.  

The report found a significant performance gap between digital leaders (“digitals”) 

and the rest (called “non-digitals”). It shows that 84% of the digitals use big data and 

analytics, but only 34% of the non-digitals; 51% of the digitals use cognitive compu-

ting/AI, but only 7% of the non-digitals. Another significant difference - the digitals 

have data science and data engineering on staff (62%), the non-digitals much fewer 

(20%); all professionals working for the digitals have the ability to work with and make 

sense of data and analytics (76%), not that common for the non-digitals [30%]. The 

conclusion is that a strong analytics capability is key to digital business – companies 

that want to compete in the digital economy will have to invest in analytics people, 

processes and technology. The message is – curiously enough – the same we learned 

from Keen [14] and Sprague [24] almost 40 years ago but the context (digitalization) 

and the modelling methods (analytics) are now very different; how different we will 

find out. 

In their policy statement for the new Journal of Business Analytics Delen and Ram 

[9] show in a word cloud analysis (cf. fig.3) that big data – analytics – (text) mining 

over the last decade started to appear as related concepts in journals and conference 

publications. This is not surprising as digitalization produces fast growing sets of big 

data and it is now evident that analytics offers useful tools to cope with big data. 

 

 
 

Fig.3. Analytics and Big Data [9] 

 

Delen and Ram [9] also offer an overview of the evolution of (business) analytics 

that shows it as growing out of the DSS movement in the 1970’s (cf. fig.4).   
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Fig.4. A historical view to the evolution of analytics terminology [9] 

 

Business analytics has three functional orientations: descriptive, predictive and pre-

scriptive; INFORMS has the same specification of analytics – descriptive ~ business 

intelligence, predictive & prescriptive ~ advanced analytics. DSS literature usually lists 

the functions specified [16] (cf. also [1]): 

(i) Descriptive – business reporting, dashboards, scorecards, data warehousing 

(ii) Predictive – data mining, text mining, web/media mining, machine learning 

(iii) Prescriptive – optimization, simulation, algorithms, network science 

The classifications are not precise and exhaustive, e.g. machine learning methods 

and simulation models appear in descriptive modelling. 

Visions similar to Delen and Ram of the possible developments of DSS methods and 

applications appeared earlier, which anchors business analytics as part of the decades-

long traditions. In Past, Present, and Future of Decision Support Technology [21], in a 

special issue of the DSS journal [4] published in 2002, the starting point was Keen’s 

agenda for DSS entering the 1990’s [16] and the aim was to work out the most prom-

ising research areas based on new technology. Keen (in 1987) wanted DSS developers 

to apply analytic models and methods for a more prescriptive view of how to make 

decisions that are more effective (he also wanted focus on “decisions that matter”). 

Keen encouraged DSS developers to exploit software tools and AI to make DSS move 

towards semi-expert systems. We followed up on Keen’s proposals in [16] and worked 

out the following agenda:  

(i) identify areas where tools can transform qualitative insight and uncertain 

and incomplete data into useful knowledge;  

(ii) use intelligent systems and methods for prescriptive, more effective deci-

sion making;  

(iii) exploit advanced software tools to improve the productivity of decision and 

working time, and,  

(iv) assist and guide DSS practitioners for effective decision making  

These guidelines are general and open-ended but they still make sense and are useful 

in the present business context of digitalization and big data. A key difference between 

2002 and 2018 is the portfolio of tools we have available for building decision support. 
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The algorithms belong to the computational intelligence family, are faster, more pow-

erful, and can handle (very) big data. The user support is adaptive and interactive, and 

it will evolve with the cognitive ability of the user. The platforms build on smartphones, 

tablets, laptops and powerful desktops to provide users with real-time decision support 

wherever they are and whenever they need it. The users, however, still need to provide 

the cognitive ability, the experience, the intelligence and the insight to make effective 

and better decisions. 

6 Computational Intelligence in Decision Support 

The digital economy and the big data challenges appear to disqualify the classical al-

gorithmic methods (cf. [6]) – optimal problem solving is nice but useless if it cannot 

meet the hectic pace of the digital economy. Classical algorithms cannot process big 

data in reasonable time – or even not at all. Some of these claims are fallacies – it is not 

necessary to process big data at all if we first use classical statistical methods to find 

the smaller subsets of factors that are relevant and actually influence the problems we 

need to solve (cf. [6]). The classical algorithms are again relevant for the smaller sub-

sets. 

In case we actually have to work with big data it appears that we should look to 

computational intelligence algorithms, which offer to be much faster than polynomial 

methods [17]: neural networks, support vector machines, genetic algorithms, genetic 

programming, swarm intelligence, software agents and soft computing. There is a draw-

back, users need to have some fairly advanced mathematical and software skills to op-

erate computational intelligence. 

There is a central challenge in digitalization; the human users of advanced automated 

systems are the weak links (cf. [5]). Large, automated systems rely on advanced algo-

rithms and large complex computational systems; it is not self-evident that human sys-

tem users have the knowledge and/or the skills to manage the systems and to operate 

them to produce a competitive RONA. 

System users have diverse backgrounds and different levels of experience. Some 

users understand everything and master the systems in a short time; then they will start 

to contribute to development. On the other hand, some users are slow to learn and/or 

are not motivated; it will take time for them to reach even minimal acceptable levels. 

The D2I joint industry and university research program [5] proposed that we build 

on human and system joint intelligence for digitalization, that we use fast, automatic 

algorithms for large, well-structured datasets and combine this with knowledge mobi-

lized from seasoned context experts. In order to make it work, human systems users 

need context relevant advice (in real time, with real data and information) that is 

adapted to their cognitive abilities and background knowledge (i.e., advice they can 

understand and use). This could be the mission statement for the DSS of the 2020’s. 

The digital coaching systems got started a few years ago (cf. [11]) as an answer to 

the demand on human operators to master advanced automated systems in complex and 

very large industrial process systems. Digital coaching will work with data that is col-

lected from digital devices, instruments, tools, monitoring systems, sensor systems, 
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software systems, data and knowledge bases, data warehouses, etc. and then processed 

to be usable for the digital systems that will guide and support users. 

Digital coaching requires that we master the transition from data to information, and 

on to knowledge, also known as digital fusion. Data fusion collects and harmonizes 

data from a variety of sources with different formats and labels. Information fusion uses 

analytics to build syntheses of data to describe, explain and predict key features for 

problem solving and decision-making. Knowledge fusion uses ontology to build and 

formalize insight from data and information fusion as a basis for computational intelli-

gence methods, AI, machine learning, soft computing, approximate reasoning, etc. The 

early versions of DSS hinted at the need for what we now call digital fusion (cf. [5], 

[6]) but which lacked the necessary software tools. They are now available and appear 

to be on a path towards becoming both more intelligent and effective.  

The DSS of 2020’es will quite possibly be digital coaching systems that will guide 

users in the digital economy over smartphones, tablets, laptops, terminals to cloud ser-

vices and new digital support devices that will appear as part of the environment.  
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30 years of BI 3

F ig. 1. Standard Business Intelligence Architecture

split t ing implements the requirement that , regardless of the analysis workload,

the operat ional system should not be disrupted.

Downst ream of the data flow, all the applicat ions o↵ered to users consult

a single source: the data warehouse. Ignoring here the various implementat ion

possibilit ies (which are discussed below), note that the data warehouse o↵ers a

single view of all the retained informat ion, a property generally required under

the expression ” single t ruth” .

Although they may look like t radit ional databases, the uses of data ware-

houses have a set of specificit ies with respect to operat ional data bases that

impact their design:

– data warehouses do not support update and delete operat ions, but only

inserts (usually batch at night or week-end) and read;

– queries on data warehouses commonly address wide set of data (in lines and

columns);

– numbers of users and queries are less limited;

– for huge queries, acceptable response t ime is higher.

These characterist ics gave leads to mult idimensional modelling preferably over

relat ional modelling.

O↵ering a data warehouse requires a sophist icated preliminary integrat ion

task denoted Ext ract – Transform – Load (ETL). These are the three phases

of a very complex process of collect ing the data, then cleaning, integrat ing and

(re-)format t ing before loading in the data warehouse. Depending on the size,

availability, variety, and quality of sources, ETL’s implementat ion can be carried

out in a wide variety of architectures relying or not on specific data storage.
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6 Isabelle Linden

needs, a V-shaped approach can be used, as illust rated in Figure 2. In the down-

ward phase, the business quest ion is t ranslated step by step in an informat ion,

and a data quest ion. Then, when useful data is ret rieved, in the ascending phase

of the process, data is gradually aggregated in informat ion and then in knowl-

edge to answer the business quest ion and be integrated as decisions and act ions

in the managerial process.

F ig. 2. V-shaped BI approach

However, the infrast ructure is not developed business quest ion by business

quest ion, but a global solut ion is designed to address wide sets of parametrical

requests. This requires st rong methodologies. Discussing all the full project man-

agement alternat ives, would bring us deep in the general project management

literature and far out of the allowed length for this paper (interested reader can

refer to [44]). Let us focus here on the data warehouse design.

A broad part of indust rial literature addresses the data warehouse design

at the logical level, start ing with a dimensional model as a star or a snowflake

schema. This approach can becompared with a data basedesign that would start

at the logical level, designing a relat ional schema. If this approach can beefficient

for small or standard situat ion, the IT engineering literature has evidenced the

need for a preliminary conceptual design drawing ent ity-relat ionship schema for

example. No language has yet emerged as a standard, the scient ific literature

involves several proposit ions to address conceptual data warehouse modelling.

Among them, let us ment ion [25] and [60]. They both propose similar de-

sign processes. The firsts steps, led in parallel, consist , on the one hand, in data

sources analysis (bot tom-up) and, on the other hand, in requirements analy-

sis (top-down). Then the design goes through conceptual,logical and physical
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