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Abstract
By analogywith the formation of space crystals, crystalline structures can also appear in the time
domain.While in the case of space crystals we often ask about periodic arrangements of atoms in space
at amoment of a detection, in time crystals the role of space and time is exchanged. That is, wefix a
space point and ask if the probability density for detection of a system at this point behaves periodically
in time.Here, we show that in periodically driven systems it is possible to realize topological insulators,
which can be observed in time. The bulk-edge correspondence is related to the edge in time, where
edge states localize.We focus on two examples: Su-Schrieffer-Heegermodel in time andBoseHaldane
insulatorwhich emerges in the dynamics of a periodically drivenmany-body system.

1. Introduction

Time crystals are quantum systemswhere a crystalline structure emerges in timewith no initial crystalline
structure in space [1–5] (for the classical version of time crystals, including topologically protected systems, see
[6–11]). A crystalline structure in time is related to the periodic dynamics of a system. It has been shown that
periodically driven quantummany-body systems can spontaneously self-reorganize theirmotion and start
movingwith a period different from the period of the driving [12–14] (see also [15–29]). This kind of
spontaneous formation of a new crystalline structure in time is dubbed discrete or Floquet time crystals and has
been already realized experimentally [30–34]. However, periodically driven systems can also reveal a whole
variety of condensedmatter phases in the time domain even if no spontaneous process is involved in the
emergence of such crystalline structures in time [28, 35–40] (see [41–44] for phase space crystals). Indeed, if a
single- ormany-body system is driven resonantly, its resonant dynamics can be reduced to solid state-like
behavior and importantly such condensedmatter physics emerges not in the configuration space but in the time
domain—e.g. Anderson ormany-body localization in time, superfluid-Mott insulator (MI) transition or quasi-
crystals in the time domain have been demonstrated [35–40].

In this paperwe show that it is possible to drive resonantly a system so that the emerging crystalline structure
in time is a symmetry protected topological (SPT) phase [45]. The topological time crystals we consider should
not be confusedwith the so-called Floquet topological systems. In the latter, a crystalline structure (usually an
optical lattice) is present in space and it is periodically driven so that its effective parameters can be changed and
the system can reveal topological properties in space but no crystalline structure can be observed in time [46–49].
Our systems are also different fromFloquet–Bloch systemswhere time periodicity is considered as an additional
synthetic dimensional combinedwith a crystalline structure in space [50–55].We consider systemswhere
external forces do not reveal any periodic behavior in space. They drive systems periodically in time and due to
the resonant driving condensedmatter phenomena emerge in dynamics of systems.
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In themodels considered, resonant dynamics leads to an emergence of a time crystalline structure thatmay
possess a SPT phase. SPTphases constitute a new paradigm: they are characterized by a global topological
invariant and, therefore, can not be described by the Landau theory of phase transitions. Remarkable examples
of these phases are, among others, theHaldane phase [56, 57] and the topological insulators [58]. The study of
the latter with andwithout interactions has attractedmuch interest in condensedmatter and in quantum
simulators [58–60]. Quantum simulators constitute very versatile platformswith an unprecedented degree of
control of the parameters of the system such as the hopping or the interactions [61]. Quantum simulators have
successfully simulated and detected topological insulators in one-dimensional (1D) [48, 62–67], 2D [68–70] and
4D [71, 72]. All these realizations of the topological insulators rely on an initial underlying lattice. In the present
paperwe do not assume any underlining spatially periodic structurewith a non-trivial topology [24].We show
that time crystals with topological properties can emerge due to an appropriate resonant driving and discuss
possible implementation and detection schemes in quantum simulators.

2. Themodel

We focus on ultra-cold atoms bouncing on an oscillating atommirror in the presence of the gravitational field
[73] (for the stationarymirror experiments see [74–81]) but the phenomenawe investigate can be realized in any
periodically driven systemwhich can reveal nonlinear resonances in the classical description [82]. The single-
particleHamiltonian, in the gravitational units and in the frame oscillatingwith themirror [83], reads
H=H0+H1 whereH0=p2/2+x and

l w l w= + +[ ( ) ( ) ( )] ( )H x s t s t f tcos cos 2 , 11 1

with p w= + = å w( ) ( )f t f t f2 ek k
k ti and integer-valued s 1. Let us start with classicalmech. description.

In order to describe a resonant driving of the system it is convenient to perform canonical transformation to the
so-called action angle variables, where the unperturbedHamiltonian depends only on the newmomentum
(action),H0(I)=(3πI)2/3/2 [82, 83]. In the absence of the perturbation (H1=0) the action I is a constant of
motion, and the conjugate position variable (angle) changes linearly in time θ(t)=Ωt+θ(0), whereΩ(I)=
dH0(I)/dI is the frequency of periodic evolution of a particle.We assume the resonant drivingΩ(I0)=ω, where
I0 is the resonant value of the action. Then, bymeans of the secular approximation [82, 83] (see the appendix) in
the framemoving along the classical resonant orbitΘ=θ−ω t, we obtain the effectiveHamiltonian
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This result is valid in the regime close to resonance, i.e. when P=I−I0≈0. Equation (2) indicates that for
s 1andV2(Θ)=0, a resonantly driven particle behaves like an electron in a one-dimensional space crystal.

In the laboratory frame, the crystalline behavior described by equation (2) is reproduced in the time domain due
to the linearity of the transformationΘ=θ−ωt [35, 36]. In other words, whenwe switch to the quantum
description, the clicking probability of a detector located in the laboratory frame close to the classical resonant
orbit, reflects periodic behavior of the Blochwavesψ(Θ) of theHamiltonian(2) in themoving frame. In order
to introduce an edge in the system and investigate the edge-bulk correspondence in a topological regime,
we introduce a barrierV2(Θ) localized on the sites s−1 and s of the periodic potential in (2). It is done by
means of an additionalmodulation of themirrormotion f (t) in (1)whose Fourier components are =fk

w p p-( ) ( ) ( )k k k10 cos 42 sinc 1216 2 2 2 for the case of s=42 that is considered infigures 1–2.

3. A time crystal topological insulator

Let us focus on the first energy band of the quantum version of the effectiveHamiltonian of equation (2)
withV2(Θ)=0. TheWannier stateswi(Θ) of the first energy band [85], which are localized in single sites
of the periodic potential in equation (2), correspond to localized wavepacketswi(x, t)moving along the
classical resonant orbit with the period 2π/ω.5 For both non-vanishingV0 andV1, the effective periodic
potential describes a Bravais lattice with a two-point basis. Restricting ourselves to the first energy q
band, i.e. the wavefunction of a particle is expanded as y = å Q= ( )a wi

s
i i1 , we obtain a tight-binding

Hamiltonian
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Note that due to the negative effectivemassmeff, the first energy band is the highest in energy.
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where = ¢J Ji2 and J2i−1=J, which is identical to the SSHmodel [86]. The latter describes spinless fermions
hopping on a 1D-lattice with staggered hopping amplitudes. Changing the ratioλ1/λ in (1), allows one to
control the ratio ¢J J . This effectiveHamiltonian belongs to the BDI class of the periodic table of the topological
insulators and superconductors [87] and is characterized by a  topological invariant, thewinding number ν.
For an infinite systemwith ¢ >J J ( ¢ <J J ), the system is in a topological (trivial) phasewithwinding number
ν=1 (ν=0). For afinite system, the topological phase exhibits zero energy edge states protected by the
topology of the bulk. The SSHmodel has been experimentally realized in quantum simulators and both the
presence of edge states and thewinding number have beenmeasured [63–65]. Let us emphasize that theWannier
stateswi(x, t) of equation (2) are localizedwavepackets of the effective SSHHamiltonian of equation (3).We then
discuss how such states allow one to detect the topology of the SSHHamiltonian.

4.Detection of the topology

The experimental detection of the edge states and the corresponding bulkwinding number ν can be realized in
ultra-cold atomswhich form aBose–Einstein condensate (BEC) bouncing on an oscillating atommirror. The
Hamiltonian of equation (3) fulfills periodic boundary conditions, i.e. =+a as 1 1. However, it is possible to
introduce an edge in our systembymeans of a propermodulation of themirrormotion. Indeed, if fkʼs in the
definition of f (t) are suitably chosen, the resulting effective potentialV2(θ) can have a shape of a barrier localized

Figure 1. SSHmodel in the time domain, i.e. a particle bouncing on a periodically oscillating atommirror, see (1). Top panel shows the
quasi-energy spectrum related to the 42:1 resonantmanifold (s=42) versusλ1, or equivalently the ratio ¢J J of the tunneling
amplitudes of the effective tight-bindingHamiltonian(3). At two adjacent sites of the tight-bindingHamiltonian(3) a barrier is
created, i.e. as−1=as=0, which allows one to introduce the edge in the system. The barrier is realized bymeans of an additional
modulation of themirrormotion = å w( )f t f ek k

k ti where w p p= -( ) ( ) ( )f k k k10 cos 42 sinc 121k
6 2 2 2 . The zero energy value in the

plot has been chosen so that it coincides with the average value of the spectrumpresented. Note also that quasi-energy values are given
in the gravitational units but they have beenmultiplied by 105. Bottompanel presents one of the two numerical eigenstates
corresponding to quasi-energies closest to zero, see top panel. In the topological phase, these eigenstates have zero quasi-energy and
are linear combinations of the edge states localized at the edge of time. That is, in the laboratory frame, a detector is placed close to the
oscillatingmirror (x≈0) and the probability density of clicking of the detector is shown versus time for different values of the ratio
¢J J of the tunneling amplitudes in (3). This behavior is repeatedwith the period 2π/ω. At sωt/(2π)=1 and sωt/(2π)=40 there are
edges where the eigenstate localizes if ¢ >J J 1. The results correspond toω=0.067,λ=0.06 in (1) and are obtainedwithin the
quantum secular approach [84], see the appendix.

3

New J. Phys. 21 (2019) 052003



on two adjacent sites of the periodic potential in equation (2). Then, the edge is created and two eigenstates can
localize exponentially close to it in the topological phase. The corresponding quasi-energy spectrumof the full
FloquetHamiltonian = - ¶( )t H i t is shown infigure 1(a). For ¢ >J J 1 two degenerate zero-energy levels
formwhich correspond to two eigenstates localized close to the barrier created by the potentialV2(Θ). In the
laboratory frame these two eigenstates are related to Floquet states that evolve periodically along the classical
resonant orbit. For a detector located close to the orbit, the probability of a detector clicking reveals an edge in
time and these two Floquet states localize close to it, as shown infigure 1(b) for increasing values of ¢J J . In [28]
it was proposed how aBECof non-interacting atoms can be loaded from a trap on a classical resonant orbit: a
localized atomic cloud has to be released from a trap at the position of the turning point of the classical resonant
orbit above the oscillatingmirror. Then, the initial state of the system corresponds to all atoms occupying a
single localized statewi(x, t)which evolves along the orbit. An atomic cloud loadedwhen the edge state is passing
close to the turning point remains close to the edge as the edge states do not penetratemuch the bulk [63]. How
one of the zero-energy eigenstates with the localization close to the edge in time looks like in the configuration
space is depicted infigure 2 for sωt=39π/2.Measurements of atomic density at different times therefore allow
one to confirm the localization properties of the state loaded on the edge.

On the other hand, if an atomic cloud is released in the bulk, then the subsequent time evolution leads to
non-zero populations ∣ ( )∣a ti

2 ofmanyWannier wavepackets.Measurement of the atomic density allows one to
obtain ∣ ( )∣a ti

2 and consequently thewinding number which is determined by themean chiral displacement, i.e.
n » å - -+( )(∣ ( )∣ ∣ ( )∣ )i i a t a t2 i i i0 2 1

2
2

2 where i0 is a number of a cell of the Bravais lattice where the atomic
cloud is initially loaded [48, 49, 66]. The relation between ν and themean chiral displacement is valid after a
long-time evolutionwhen time averaged [66].

5. A time crystalHaldane phase

Wenow switch from single-particle tomany-body systemswhich are resonantly driven andwhich can be
characterized by non-trivial topology. It is known that a Bose gas in a time-independent spatially periodic lattice
with repulsive on-site and nearest-neighbor interactions, described by the following Bose–Hubbard
Hamiltonian

å å å= - + + - ++ +ˆ ( ˆ ˆ ) ˆ ( ˆ ) ˆ ˆ ( )†H
J

a a
U

n n V n n
2

h.c.
2

1 , 4
i

i i
i

i i
i
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can reveal a topological behavior. For large J theHamiltonian (4) describes superfluid phase of bosons, for large
U theMI emerges and for largeV the density wave (DW) phase is present where translation symmetry of the
Hamiltonian (4) is spontaneously broken.However, between theMI phase and theDWphase there is the
topologicalHaldane insulator (HI) phase [88–91]—ormore precisely a bosonic analog ofHI in spin-1 chain
[56, 57]. As discussed in [88] this phase breaks a hiddenZ2 symmetry related to a highly nonlocal string order
parameter [92].

To realize a resonantly driven system that, in the time-periodicWannier-likemodeswi(x, t) of equation (2),
is effectively described by theHamiltonian of(4), we again consider ultra-cold bosons bouncing on an

Figure 2. SSHmodel in the time domain. Black line: probability density of the eigenstate localized at the edge of time as shown in the
bottompanel of figure 1 for ¢ =J J 22 but plotted in the configuration space for sωt=39π/2.Orange line presents an example of a
bulk eigenstate. Themirror is located at x≈0while the classical turning point corresponds to x=1110.Note that the crystalline
behavior described by equation (3) is not observed in the configuration space shown in this plot but in the time domain, see bottom
panel offigure 1.
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oscillatingmirror.We assume that the single-particleHamiltonian corresponds to equation (1)withλ1=0 and
f (t)=0. For the resonant driving described above, wemay restrict to the first energy band of the effective
Hamiltonian (2) that leads to the tight-bindingmodel(3). In themany-body case whenwe restrict to theHilbert
subspace spanned by Fock states ¼ ñ∣n n, , s1 , where niʼs denote numbers of bosons occupyingWannier
wavepacketswi(x, t), we obtain the effectivemany-bodyHamiltonianwhich resembles (4) butwith the

interaction terms å = ˆ ˆ ˆ ˆ† †U a a a a1 2 i j
s

ij i j j i, 1 where ò ò=
p w ¥

∣ ∣ ∣ ∣U t xg w w2 d dij i j0

2

0 0
2 2 for ¹i j and similarUii but

twice smaller [35] (see the appendix). The effective interaction coefficientsUij depend on the atomic s-wave
scattering length g0, shapes of ∣ ( )∣w x t,i

2 and howdensities of differentWannier wavepackets overlap in the
course of time evolution on the classical resonant orbit. Despite the fact that the original interactions between
ultra-cold atoms are contact, the effective interactions can be long-range [35, 42, 93].Moreover, they can be
controlled by changing the s-wave scattering length in space and periodically in time bymeans of a Feshbach
resonance, i.e. g0=g0(x, t). Indeed, if the appliedmagnetic field results in appropriate oscillations of the
scattering length around zero, nearly arbitrary effective long-range interactions can be created. In order to
perform a systematic analysis of the control ofUij, we assume that a= å =( ) ( )g x t t m x, ,m

M m
0 0 andwrite the

interaction coefficients in the form ò a= å
p w

= ( ) ( )U t t m u t md , ,ij m
M

ij0 0

2
. Tofind a suitableα(t,m) one can

apply the singular value decomposition of thematrix uij(t,m)where (i, j) and (t,m) are treated as indices of rows
and columns, respectively [40]. Left singular vectors tell uswhich sets of interaction coefficientsUij can be
realized, while the corresponding right singular vectors give the recipes forα(t,m) and consequently for g0(x, t).
Infigure 3we show an example of g0(x, t) corresponding toUii=U,Uij=V for - =∣ ∣i j 1andUij=0when
- >∣ ∣i j 1whereU/J=3 andV/J=2.5. These values are related to theHI phase if the unitmean boson filling

factor is assumed [90]. In order to realize topologically trivialMI orDWphases, the corresponding g0(x, t)/Jmay
take a similar formwith the amplitude of its oscillations around zero being about twice smaller forMI or at least
a factor 1.5 greater for theDWphase. For example, for the parameters of [28], if onewants tomodulate the
scattering length around zero valuewith the amplitude of twoBohr radius, themagnetic field has to changewith
the speed 0.5 Gms−1

—well within the experimental reach [94].
It is quite straightforward to prepare initially all bosons in a singleWannier statewi(x, t) by releasing atomic

cloud froma trap at the classical turning point above themirror [28]. However, the preparation of the system in
lowest quasi-energy statewithin the resonant subspace, i.e. in the ground state of (4) is not easy. An open
question remainswhether the time-evolution after a quench of a localized initial state can reveal the topology of
theHaldane Insulating phase. This problem is beyond the scope of the present paper.

Finally let us analyze whether the resonant driving does not heat the system considerably. Consider first a
single particle problem.While a harmonic oscillator can absorb continuously energywhen resonantly driven, we
consider amodel with nonlinear resonances—a particle bouncing resonantly on an oscillatingmirror [83]. For
such a system its period ofmotion depends on energy, sowhen a particle absorbs energy, its period changes and a
particle gets out of the resonance. The resonant transfer of energy stops [82]. The nonlinear resonances are

Figure 3.Ultra-cold atoms bouncing on a harmonically oscillatingmirror, i.e.λ1=0 and f (t)=0 in (1). Figure shows an example of
the dependence of the atomic s-wave scattering length g0(x, t)×10−4 on a position in space and on timewhich leads to the effective
interactions between bosons described by the on-site and nearest neighbor interaction coefficientsU/J=3 andV/J=2.5. If unit
boson filling factor in the effective Bose–Hubbardmodel is assumed, then the results are related to theHI phase [90]. To realizeMI or
DWphases, the appropriate g0(x, t) is similar with the amplitude of its oscillations around zero being twice smaller or greater by at least
factor 1.5, respectively. The other parameters of the system are the following:ω=0.056, s=64 (i.e. 64:1 resonance),λ=0.14 and
M=2 in the expansion a= å = ( )g t m x,m

M m
0 0 . Themirror is located at x=0 and the turning point of the classical resonant orbit at

x≈1600. Themaximal temporal interaction energy per particle is about 1.6×104J and thusmuch smaller than the gap between the
first and second quasi-energy bands of the corresponding single-particle problemwhich is 1.1×105Jwhere J=5.5×10−8. The
results are obtainedwithin the quantum secular approach [84], see the appendix.
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related to the presence of elliptical islands in the classical phase space [82], see figure A1 in the appendix. Floquet
states located inside the islands are strongly localized [83]. Their coupling to other states localized outside the
islands, for any type of weak additional coupling is exponentially small precisely due to the semiclassical
localization. Such a couplingmay be provided by e.g. weak interactions among the particles that require a
consideration of necessarily enlarged 2N-dimensional phase space. Such an additional coupling of a subspace of
Floquet states localized in the islands to the complementaryHilbert subspace can be testedwithin themeanfield
approach as an exactmany-body analysis is obviously beyond the current possibilities. A carefulmean-field
analysis performed in [28] indicates that, on the relevant experimentally time scale, such a coupling (and the
resulting heating) is negligible also if typical experimental imperfections are taken into account. Thus the
relevant physics takes place in the resonant subspace of Floquet states localized in the phase space and are
immune to heating, at least for a time scalemuch longer than the experimentally relevant one [28], without any
disorder present. If interactions are sufficiently weak then the physicsmay be describedwithin the lowest band of
the Bose–Hubbardmodel constructed in the paper.

6.Discussion

Wehave shown howone can construct topological insulators in the time domain. To this endwe considered
bosons bouncing on the periodically oscillating atommirror, topological phases are obtained by an appropriate
tuning the shape of the oscillations.We presented explicit schemes for the realization of the effective SSH and the
extended Bose–HubbardHamiltonianswhich possess topological behavior in the time domain. In the case of
the topological SSH, we proposed a detectionmethod of the topological properties in timewith state-of-the-art
techniques [28]. In the case of theHI, the experimental detection of the topological phase remains a challenge.
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Appendix

In this appendixwe present the derivation of the effectiveHamiltonians used in the paper.We also provide a
detailed explanation of the emergence of crystalline structures in the time domain in the course of dynamical
evolution of resonantly driven systems.

A1.Classical effectiveHamiltonian
Weconsider a single atombouncing on an oscillating atommirror in the presence of the gravitational force. The
Hamiltonian of the system, in the frame oscillatingwith themirror [83] (then themirror isfixed) and in the
gravitational units, reads

= + ( )H H H , A.10 1

= + ( )H
p

x
2

, A.20

2

l w l w= + +[ ( ) ( ) ( )] ( )H x s t s t f tcos cos 2 , A.31 1

whereH1 describes the oscillation of themirror composed of two harmonics. s is an integer number and
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k
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Weassume x 0 with themirror located at x=0. Atfirst glance the systemdoes not have anything in common
with a solid state-like behavior. In order to demonstrate that for a resonant driving of the particlemotion, the
systembehaves like a condensedmatter system (and in particularmay possess topological properties) let us
beginwith the classical description and apply the secular approximation [82, 83].

First we apply the canonical transformation from theCartesian position x andmomentum p to the so-called
action-angle variables. Then, the unperturbedHamiltonian depends on the newmomentum (action) only [83]

p= ( ) ( )H I
1

2
3 , A.50

2 3

and the solution of the unperturbed particlemotion is straightforward. That is, the action is a constant of
motion, I=const, and the conjugate position variable (the angle) evolves linearly in time, θ(t)=Ω(I)t+θ(0),
whereΩ(I)=dH0(I)/dI is the frequency of periodic evolution of a particle. The perturbation part of the
Hamiltonian, in the new canonically conjugate variables, reads

å å= q w
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟( ) ( )H h I Fe e , A.6
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n
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m
m
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i i

where = p( )h I
0 3

2 3
and =

p
- + ( )( )hn n

I1 3 2 3n 1

2 2 for ¹n 0, and Fm are Fourier components of the time-periodic

function in (A.3).
Next, we assume that a particle is resonantly driven, that is the frequencyω is equal to the frequency of the

unperturbedmotion, i.e.ω=Ω(I0)where I0 is the resonant value of the action.We are interested in initial
conditions of a particle where the action I≈I0. Then, it is convenient to perform another canonical
transformation to themoving frame, associatedwith themotion along the resonant orbit [82]

q wQ = - ( )t, A.7

 = ( )I. A.8

In that frame, theHamiltonian of the system takes the form

  åp w= - + wQ +( ) ( ) ( )( )H h F
1

2
3 e e . A.9

n m
n m

n n m t2 3

,

i i

Now, if we are interested in themotion close to the resonant orbit, i.e. when  » I0, both  andΘ are changing
slowly if the perturbation is weak. The only fast variable is time andwe can significantly simplify the description
by averaging theHamiltonian (A.9) over time [82] that results in

Figure A1.Comparison of the exact stroboscopic picture (top panel) of the systemphase spacewith the phase space portrait (bottom
panel) obtainedwith the help of the effectiveHamiltonian (A.10). The parameters of the system are the same as those used in the paper
in figures 1–2, i.e. s=42,ω=0.067,λ=0.06,λ1=0.005 and w p p= -( ) ( ) ( )f k k k10 cos 42 sinc 121k

6 2 2 2 . Scaled variables have
been used in the plot, i.e. ¢ =P P I0 andQ¢ = Q. Note that for the sake of clarity we showonly a quarter of the full 2π range ofQ¢.
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= - Q - Q - Q( ) ( ) ( ) ( )H
P

m
V s V s V

2
cos cos 2 , A.10eff

2

eff
0 1 2

which is the effectiveHamiltonian (2) in the paper. In(A.10)

p
w

= - ( )m , A.11eff

2

4

l
w

=
-( ) ( )V
s

1
, A.12

s

0 2 2

l
w

=
-( ) ( )V
s

4 1
, A.13

s

1 1

2

2 2

å w
Q =

-
-

Q( ) ( ) ( )V
n

f
1

e , A.14
n

n

n
n

2 2 2
i

andwe have performed Taylor expansion around = - »P I 00 . The validity of the effectiveHamiltonian
(A.10) can be easily tested by comparing the exact stroboscopic picture of the systemphase spacewith the phase
space portrait generated by theHamiltonian (A.10). It is done infigure A1which demonstrates that the secular
approach captures quantitatively the dynamics of the system.

A2.Quantum effectiveHamiltonian
So farwe have performed the classical analysis. In order to switch to the effective quantumdescriptionwe can
either perform a quantization of the classical effectiveHamiltonian (A.10) or apply a quantum version of the
secular approximation for theHamiltonian (A.1) [84]. Let usfirst discuss the former approach. Classical
equations ofmotion possess the scaling symmetry which implies that by a proper rescaling of the parameters and
the dynamical variables of the systemwe obtain the same behavior as presented infigure A1 but around arbitrary
value of I0 [83]. That is, whenwe redefine w w¢ = -I0

1 3 and l l¢ = we can use the results presented infigure A1

if we rescale ¢ =p I p0
1 3 , ¢ =x I x0

2 3 and ¢ =t I t0
1 3 . In the quantumdescription the scaling symmetry is broken

because the Planck constant sets a scale in the phase space

=  ¢ ¢ =[ ] [ ] ( )x p i x p
i

I
, , . A.15

0

From (A.15)we see that 1/I0 plays a role of the effective Planck constant. Thus, for I 10 , quantization of the
effectiveHamiltonian (A.10), obtained in the action-angle variables, i.e. when  - ¶

¶Q
P i , provides perfect

quantumdescription of the resonant behavior of the system. The same quantum results can be obtained by
applying the quantum secular approach [84]which yields

w dá ¢ ñ = - + á ¢ ñ¢ - ¢∣ ∣ ( ) ∣ ∣ ( )n H n E n n x n F , A.16n nn n neff

where ñ∣n ʼs are eigenstates of the unperturbed system and 21/3En are zeros of the Airy function [83] and Fn are
Fourier components of the time periodic function in (A.3). Equation (A.16)has been obtained by switching to
themoving frame, with the help of the unitary transformation = wˆ ˆU e n ti , and by averaging the resulting
Hamiltonian over time [84].

A3.Crystalline structure in time
For f (t)=0, and consequently forV2(Θ)=0 in (A.10), and for s 1, corresponding classically to the s:1
resonance between themotion of the particle in the gravitational field andmirror oscillations, the effective
Hamiltonian becomes identical to a solid state systemwith an electronmoving in a periodic potential in space
with periodic boundary conditions. In the quantumdescription, eigenstates of (A.10) are Blochwaves QQ ( )ue k

n
i

where k is a quasi-momentum, n denotes a number of an energy band and un(Θ+2π/s)=un(Θ). Such a
crystalline structure that we observe in the framemoving along the resonant orbit is reproduced in the time
domainwhenwe return to the laboratory frame [35, 36]. Indeed, whenwe locate a detector in the laboratory
frame close to the resonant orbit (i.e. at a space point where I≈I0 and θ=const), probability for clicking of the
detector as a function of time reproduces periodic behavior versusΘ that we obtain in themoving framewith the
help of the effectiveHamiltonian (A.10). This is the crucial property of the systemwe consider here and it is
related to the fact that the transformation between the laboratory frame and themoving frame is linear in time,
see (A.7). Thus, for θ=const we obtain the same behavior in time as versusΘ in themoving frame,

q w- = Qq w- Q( ) ( )( )u t ue ek t
n

k
n

i i .Wewould like to stress that such a crystalline structure in time is not a result
of the presence of any potential periodic in space. It emerges in the dynamics of the systemdue to the resonant
driving and a high resonance order s.
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A4. Tight-binding approximation
Assume thatV2(Θ)=0 in (A.10). If we are interested in the first energy band of the effectiveHamiltonian
(A.10), the description of the system can still be simplified. Suppose thatwi(Θ) areWannier functions
corresponding to thefirst energy band of (A.10). Then, expanding thewavefunction of a particle in theWannier
function basis, y Q = å Q=( ) ( )a wi

s
i i1 , we obtain the tight-bindingHamiltonian, see (3) in the paper

*å» - +
=

+( ) ( )H J a a
1

2
c.c. , A.17

i

s

i i ieff
1

1

where tunneling amplitudes *ò= - Q
p

+J w H w2 di i i0

2
1 eff describe tunneling of a particle between neighboring

sites of the potential in (A.10). There are also longer range tunnelings but they are orders ofmagnitudeweaker
for the parameters we consider in the paper. For l ¹ 01 when J=J2i−1, ¢ =J J i2 and ¹ ¢J J , theHamiltonian
(A.17) describes a particle in a Bravais lattice with a two-point basis. Actually it is the SSHmodel [86]which can
possess topological properties.

The tight-bindingHamiltonian (A.17) describes a particle in theWannier function basis. In the laboratory
frame this is the basis of localizedwavepackets which evolve periodically along the resonant orbit, i.e. in the
Cartesian coordinate framewi(x, t+2π/ω)=wi(x, t). It shows that condensedmatter physics in the time
domainwe consider here can be described by a solid statemodel but in the time-periodic basis.

A5.Many-body problem
Having introduced a tight-bindingmodel for a single particle problem,we can easily switch to themany-body
case. Indeed, assume that we haveN bosonswhich interact viaDirac-delta potential d ( )g x0 andwe restrict to the
resonantHilbert subspace of the system. That is, we restrict to theHilbert subspace spanned by Fock states

¼ ñ∣n n, , s1 where ni denotes a number of particles that occupy aWannier statewi(x, t). Then, the effective
many-bodyHamiltonian takes the formof the Bose–Hubbardmodel [35]

å å= - + ++
=

ˆ ( ˆ ˆ ) ˆ ˆ ˆ ˆ ( )† † †H J a a U a a a a
1

2
h.c.

1

2
, A.18

i
i i i

i j

s

ij i j j i1
, 1

where âi are standard bosonic annihilation operators and

ò ò

ò ò

= ¹

=

p w

p w

¥

¥

∣ ( )∣ ∣ ( )∣

∣ ( )∣ ( )

U t x g w x t w x t i j

U t x g w x t

2 d d , , , for ,

d d , , A.19

ij i j

ii i

0

2

0
0

2 2

0

2

0
0

4

are coefficients which describe interactions between particles. If ni bosons occupy a given localizedWannier-like
wavepacketwi(x, t) they interact that is related to the on-site interactions in (A.18). However, bosons occupying
different localizedwavepacketswi(x, t) andwj(x, t) also interact because in the course of time evolution along the
resonant orbit thewavepackets pass each other. That leads to effective long-range interactions in the Bose–
HubbardHamiltonian (A.18).Moreover, the long-range interaction can be engineered if the s-wave scattering
length of atoms is periodicallymodulated in time and depends on a position in space, i.e. g0=g0(x, t).

The effective Bose–HubbardHamiltonian is valid if themaximal interaction energy per particle ismuch
smaller than the energy gapΔE between thefirst and second energy bands of the single-particleHamiltonian
(A.10). In the paper we assume that the interaction energy is larger than thewidth of the first energy band (which
is of the order of J) butmuch smaller thanΔE. There is no problem to fulfill this condition becauseD E J .
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