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Abstract—The increasing popularity of head-mounted displays
and 360° video cameras has encouraged content providers
to provide virtual reality video streaming over the Internet,
using HTTP adaptive streaming to deliver a two-dimensional
representation of the immersive content. However, since only a
limited part of the video (i.e., the viewport) is watched by the
user, the available bandwidth is not optimally used. Recently,
adaptive tile-based video streaming has been proposed; rather
than sending the whole 360°video at once, the video is cut into
temporal segments and spatial tiles. Each tile can be requested
at a different quality level, giving priority to content within the
viewport. This results in higher video quality and an increased
bandwidth utilization. In this paper, we address three open
research questions, concerning viewport prediction, tile-based
rate adaptation, and application layer optimizations. First, we
present a content-agnostic viewport prediction scheme based on
spherical walks. Second, we introduce a new rate adaptation
heuristic for tile-based video, which prioritizes tiles according
to the great-circle distance between the viewport’s and the tile’s
center. Third, we investigate the advantages of using HTTP/2
server push. We show that the proposed optimizations result in
significant improvements in terms of viewport prediction error
and video quality, compared to state-of-the-art solutions.

I. INTRODUCTION

The popularity of virtual reality (VR) has increased sig-
nificantly over the last years. Well-known content providers
such as YouTube1 and Facebook2 now allow streaming VR
content up to 4K resolution. To provide an acceptable user
experience, the principles of HTTP Adaptive Streaming (HAS)
are often applied to deliver the immersive video over the
best-effort Internet. In HAS, the video is encoded at different
quality levels and temporally divided into multiple segments
with a typical length of 2 to 10 seconds [1]. Using a rate
adaptation heuristic, the client requests these segments at the
most appropriate video quality, based on e.g., the available
bandwidth and the amount of buffered content. The client
stores the segments in a buffer, before decoding the sequence
in linear order and playing the video out on the user’s device.

Content providers typically use HAS to deliver 360° video
in a similar manner as traditional video. First, the content
is mapped on a two-dimensional representation, using e.g.
equirectangular projection. The resulting video is then encoded
at multiple resolutions, temporally divided and made available
on an HTTP server. Since the quality is fixed for the whole

1https://www.youtube.com
2https://www.facebook.com

view, the available bandwidth is suboptimally used: the user
only has a limited view when wearing a head-mounted display
(referred to as the viewport), so that a significant part of the
bandwidth is wasted on content which is never consumed. To
solve this issue, the equirectangular content can be split into
m×n tiles of the same resolution. The client can then request
each tile at a different quality level, prioritizing tiles within
the viewport by assigning a higher video quality.

Tile-based HAS for VR introduces a number of challenges.
First, tile-based video streaming is prone to user movements:
even when the considered buffer contains a mere two seconds
of video, the user could temporally perceive a lower quality
when moving around within the video scene. Therefore, accu-
rate predictions of the future viewport location are required.
Second, the client’s rate adaptation heuristic needs to take into
account the new spatial dimension in the decision-taking pro-
cess. This increases the heuristic’s complexity, which attempts
to provide a high video quality and avoid buffer starvation
at all times. Third, since requests over HTTP are issued one
by one, tile-based solutions are more likely to be affected by
network latency. This is especially true for mobile networks,
where round-trip times are in the order of 30-70 and 50 to
200 ms for 4G/LTE and 3G/HSPA(+) respectively [2].

In this work, we aim to address the above-mentioned chal-
lenges of tile-based HAS for VR video. The main contributions
of this paper are thus threefold. First, a content-agnostic view-
port prediction scheme is proposed based on unidirectional
spherical trajectories. Second, a new rate adaptation heuristic
is presented for tile-based quality assignment. This heuristic
prioritizes tiles according to their great arc distance to the
viewport center, resulting in a higher overall quality. Third,
we revisit the application of HTTP/2 server push, in an effort
to counter the impact of latency on tile-based HAS solutions.
The proposed optimizations are evaluated in detail, showing
significant improvement in terms of prediction error and video
quality, compared to state-of-the-art solutions.

The remainder of this paper is structured as follows. In
Section II, the general HAS architecture for VR streaming
is presented and state-of-the-art solutions are discussed. The
suggested optimizations are detailed in Section III, focusing
primarily on viewport prediction and a novel rate adaptation
heuristic. The experimental setup and results are presented in
Section IV, before coming to final conclusions in Section V.

CORE Metadata, citation and similar papers at core.ac.uk

Provided by Ghent University Academic Bibliography

https://core.ac.uk/display/211070489?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Figure 1. The HAS-based principle applied to VR video streaming.

II. STATE-OF-THE-ART AND CHALLENGES

As illustrated in Figure 1, the HAS principle can be adopted
to provide tile-based VR video streaming. Content is captured
by a 360°camera, encoded at different qualities, temporally
and spatially segmented, and made available on the server. At
client-side, a head-mounted display is used to consume the im-
mersive content, registering the user’s movement and regions
of interest within the video. Based on the available bandwidth
and current or future viewport coordinates, a rate adaptation
heuristic decides at which video quality to download each of
the tiles of the next video segment. The content is requested
from the server, buffered in a client-side buffer and finally
played out on the user’s device. Below, we elaborate on the
five most relevant components in this setup.

A. Video Capture & Encoding

Tile-based encoding is often achieved through the HEVC
standard, implemented by encoders such as HEVC Test Model
(HM3). Many schemes for tiling exist, including cubic, pyra-
mid and dodecahedron mappings [3]. Still, the equirectangular
mapping is most commonly used. This projection maps the
sphere into a rectangle, resulting in stretching at the poles
of the sphere. To overcome this, Budagavi et al. propose to
gradually smoothen the quality of the polar parts of the video,
reducing the bitrate for VR video by 20% [4]. Using a similar
starting point, Hosseini et al. propose to use a different tiling
structure altogether, using four central and two polar tiles [5].
Although there are benefits to these approaches, we will use
traditional equirectangular projection in this work.

B. Viewport Prediction

Viewport prediction is an important means to tile-based
HAS: if the future position is accurately predicted, the client
can compensate for the user’s movements and proactively
download relevant parts of the video at higher quality. In
related work, a distinction is made between content-agnostic
and content-aware viewport prediction. Content-agnostic ap-
proaches take into account the location and/or angles of the
viewport only, in order to predict how the user will move

3https://hevc.hhi.fraunhofer.de/HM-doc/

next. Petrangeli et al. propose to use linear extrapolation of
the user’s recent trajectory on the equirectangular projection
of the video [6]. Given the user’s most recent position Pc

and a position Pp ∆Tp seconds ago, the user’s position ∆T
seconds from now is estimated by Pc+ ∆T

∆Tp
(Pc−Pp). Qian et

al. propose (weighted) linear regression on the yaw, pitch and
roll angles [7]. The authors show that the prediction accuracy
decreases for a higher ∆T . Similarly, Xu et al. use linear
regression to show that the variation of the prediction error
increases for a higher ∆T [8]. Content-aware solutions also
take into account information on the content itself, defining
regions of interest, moving objects and key frames within the
video. Focusing on tile-based VR streaming, Fan et al. use neu-
ral networks that concurrently leverage sensor-related features
(i.e., the viewport position) and content-related features (i.e.,
image saliency and object motion maps) to predict the future
viewport position [9]. Sitzmann et al. observe a fixation bias
in immersive video, which is used to apply existing saliency
predictors for two-dimensional video to VR [10]. Although
there are benefits to content-aware solutions, a significant
amount of user data and processing efforts are required for
new video content. In this work, we will focus on content-
agnostic approaches only.

C. Tile-Based Rate Adaptation
Adding an additional spatial dimension increases the com-

plexity of the rate adaptation heuristic. Recently, a number
of solutions have been proposed to address the extension to
the spatial domain. Le Feuvre et al. propose a heuristic based
on fixed tile priorities [11]. A number of priority schemes
are presented, including uniform and center-based priorities.
The authors do not consider viewport changes, however, and
evaluate results for a non-interactive environment (segment du-
ration 10 s). Hosseini et al. propose a rate adaptation heuristic
which is based on three regions of priority: the tile at the
center of the viewport, the tiles surrounding this tile (for a
maximum of eight tiles), and all others [5]. Zone per zone, the
quality of each tile is increased from the lowest to the highest
level, as long as the available bandwidth is not exceeded.
Then, the quality of the last considered tile is increased to the
highest quality supported by the remaining bandwidth budget.



Petrangeli et al. propose a scheme based on center and polar
zones [6]. Starting from a 4 × 4 tiling sheme, the top and
bottom row tiles are concatenated, and the tiles on the second
and third row are concatenated column-wise. The resulting six
tiles are divided on a per-zone level, depending on the current
and predicted viewport position. Then, qualities to tiles are
assigned zone by zone. Using this approach allows to reduce
the number of GET requests by the concatenation of tiles.
Although this is important in high-latency environments, the
granularity of the video i strongly reduced.

D. Application Layer Optimization

Temporally and spatially splitting the video in multiple parts
results in an increased number of GET requests issued by the
client. When the requested files are small and the network
latency is high, this results in idle round-trip time cycles and
unused bandwidth resources.To mitigate these effects, HTTP/2
server push has been proposed to actively push resources
from server to client. Pushing shorter video segments back
to back, for instance, can reduce the video’s startup time
and camera-to-display delay in HAS [12]. Recently, Petrangeli
et al. showed that server push can also be applied in the
case of tile-based VR streaming, where the client can request
the server to push all tiles belonging to a single segment
simultaneously [6]. Results show that this approach results
in a higher perceived throughput, and thus in a higher video
quality with fewer playout freezes. The application of HTTP/2
server push opens other opportunities as well. For instance, if
a scenario is considered in which playout continues even when
not all tiles for the current segment have arrived (in which case
a black box is shown for the corresponding tiles), prioritization
of certain tiles at the application layer can be defined by the
distance between each tile and the predicted viewport center.
In this way, relevant tiles can be delivered sooner, and playout
of the viewport can continue/resume unimpeded.

E. Video Quality Evaluation

Compared to regular HAS, the application of tiles introduces
new factors which affect the user’s Quality of Experience
(QoE). For instance, frequent quality switching on the tempo-
ral and on the spatial level can result in an unpleasant and even
nauseating experience. Furthermore, the speed with which the
quality is adjusted when moving around plays a crucial role as
well: if the user has to wait several seconds before the quality
is adjusted, the QoE will be strongly affected. With regard
to the video quality perceived within the viewport, a number
of evaluation metrics have been used in related work. Some
works report the average peak signal-to-noise ratio (PSNR)
values for the obtained video [13], [8], or show results in
terms of video bitrate [8], [13], [14]. Other works consider the
quality of the tile in the center of the viewport only, averaging
this value over all segments, or to measure the time spent on
each layer [6]. Although the latter has shown to be an excellent
evaluation metric for regular HAS, it is uncertain whether it is
directly applicable to VR: the (potentially lower) video quality
of surrounding tiles can have a significant impact on the overall
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Figure 2. Viewport prediction using spherical walks. When the user moves
from point P1 to P2 in a certain amount of time (e.g., 100ms), point P3 is
predicted by extending the current trajectory unidirectionally.

perceived quality. Rai et al. recently showed that the users eyes
are rarely fixed to the center of the viewport; rather, a peak
is observed for angles between 12 and 20 degrees [15]. In
previous work, we therefore proposed to weigh the quality
of each of the tiles within the viewport, taking into account
the distribution of the user’s gaze [16]. Sampling points from
the viewport according to this distribution, the overall video
quality is expressed as the average video quality over all these
points. The quality in a point can be defined as the quality
level (ranging from 1 (lowest) to q max (highest)), the average
bitrate, the PSNR or the structural similarity index (SSIM) of
the corresponding tile.

III. APPROACH

In the previous section, the state-of-the-art for VR-based
HAS was discussed, along with its challenges and possi-
ble ways to tackle these. Below, we present the different
approaches and optimizations adopted in this paper. These
encompass a content-aware viewport prediction scheme, a new
rate adaptation heuristic for tile-based quality selection and on
application layer optimizations through HTTP/2.

A. Viewport Prediction

We propose a content-agnostic approach for viewport pre-
diction, extending the solution adopted by Petrangeli et al.[6].
This extension is twofold. First, we consider user movement
to be a trajectory on the surface of the unit sphere, rather than
a two-dimensional one over the equirectangular projection.
When a user has covered a certain distance in a given time
interval, the current path is extended unidirectionally to predict
the user’s future trajectory (Figure 2). This approach reflects
the user’s movement within the video scene more naturally,
and should therefore result in a higher prediction accuracy.
Second, we recognize that the user’s movement is largely
volatile, with changes occurring in the order of hundreds
of milliseconds. Even when the user has been showing a
unidirectional trajectory in the recent past, chances are that this
trajectory changes significantly in the near future. Therefore,
we propose to predict the next viewport coordinates not by
completing the full trajectory, but rather a fraction thereof.
This reduces the impact of changes in the user’s movement,
and should result in a lower prediction error.



Algorithm 1 Proposed rate adaptation heuristic.
Input: s, the segment number (starting at 1)

m,n, the number of rows and columns
BW, the available bandwidth [b/s]
dur, the segment duration [s]
buffer, the buffer size [s]
nqual, the number of qualities (1 to nqual)
vp, the width of the viewport [deg]
φ, θ, the spherical coordinates of the viewport

Output: qualities, a list specifying the quality for each tile
1: qualities← ones(m · n)
2: if s 6 buffer/dur then
3: return qualities

4: budget← BW · dur
5: tiles← [1;m · n]
6: if

∑
t∈tiles Size(s, t, 1) > budget then

7: return qualities
8: else if

∑
t∈tiles Size(s, t, nqual) 6 budget then

9: return qualities · nqual

10: distances← [Distance(t, φ, θ),∀t ∈ tiles]
11: tilesin ← [t, ∀t ∈ tiles : distances[t] 6 vp/2]
12: tilesout ← tiles \ tilesin
13: nbits ←

∑
t Size(s, t, 1)

14: for tiles ∈ [tilesin, tilesout] do
15: for q ∈ [2;nqual] do
16: for t ∈ Sort(tiles, distances) do
17: cost← Size(s, t, q)− Size(s, t, q − 1)
18: if nbits + cost > budget then
19: return qualities

20: nbits ← nbits + cost
21: qualities[t]← q

B. Tile-Based Rate Adaptation

The proposed rate adaptation heuristic is presented in Al-
gorithm 1. Given the segment index s and the perceived
bandwidth BW , this heuristic determines the most appropriate
quality level for each of the video tiles. If the client has just
started buffering, all tiles are downloaded at the lowest quality
(lines 1-3). When enough segments have been retrieved, the
total budget is calculated, based on the available bandwidth
and the segment duration dur (line 4). If the total file size
of all tiles at the lowest quality exceeds this budget, the
lowest quality is selected for each tile (lines 5-6). Similarly,
if the total file size of all tiles at the highest quality does not
exceed this budget, the highest quality is selected for each tile
(lines 7-8). If none of these conditions is met, the heuristic
will proceed to allocate the tile qualities. First, the great arc
distance between the center of the viewport, indicated by φ, θ,
and the center of each of the tiles is calculated (lines 10-11).
Then, tiles are divided according to whether or not the center
is within the viewport (i.e., the distance is lower than half
the viewport size vpdeg), and the total number of bits for the
current configuration (at the lowest quality) is calculated (lines
11-13). Next, the heuristic attempts to increase the quality of
each tile within the viewport until either all tiles have the same
quality, or the budget has been exceeded (lines 14-22). This
process is repeated until either the budget is exceeded or all the
tiles within the viewport are assigned the highest video quality.
If there is still budget left, a similar process starts for each

CRF Sandwich Spotlight Surf
15 21.9 ± 6.6 20.8 ± 13.9 26.4 ± 12.7
20 10.3 ± 3.2 10.6 ± 8.9 16.7 ± 8.7
25 4.5 ± 1.4 5.2 ± 5.1 9.6 ± 5.4
30 2.2 ± 0.7 2.6 ± 2.7 4.8 ± 2.8
35 1.2 ± 0.3 1.4 ± 1.3 2.4 ± 1.4

Table I
OBTAINED BITRATES [MB/S] FOR THE THREE VIDEOS USING A 4×4

TILING SCHEME, PRESENTING THE AVERAGE VALUE AND THE STANDARD
DEVIATION AMONG ALL SEGMENTS.

of the remaining tiles. The choice for a more homogeneous
quality within the viewport is a deliberate one: the human
eye is sensitive to changes in the perceived quality, especially
when changes occur within the spatial domain (contrary to
regular HAS, where changes in video quality only occur in the
temporal domain). Rather than increasing the video quality of
the closest tiles to the highest quality, the available bandwidth
is spread across the whole viewport.

C. Application Layer Optimization

Similar to the approach adopted by Petrangeli et al., we will
use HTTP/2 server push to deliver all tiles of each segment
back-to-back [6]. To enable this, a custom request handler will
be used at server-side, allowing the client to define a list of
quality levels for each of the tiles to retrieve. The decisions
of the applied rate adaptation heuristic can thus be plugged in
to retrieve all tiles at the desired quality level. As discussed
in Section II, adopting this approach will eliminate idle RTT
cycles, resulting in higher throughput and video quality when
the latency is high.

IV. EVALUATION AND DISCUSSION

To evaluate the proposed optimizations, a dataset provided
by Wu et al. was chosen [17]. This dataset contains traces
for 48 unique users and 9 different VR videos, specifying
the coordinates of the viewport center throughout all video
sessions with an average sampling rate of 47 Hz. From the list
of videos, we selected three which show significantly different
features: Conan (an indoor performance), Spotlight (an action
movie) and Surf (an ensemble of surf clips made using a
GoPro camera). Below, we first discuss the experimental setup,
and then present results for each of the proposed optimizations.

A. Experimental Setup

Each of the considered videos is encoded using the HM
encoder, applying a 4×4 tiling scheme at 4K resolution and
30 FPS. The Group of Pictures (GOP) length is set to 32,
resulting in a segment duration of around 1.067 s. The CRF
factor for five different quality representations is set to 15,
20, 25, 30 and 35, resulting in the average bitrates specified
in Table I. To evaluate the impact of the available bandwidth
and network latency on the resulting video streaming sessions,
a network setup is emulated using MiniNet4, where a client is
connected to an HTTP/1.1- and HTTP/2-enabled Jetty server5

(Figure 3). The open-source code of the Java-based server is

4http://mininet.org
5https://www.eclipse.org/jetty/



Figure 3. Experimental setup. MiniNet is used to host a virtual network
within a Docker container. A Python-based VR player is used to play video
streaming sessions from the HTTP/2-enabled Jetty server.

slightly modified, in order to provide a custom request handler
for the pushing of tile-based video segments. The client is a
headless Python-based implementation, which has been made
available online6. This client provides support for different
viewport prediction schemes, rate adaptation heuristics and
quality metrics. A buffer size of two segments, or 2.133 s,
is used in our evaluations. The viewport size is set to 110°,
similar to the VIVE head-mounted display used by Wu et al.
during data collection [17]. To allow seamless connection over
HTTP/2, a Node.js proxy is provided. This proxy serves as a
client to the HTTP/2-enabled server, forwarding the required
push request and handling incoming files as an intermediate
for the VR client. The complete setup is wrapped in a docker
container, increasing portability and allowing parallel execu-
tion of video streaming sessions. Experiments are carried out
on imec’s Virtual Wall7, with at most four docker containers
running simultaneously on a hexacore Intel(R) Xeon(R) CPU
E5645 @ 2.40GHz with 24 GB of RAM.

B. Evaluation Metrics

Using the provided traces and video content, the perfor-
mance of the proposed approaches is evaluated. The viewport
prediction accuracy, on the one hand, is evaluated by consider-
ing the great-circle distance between the predicted coordinates
and the coordinates actually visited by the user. The video
quality, on the other hand, is evaluated using two different
metrics. First, our weighed quality metric (n1 = n2 = 50),
taking into account the distribution of the user’s gaze within
the viewport [16]. Second, the average time spent on each
quality layer for the tile corresponding to the viewport center.

C. Viewport Prediction

Given a buffer size of 2 s, we first tuned the settings of
the proposed viewport prediction scheme. Based on a prelim-
inary parameter sweep, we found that the best performance
is obtained by observing the movement made during the
last 100 ms, and continuing this movement on the great-
distance circle for another 400 ms. Using these settings, we
compared our proposed viewport prediction scheme with its
equirectangular counterpart, and with an approach in which
the most recent viewport coordinates are predicted. Figure 4
shows the average prediction error as a function of the average
speed within the video session, for three configurations: i)

6https://github.com/jvdrhoof/VRClient
7https://doc.ilabt.imec.be/ilabt-documentation/
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Figure 4. Average prediction error for the viewport center 2 s in the future,
as a function of the average speed within the video session.

“2D - 2.0 s”, the original prediction approach proposed by
Petrangeli et al.; ii) “Last known”, predicting the last known
viewport location; iii) “3D - 0.4 s”, the proposed approach
based on spherical trajectories. Obtained results are shown for
the three videos and all 48 users, or a total of 144 samples
per configuration. From these results, we conclude that the
proposed approach significantly reduces the average prediction
error: at an average speed of 19.7 deg/s± 7.2 deg/s, the
average prediction error for the viewport center 2 s in the future
is reduced from 33.7 deg ± 10.7 deg and 26.5 deg ± 10.5 deg
to 25.0 deg ± 9.7 deg, a reduction of 25.8% and 5.7% re-
spectively (p < 0.001). Furthermore, results indicate that the
prediction accuracy is linearly dependent with the speed at
which the user moves within the video. In the evaluations
below, we will use the proposed approach to predict the future
viewport location.

D. Rate Adaptation Heuristic

Next, we evaluate the performance of the proposed rate
adaptation heuristic, and compare it with the polar heuristic
proposed by Petrangeli et al [6]. Two values for the viewport
size (the vp parameter in Algorithm 1) are used: 110° and
360°. While the former will result in an increased video
quality within the viewport, the latter will increase the video
quality for the whole video. To evaluate the heuristics under
different network conditions, traffic control (tc) is used to fix
the available bandwidth between client and server to values
uniformly spread between 2 and 24 Mb/s. The former will
result in the client streaming the lowest quality only, while the
latter should result in a high video quality within the viewport.
Note that, in this paper, we do not evaluate the impact of
variable bandwidth on the client’s performance, and thus do
not consider playout freezes; this will be left as future work.

Figure 5 shows the weighed video quality as a function of
the available bandwidth, for thee videos and rate adaptation
heuristics. From these results, we conclude that the proposed
rate adaptation heuristic outperforms the other two approaches.
This is because i) the heuristic proposed by Petrangeli et al. is
more conservative, since all tiles belonging to the same zone
are requested at the same quality; and ii) the viewport-aware
approach (vp = 110°) prioritizes tiles within the viewport,
rather than the whole video. Figure 6 shows results for the
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Surf video in terms of the time spent on each quality layer
(the quality of the tile corresponding to the viewport center).
As an example, for a bandwidth of 8 Mb/s, the relative time
spent on the highest quality layer is 44.7% for vp = 110°,
while this is 10.4% and 38.6% for vp = 360° and Petrangeli,
respectively. From these results, we conclude that our rate
adaptation heuristic outperforms the other two.

E. HTTP/2 Server Push

In a final evaluation, both the bandwidth and the latency
are changed using tc. Figure 7 shows results for the observed
video quality as a function of the latency, for a bandwidth
of 6 and 12 Mb/s and the proposed rate adaptation heuristic,
with vp = 110° and our viewport prediction approach. When
HTTP/1.1 is used, the quality quickly decreases: this is an
immediate consequence of the idle RTT cycles lost to retrieve
the tiles for each segment. Indeed, 4×4+1 = 17 requests are
issued for each segment, resulting in a total idle time of more
than 500 ms when the network latency is 30 ms. In contrast,
when HTTP/2 is used, server push allows to deliver segments
back-to-back, resulting in a similar throughput and thus allows
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Figure 7. Observed video quality as a function of the network latency, for
the proposed rate adaptation heuristic. Average values over all 48 users are
shown, along with the standard deviation.

to maintain the video quality for higher latency values. It is
worth noting that an improvement is observed in terms of
video quality, even when the network latency is negligible.
This is because the number of GET requests to the server and
the overall download time for all tiles is reduced, resulting in
a higher estimation of the available bandwidth. This, in turn,
results in a slightly higher video quality for the next segment,
with larger file sizes and therefore, more accurate and higher
bandwidth estimations. Overall, we conclude that the use of
HTTP/2 has a beneficial impact on the perceived video quality,
especially in high-latency network scenarios.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented solutions to three of the
most important challenges of adaptive tile-based 360° video
streaming. Using an existing dataset of viewport traces, where
the movement of 48 users is tracked throughout immersive
video sessions, we have shown that our proposed content-
agnostic viewport prediction approach is able to reduce the
prediction error significantly. Through emulation, we have
proven that our novel tile-based rate adaptation heuristic
outperforms other heuristics in terms of video quality and
time spent per quality layer. Finally, we have shown that the
application of HTTP/2 server push allows to counter negative
effects introduced by network latency, especially given the
many GET requests required by tile-based solutions.

In future work, we will perform a more extensive evaluation
of the proposed optimizations under highly variable network
conditions. We will also extend the proposed rate adaptation
heuristic to take into account probabilistic information on
the viewport position, rather than a single predicted value.
Finally, we plan to investigate the benefits of HTTP/2’s stream
prioritization and termination on tile-based video streaming.
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