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Which-way interference within ringlike unit cells for efficient energy transfer
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We show that which-way interference within ringlike unit cells enhances the propagation of electronic
excitations (excitons) along linear arrays made upon these basic units. After providing an analytic approximate
solution of the eigenvalue problem for such aggregates, we show that the constructive interference of wave
packets leads to an excitonic population transferred across the array which is not a monotonic function
of the coupling between nearest-neighbor rings. The nonmonotonicity depends on an interesting trade-off
between the exciton transfer speed and the amount of energy transferred, arising from the interplay between
paths within the ringlike cells and the interring coupling strength across the array.
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I. INTRODUCTION

Solar energy conversion as a practical alternative to fossil
fuels requires efficient ways to convert photons into electric-
ity, fuel, and heat. Recently, the exact nature of the excitonic
transfer within the primary steps of photosynthesis has been
under close scrutiny [1–3]. Numerous experiments have re-
vealed the presence of persistent oscillatory signals in the
spectral response of different natural light harvesting antennas
[4–10], including the LH2 complex of photosynthetic purple
bacteria [11–13]. On the one hand, these experimental results
triggered a large amount of theoretical research aimed to
understand the processes that may underpin the observed
long-lasting coherences [14–20]. On the other hand, they led,
at first, the speculation and suggestion that light-harvesting
complexes may exploit a quantum search algorithm to sam-
ple different paths simultaneously to increase speed in exci-
ton transport [5]. This statement was contrasted with more
elaborate analysis which showed that it was too far fetched
for typical physiological conditions, since, for example, the
transport speed between these complexes is much slower and
not comparable to the scale in which dephasing, arising from
the protein scaffold or solvents, restrains the endurance of
oscillatory-quantum characteristics [21–23]. These specula-
tions, however, had a positive impact as they renewed interest
in the advantages for energy or information transfer provided
by quantum dynamics in reduced systems [24–37] or in fully
connected, disordered finite-size graphs, which, with some
physical abstraction, account for motifs of nodes describing
the pigments of light harvesting units [38–44].

Under the assumption of purely coherent transport, the
more abstract studies on extended graphs provided valuable
findings of the spatial distribution of nodes in such graphs
to allow constructive interference of the transition amplitudes
inducing efficient transfer from an input to an output node.
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These works showed [38–44] that the conjecture of a fragile
efficiency from constructive interference which can be easily
suppressed due to small changes in the geometry of the array
(as it relies on well-defined phase relations that need to be
satisfied rather accurately) could be overcome with some
geometries fulfilling very basic principles. In particular, as
we will specify in more detail later, it was found that graphs
with an underlying centrosymmetric Hamiltonian optimize
the transfer speed or amplitude. The development and the
understanding of specific geometries that fulfill the principle
of centrosymmetry and that are amenable to experimental
implementations are of paramount importance towards the
rational design of technologies making use of constructive
interference.

Significant developments have been achieved in the
nanofabrication of arrays that have the potential to partially
display the characteristics observed in the fully quantum theo-
retical considerations. A large delocalization length was made
possible by synthesis of self-assembled cylindrical arrays of
pigments [45] or by means of implementations in synthetic
systems, such as carbon-linked porphyrin nanorings [46,47].
The latter are fully π -conjugated complexes and have recently
been shown to support robust quantum interference and a high
degree of exciton delocalization [48–51]. Geometrically, these
structures present strong similarities to the phycobilisome
rodlike aggregates and the ringlike LH1 and LH2 complexes
of, respectively, cyanobacteria and purple bacteria [11,52,53].
As we will consider in more detail, these systems are all circu-
lar structures or are built upon ringlike substructures which are
described by centrosymmetric Hamiltonians. While the geom-
etry and the interaction strengths in these natural or synthetic
complexes may serve to explore realistic implementations, the
robustness of quantum dynamics in the artificial scenarios
is an interesting prospect and a motivation to explore the
coherent migration of excitations across arrays of circular unit
cells beyond the excitonic delocalization lengths observed in
natural photosynthesis.

Following these theoretical findings and experimental
achievements, we undertake the study of fully coherent
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excitonic propagation in arrays of structures inspired by the
geometry of the basic constituents of purple bacteria pho-
tosynthetic membranes. As we show in this work, purely
quantum dynamics may lead to interference of wave packets
in these ringlike unit cells that is able to improve the transfer
efficiency in linear arrays made upon these rings.

In the absence of aggressive noisy environments that limit
the delocalization extent via dynamical processes (dephasing)
or inhomogeneities (static disorder), as in natural photosyn-
thesis, this circular configuration exhibits which-way path in-
terference [40,54]. Namely, if a specific pigment is selectively
excited, the subsequent propagation along the two available
semicircular paths results in a large population in the opposite
end of the ring due to the constructive interference of the
propagating wave packets. In this work, we study the potential
use of this interference, aiming to understand which possible
ring configurations may benefit from this type of coherent
excitation transfer. Our results show that linear arrays of
circular structures with much less disorder than that proper
of physiological environments can indeed profit from such
interference phenomena for efficient energy transfer.

In more detail, we investigate and characterize the fully
coherent migration of excitations along linear arrays of ring-
like unit cells, whose spectral properties are explained in
Sec. II. In Sec. III we provide an approximate analytical
solution of the eigenvalue problem regarding linear aggregates
of rings. In Sec. IV we study the dependence of the excitonic
transfer speed and of the efficiency on the coupling strength
between nearest-neighbor ringlike structures. We identify in
particular the optimal values of such a coupling that maximize
the transfer efficiency between the end points of the linear
aggregate and briefly discuss the effects of dephasing and
disorder. Section V is devoted to a discussion of the results,
before drawing our conclusions and offering perspectives.

II. RINGLIKE UNIT CELLS

Taking inspiration from the symmetry of the purple bac-
teria natural antenna complexes [52], we introduce ringlike
unit cells consisting of ND = 8 dimeric units arranged in an
ND-cycle graph, as shown in Fig. 1; each point represents
a pigment, which we model as a two-level system. In the
presence of NR such unit cells (rings), we number them
with the index r ∈ {1, 2, . . . , NR}; the dimers within a ring
are numbered by the index n ∈ {0, 1, . . . , ND − 1} and the
pigments in a dimer with s ∈ {1, 2}. We concentrate on the
single-exciton manifold spanned by the states

|r〉 ⊗ |n〉 ⊗ |s〉 = |r, n, s〉 := |0〉 ⊗ · · · ⊗ |1〉
(r,n,s)

⊗ · · · ⊗ |0〉,
(1)

representing an excited electronic state in the pigment s within
the dimer n at ring r. The Hamiltonian describing the interac-
tion between pigments within a single ring is

H0 =
ND−1∑
n=0

2∑
s=1

En,s|n, s〉〈n, s| +
ND−1∑
n=0

J1(|n, 1〉〈n, 2|

+ |n, 2〉〈n, 1|) + J2(|n + 1, 1〉〈n, 2| + |n, 2〉〈n + 1, 1|),
(2)

J 1

J 2

J 1

J 2

J 1

J 2

W W

(1,0,1)

(2,4,1)

W

(a)

(b)

FIG. 1. (a) Geometry of the B850-mimetic ring. The intersection
of the dot-dashed lines is the location of the centrosymmetry point.
(b) Linear aggregate model with NR = 4 and ND = 8. The pigment-
to-pigment coupling between nearest-neighbor rings is represented
by a solid wavy line. The figure exemplifies the site numbering
adopted in the paper. The centrosymmetry point of the Hamiltonian
(9) is located at the intersection of the dot-dashed lines.

where we consider only the interaction between next-neighbor
pigments regarding the same (J1) or different (J2) dimers,
as shown in Fig. 1(a). The sum in (2) runs from n = 0 to
ND − 1 since, for a ring, n = ND is equivalent to n = 0.
Using this rotational invariance of the ring Hamiltonian H0

for identical pigments En,s = E , solutions for eigenenergies
εk,σ and eigenvectors |k, σ 〉 of H0 are available [55],

εk,σ = E + (−1)σ
√

J2
1 + J2

2 + 2J1J2 cos

(
2πk

ND

)
(3)

|k, σ 〉 = 1√
2

[(−1)σ eiηk (β )|k, 1〉 + |k, 2〉], (4)

where |k, s〉 = ∑ND−1
n=0 exp(i2πkn/ND)|n, s〉/√ND and ηk (β )

= − arctan
sin( 2π

ND
k)

β+cos( 2π
ND

k)
. Here β := J1/J2 > 1 indicates the de-

gree of dimerization of the ring and sets a low (σ = 1) and
a high (σ = 2) energy manifold. The energies present a pair-
wise degeneracy for states | ± k, σ 〉 except for k = 0 and, if
ND is even, for k = ND/2. For even ND, k ∈ {−ND

2 , . . . , ND
2 −

1}, whereas for odd ND, k ∈ {−ND−1
2 , . . . , ND−1

2 }. The Hamil-
tonian H0 fulfills CH0 = H0C, where C is the exchange
matrix 〈n, s|C|n′, s′〉 = δn,ND−n′+1δs,s′ , and states that H0 is
centrosymmetric, i.e., invariant under mirroring with respect
to the center of the matrix representation of H0 [42–44]. This
operation has a clear geometrical meaning: It corresponds
to a mirror image with respect to a centrosymmetry point,
as exemplified in Fig. 1(a). This property has been shown
to induce constructive interference that results in dynamical
revivals taking place at a site (or sites) diametrically opposed
to the initialization site(s) [21,42,44,54]. Such an interference
effect can be quantitatively described by the energy spectrum
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of (3) which, as will be shown in the next section, remains
robust even in the presence of interring interactions.

III. AGGREGATE HAMILTONIAN DIAGONALIZATION

We are interested, however, in the excitation dynamics
across a linear array of NR rings. It is convenient to split the
Hamiltonian

H =
NR∑

r=1

|r〉〈r|Hr +
NR−1∑
r=1

(|r〉〈r + 1|Hr,r+1 + H.c.) (5)

of the full array into the interaction (2) between pigments in
the same ring and the interaction

Hr,r+1 =
∑

n,s,n′,s′
Wr,n,s,r+1,n′,s′ |n, s〉〈n′, s′| (6)

between pigments belonging to adjacent rings.
In order to find a good approximation of the eigenstates

of H , we follow a procedure similar to the one used for
the solutions of the Hamiltonian in (2), however, adapted
to describe a finite aggregate of rings [56], i.e., with open
instead of periodic boundary conditions. This procedure can
be understood as follows. We imagine the aggregate to be
part of a circular, closed, chain of M := 2NR + 2 rings, in
which nearest neighbors (i.e., adjacent rings) interact with
an energy equal to W . We use the index r to label the
elements of this extended system in such a way that the
original linear aggregate occupies the positions from r = 1 to
NR; in a more graphical way, the linear aggregate of interest,
connected to the auxiliary r = 0 and r = NR + 1 rings, forms
a semicircumference of this M-ring chain. We are now in a
similar situation as in the preceding section, with a Hamilto-
nian

∑M−1
r=0 W (|r〉〈r + 1| + |r + 1〉〈r|) possessing a circular

symmetry, whose eigenstates are |ρ̃〉 = 1√
M

∑M−1
r=0 ei 2π

M ρ̃r |r〉,
ρ̃ ∈ {−M

2 , . . . , M
2 − 1}. A solution to our system requires that

any wave function describing the actual linear array from
r = 1 to r = NR vanish at rings r = 0 and r = NR + 1 in order
to satisfy the boundary conditions. This is accomplished by
the set of antisymmetric combinations

|ρ−〉 := 1√
2

(|ρ̃〉 − | − ρ̃〉), (7)

with ρ̃ ∈ {1, . . . , NR}. These states are odd with respect to
the nodes at r = 0 and r = NR + 1; hence the part of the
wave function on the auxiliary rings from r = NR + 2 to
r = 2NR + 1 is a replica of the part from r = 1 to r = NR,
which is of the original array. Consequently, the coefficients
from r = 1 to r = NR suffice to describe the system, and we
do not lose information if we project the |ρ−〉 states onto the
subspace spanned by {|r〉}NR

r=1. With this procedure we obtain,
normalizing the result,

|ρ〉 :=
√

2

NR + 1

NR∑
r=1

sin

(
πρr

NR + 1

)
|r〉, (8)

with ρ ∈ {1, . . . , NR}. These states form an orthonormal basis
for the linear aggregate: They are not eigenstates of the
Hamiltonian (5), but are nevertheless convenient since, as we

will show, in this basis the full Hamiltonian takes a more
tractable form.

In our model, presented schematically in Fig. 1(b), we
assume that only the nearest pigments between adjacent rings
are coupled, with an energy W , and hence

Hr,r+1 =
{

W |0, 1〉〈ND
2 , 1

∣∣ if ND is even

W |0, 1〉〈ND−1
2 , 2

∣∣ if ND is odd.
(9)

This local interaction between the nearest pigments on dif-
ferent rings prevents diagonalization of H with the basis {ρ}.
However, for identical rings (Hr = H0 for all r) a change of
basis from the |r〉 states to the aforementioned |ρ〉 states leads
to a block-diagonal Hamiltonian H = ⊕NR

ρ=1 hρ , where

hρ = H0 + W cos

(
2πρ

M

)
V̂ , (10)

with V̂ := (Hr,r+1 + Hr+1,r )/W [so that, by virtue of (9), V̂
does not actually depend on r and W ]. Note that the full con-
figuration has reflection symmetry around the axes displayed
in Fig. 1(b), which ensures centrosymmetry [42–44] and
anticipates constructive interference taking place along the
linear aggregate inducing a revival of the spreading excitonic
wave function over the last ring, if the excitation is initialized
in the first ring. From now on we study the adimensional
Hamiltonian H0/J2, using J2 as a unit of energy. We are not
interested in finding the exact eigenstates of the system, but
we will rather treat the interaction between the rings

V = ξ cos

(
2πρ

M

)
V̂ = ξρV̂ , (11)

having defined the dimensionless coupling constant
ξ := W/J2 and ξρ := ξ cos( 2πρ

M ), as a perturbation on
the single-ring Hamiltonian H0/J2. In the degenerate
subspace {| ± k, σ 〉} [see (4)], the interring Hamiltonian
V takes the form 〈k, σ |V| ± k, σ 〉 = 〈±k, σ |V|k, σ 〉∗ =
ξρ

(−1)k

ND
e−i(ηk (β )−η±k (β )), with k > 0. Because ηk (β ) =

−η−k (β ), two nondegenerate eigenvectors arise for each
positive value of k, which we label with the index ν ∈ {1, 2}.
The eigenvalues of this matrix, namely, the first-order
corrections to the single-ring energies from (3), are ξρ�ε

(1)
k,σ,ν

,
where

�ε
(1)
k,σ,ν

=
{
(−1)k 2

ND
δν,2 if ND is even

(−1)σ+k

ND

{
cos

[
πk
ND

+ ηk (β )
] + (−1)ν

}
if ND is odd.

(12)

The perturbed eigenvalues are clearly dependent on the in-
terring coupling strength W . The eigenvectors of V in the
degenerate subspace {| ± k, σ 〉} are labeled |k, σ, ν〉 and are
independent of W ; they can be used to obtain the new eigen-
states |ρ〉|k, σ, ν〉 of the aggregate with NR rings. Following
this procedure, we obtain, for ND even,

|ρ, k, σ, ν〉 = 1√
2
|ρ〉[(−1)νe−2iηk (β )|k, σ 〉 + | − k, σ 〉],

(13)
while for ND odd,

|ρ, k, σ, ν〉 = 1√
2
|ρ〉[(−1)νei(πk/ND )−iηk (β )|k, σ 〉 + | − k, σ 〉].

(14)
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(a)

(b)

FIG. 2. Comparison between the exact (numerical) and approxi-
mate perturbative diagonalization for an aggregate of NR = 4 rings of
ND = 8 dimers for different values of the interring coupling strength
ξ = W/J2; each ring is parametrized as in Fig. 1. (a) Eigenvalues
of the ρ = 1 block of the Hamiltonian (10). (b) Amplitudes φn,s of
the eigenstate |φ〉 = ∑

n,s φn,s|n, s〉 of the same ρ = 1 block of the
Hamiltonian (10) corresponding to the lowest energy (ground state
of the ρ = 1 block) for the index mapping j = ND(n − 1) + s.

To establish an analysis with the prospect of future im-
plementations, we use the couplings obtained from optical
measurements in the B850 ring of the LH2 complex of purple
bacteria [57]: J1 = 320 cm−1 and J2 = 255 cm−1. As shown
in Fig. 2(a), referring to the manifold ρ = 1, for small ξ

the structure of degenerate doublets ordered in a high- and
a low-energy submanifold given by (3) remains, and the result
of numerical diagonalization is pretty close to that of the per-
turbed analysis. Interestingly, the perturbative analysis is off
the numerical diagonalization by at most 10% (relative error)
for interring interactions as large as intraring interactions, as
shown for ξ = 1 in Fig. 2(a). Hence, as long as the eigenvalues
are concerned, the approximation obtained by the perturba-
tive analysis is very good. The perturbed eigenstates, on the
other hand, are in worse agreement with the numerically
exact eigenstates, as shown for the amplitudes of the lowest-
energy state in Fig. 2(b). However, since the perturbation is
proportional to cos( 2πρ

M ), it acquires its maximum value for
the manifold of lowest energy ρ = 1, so this selected case
represents the worst-case scenario among all manifolds. The
other manifolds will present even smaller corrections; we

can thus safely address the indices (k, σ ) as good quantum
numbers for single-ring states, even when we consider all the
interactions of the Hamiltonian H .

IV. CHARACTERIZATION OF THE EXCITATION
TRANSFER PROCESS

We label the eigenstates of H as |eμ〉, in ascending order of
energy εμ for larger indices μ ∈ {1, . . . , 2NDNR}. With these
eigenstates and eigenvalues, we can approach the study of
the time evolution |ψ (t )〉 = exp(−iHt )|ψ0〉 of an initial state
|ψ0〉. In particular, the probability that the excitation is found
in the rth ring at time t is given by

Pr (t ) =
∑
n,s

|〈r, n, s| exp(−iHt )|ψ0〉|2

=
∑
μ,μ′

ei(εμ′ −εμ )t 〈eμ′ |πr |eμ〉〈eμ|ψ0〉〈ψ0|eμ′ 〉, (15)

where πr = |r〉〈r| ⊗ ∑
n,s |n, s〉〈n, s|. Due to the identifica-

tion of the states |k, σ 〉 from (4) as being appropriate for
the description of the rings in the chain, this projector can
also be written as πr = |r〉〈r| ⊗ ∑

k,σ |k, σ 〉〈k, σ |. This ap-
proximation is based on the robustness of single-ring states
to the interring interaction discussed in Fig. 2 and permits
postulating |eμ〉 ≈ |ρ, k, σ, ν〉 as an approximation for the
full array eigenstates. Accordingly, the relation 〈eμ′ |πr |eμ〉 ≈
δk′,kδσ ′,σ δν ′,ν〈ρ ′|r〉〈r|ρ〉 follows. This results in

Pr (t ) ≈
∑

ρ,ρ ′,k,σ,ν

ei(ερ′ ,k,σ,ν−ερ,k,σ,ν )t 〈ρ ′|r〉〈r|ρ〉

× 〈ρ, k, σ, ν|ψ0〉〈ψ0|ρ ′, k, σ, ν〉, (16)

which together with the solutions (12) and (13) represents the
perturbative solution for the dynamics of ring populations.
In the following we will consider situations in which only
the leftmost ring (r = 1) is initially populated and we write
the initial state as |ψ0〉 = |r = 1〉|φ〉, where |φ〉 is a yet
unspecified single-ring state.

In Fig. 3 we present the time evolution of the populations
in a linear aggregate of four rings, for different values of ξ

and using the same parameters we chose for the eigenvalues
and eigenstates of Fig. 2. First, notice that the solution from
numerical diagonalization for ξ equal to 1

16 or 1
4 presented

in Figs. 3(a) and 3(b), respectively, is very similar to the
perturbative solution which is shown in Fig. 3(d) for ξ = 1

16 .
Second, note that all the results in this figure present sim-
ilar characteristics for different values of ξ when they are
displayed as a function of the timescale tξ . This can be
understood from Pr in (16), which depends on time solely
through the argument t (ερ,k,σ,ν − ερ ′,k,σ,ν ). A good approxi-
mation of ερ,k,σ,ν − ερ ′,k,σ,ν ≈ (ξρ − ξρ ′ )�ε

(1)
k,σ,ν

is found from
(12) which, based on the definition of ξρ in (11), states
ερ,k,σ,ν − ερ ′,k,σ,ν ∝ W , i.e., the timescale of transfer across
the array is mainly given by the interring coupling W and does
not depend at first order on the details of the ring dynamics,
due to the robustness of the single-ring excitonic manifold.

The speed of transfer is a complementary measure to
the transfer efficiency to characterize the performance for
energy transfer [38,39]. A measure for the transfer efficiency
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FIG. 3. Time evolution of populations in an aggregate of NR =
4 rings, when initially the excitation is in the leftmost site of the
first ring (|φ〉 = |n = 4, s = 1〉) for different values of the interring
coupling ξ = W/J2: (a) ξ = 1

16 , (b) ξ = 1
4 , and (c) ξ = 1. (d) Result

of the perturbative analysis for ξ = 1
16 . In all the panels a rescaled

time ξ t (ps) is used.

considered in a previous analysis [38,39] is the maximal
output probability, which in our case regards the maximum
occupation probability PNR at the last ring. This measure
quantifies transfer within the molecular network from the
input to the output site. The transfer is regarded as successful
if the excitation reaches the output site with high probability
in a short time [38,39].

Following the solution to the first-order perturbation on
ξ , addressing the degenerate manifold {| ± k, σ 〉}, we find
that the efficiency PNR (t ) ≈ P(1)

NR
(t ) = f (2ξ t/ND), where f is a

non-negative smooth function (see the Appendix for details).
It follows that, as long as ξ remains small, the timescale of
transfer is given approximately by 1/ξ as obtained in Fig. 3.
In this regime, therefore, the details of the ring Hamiltonian,
e.g., the dimerization degree β = J1/J2, are not important to
determine the properties of the transfer along the aggregate.

Notice in Fig. 3(c), and in more detail in Fig. 4(a), that
the height of the first revival in the fourth ring becomes
smaller as the value of ξ increases. In order to explain this,
we need to consider second-order corrections in ξ . As it
will be shown next, while at first order the perturbation only
lifts the degeneracies within the manifolds {| ± k, σ 〉}, higher-
order contributions mix states from nondegenerate manifolds,
introducing in (15) an additional dependence on ξ of the
amplitudes of the transferred populations.

We can explicitly see this additional ξ dependence by
considering the effect of the interring coupling on two non-
degenerate subspaces {| ± k1, σ 〉} and {| ± k2, σ 〉} such that
〈k1, σ |V̂ |k2, σ 〉 �= 0 and solving the dynamics in this four-
dimensional subspace only. For this reduced subspace, we

FIG. 4. Transfer efficiency as a function of time for different
values of the rescaled interring coupling ξ = W/J2 in an array of
four rings: (a) exciton in the leftmost site of the first ring of the
array, i.e., |φ〉 = |n = 4, s = 1〉; (b) delocalized initial condition
|φ〉 = |k = 1, σ = 1〉; (c) and (d) effect of dephasing (� = 0.1J2) on
the dynamics of the transfer efficiency P4(t ) for the same initial state
as in (a) and (b), respectively; and (e) and (f) effect of static disorder
(� = 0.1J2, with 103 stochastic realizations) on the dynamics of the
transfer efficiency P4(t ) for the same initial state as in (a) and (b),
respectively. In all cases, the system is initialized in the first ring:
|ψ0〉 = |r = 1〉|φ〉.

obtain the expression

PNR (t ) ≈ 2

ND

(
f (2ξ t/ND) + 2ξ 2

N2
Dδ2

f ′′(2ξ t/ND)

)
, (17)

valid to lowest nonzero order in ξ , where δ = (εk1,σ −
εk2,σ )/J2 (see the Appendix for details). To first order in ξ ,
PNR reaches a maximum when the first derivative of f is
zero and the second derivative f ′′ is negative. Therefore, from
(17) we see that the interring coupling has two effects: On
the one hand it compresses the transfer timescale through
the argument 2ξ t/ND of f , while on the other it reduces the
amplitude of PNR by an amount proportional to f ′′. Notice
that the difference in energy δ depends on the details of the
ring, as provided by (3), so it follows that the amplitude
of the transfer can be devised upon the details of the ring
interactions. It turns out then that the speed (depending on the
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coupling strength between rings) and amplitude (depending
on the geometrical details and couplings within each ring) of
the transferred population maximize to an optimum point, as
expected from concurrent quantities.

To better resolve this optimal value, Fig. 4(a) shows that
the amplitude of the transferred population starts to decrease
appreciably when 0.4 � ξ � 0.5, while the time required to
reach the maximum population in the fourth ring decreases
from about 1.2 to 1 ps. A further increase to ξ = 0.7 reduces
this time to 0.8 ps at the expense of reducing about 15%
the amplitude of the last ring population. Changes of the
ring geometry or interactions may suppress this reduction,
but a specific set of parameters can be better implemented if
additional dissipation processes that may avoid the successful
transfer to the end of the chain are incorporated.

In order to shed light on the phenomenon involving the
variable amount of population transferred to the last ring,
in Fig. 4 we compare the population transferred to the last
ring when the first ring is initialized on a single pigment
[Fig. 4(a)] or delocalized over the full ring [Fig. 4(b)]. A
rigorous treatment of initialization would require us to explic-
itly consider the interaction with optical fields, which extends
beyond the single-excitation manifold spanned by the states
defined in (1) and would divert the scope of our analysis.
However, the optical response to continuous illumination of
the ringlike geometry considered is well described by the
transition dipole strength of the states |k, σ 〉 [58], which are
significant only for the states |k = ±1, σ = 1〉, which we will
refer to as bright states. This fact supports our choice of |φ〉 for
Fig. 4(b). A practical implementation of the initial condition
studied in Fig. 4(a) would require optical pulses much shorter
than the timescale of intraring coherent propagation (much
shorter than 2π/J1) and directed towards the location of
individual pigments. Nowadays, the routine use of pulses with
duration of a few femtoseconds [4–13] easily lifts the restric-
tion imposed by the magnitude of J1, whereas evanescent
fields may nowadays offer a prospect of a spatial resolution
of approximately 5–10 nm for selective excitation [59,60],
which is nevertheless still larger than the approximately 1-nm
separation between adjacent pigment in the circular structures
mentioned in the Introduction. Thereby, spatial resolution is a
major obstacle for a realistic implementation of initialization
in a single pigment. As it can be observed, the single-pigment
initialization leads to a much higher transfer efficiency than
the delocalized |k = 1, σ = 1〉 initialization.

We now introduce Pn,s
NR

and Pk,σ
NR

to analyze the transfer
efficiency in the last ring arising from initializations in a site
|φ〉 = |n, s〉 or in a delocalized exciton |φ〉 = |k, σ 〉, respec-
tively, as indicated by the superscripts. Using these initial
states in (15), it is straightforward to show (see the Appendix)
that initialization in the leftmost or rightmost pigments on the
first ring in Fig. 1, |φ〉 = |n = 0, s = 1〉 or |φ〉 = |n = ND

2 ,

s = 1〉, results in a population at the last ring which doubles
the one arising from the initialization at the bright delocalized
state |φ〉 = |k = 1, σ = 1〉, i.e., Pn=4,s=1

NR
(t ) = Pn=0,s=1

NR
(t ) =

2Pk=1,σ=1
NR

(t ). It can also be shown that the transfer efficiency
is the same for any other |φ〉 = |k, σ 〉 state, which allows writ-
ing Pn=4,s=1

NR
(t ) = Pn=0,s=1

NR
(t ) = 2Pk,σ

NR
(t ). Moreover, it also

follows from (15) that initialization in any pigments other

than those lying along the linear aggregate axis leads to a
transfer efficiency which is the same as that from the delocal-
ized states |φ〉 = |k, σ 〉. Thereby, the equalities Pn=4,s=1

NR
(t ) =

Pn=0,s=1
NR

(t ) = 2Pk,σ
NR

(t ) underlie that initialization in the first
ring from any pigments other than those lying along the linear
aggregate axis or on fully delocalized states leads to a reduced
transfer probability with respect to that after initialization
in pigments lying along the linear aggregate axis. Then a
physical picture emerges where the optimal transfer efficiency
occurs when initialization in |φ〉 = |n = 4, s = 1〉 or |φ〉 =
|n = 0, s = 1〉, followed by propagation in two wavefronts
along the branches of the ring, results in constructive inter-
ference at the site coupled to the neighboring ring.

Notice, however, that the effect will be attributed to both
the which-way propagation within each ringlike unit cell
and the particular form of the interring coupling specified
in (9). The latter allows, as the dynamics proceeds, exci-
tations to reach initially a single pigment on intermediate
rings. This local initialization of intermediate rings will result
in constructive which-way interference within intermediate
rings, which might enhance transfer. Thereby, the reduction
Pk,σ

NR
(t ) = 1

2 Pn=4,s=1
NR

(t ) = 1
2 Pn=0,s=1

NR
(t ) can be attributed to

the internal dynamics of the first ring, while an additional
reduction should arise if the interference in the intermediate
rings is somehow hindered.

To illustrate this point, we calculate the dynamics of the
linear aggregate in the presence of dephasing between pig-
ments. In short, we evolve the density operator � according to
∂t� = −i[H, �] + �

∑
r,n,s(|r, n, s〉〈r, n, s|�|r, n, s〉〈r, n, s| −

�), where �/2 describes the dephasing rate between the
ground and the excited state of pigment r, n, s. The results in
Fig. 4(c) show that for ξ = 1 and 2πW > � the oscillatory
dynamics results in a maximum population at the last
ring (approximately equal to 0.2) which is considerably
smaller than the analogous quantity in the fully coherent
case [approximately equal to 0.6; see Fig. 4(a)]. Thereby,
decoherence within pigments decreases the peak population in
the last ring, which underlines the importance of constructive
interference within each ring to accomplish efficient transfer.
No qualitative differences are observed when choosing a
delocalized initial condition over the leftmost ring, as can be
seen from Fig. 4(d).

We also test the robustness of the transfer mechanism
described above against static disorder. We randomly perturb
the pigment energies E by an amount δEr,n,s sampled from
a zero-mean Gaussian distribution with standard deviation �

and look at the ensemble-averaged dynamics. The results in
Figs. 4(e) and 4(f) show that for both single-site (the leftmost
pigment of the first ring) and delocalized (on the first ring)
initialization, static disorder reduces the maximum population
transferred to the last ring. A comparison with the noiseless
scenario shown in Figs. 4(a) and 4(b) highlights that the
reduction is more severe for smaller interring couplings (ξ =
0.25), as it might be expected from Anderson localization
[61], which predicts larger backscattering of the wavefront
for larger values of �/ξ . In the case of a single-site initial
state, the scattering of the wave function results in both larger
and faster population transfer to the last ring. In contrast, the
case of a delocalized initial state in the first ring shows a
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smaller population on the last ring and a faster propagation
as the coupling is increased (ξ � 0.4) for the same level of
disorder. Since the trade-off of faster but smaller population
transferred for increasing interring coupling was observed in
the noiseless scenarios (site and delocalized initialization),
this hints towards a more robust transfer against the scat-
tering of the wave packet when the system is initially in a
delocalized state. We ascribe this stability against disorder to
the proven robustness of delocalized excitons against static
noise, which leads to the well-known exchange narrowing
mechanism [58], i.e., local fluctuations on sites |n, s〉 map
onto smaller fluctuations on excitons |k, σ 〉. Heuristically,
this robustness can be understood in terms of the absence of
which-way interference in the first ring for the delocalized
initialization with or without static disorder, which is present
in the noiseless case for single-site initial excitation but is
disrupted by disorder.

V. CONCLUSION

Motivated by the apparent symmetry of natural harvesting
structures and by the characteristics of available synthetic
platforms, we investigated the effect of short-range interac-
tions and dynamics within ringlike unit cells on the long-range
propagation of excitations in linear aggregates of these basic
units. In a scenario where intraring interactions are stronger
than interring couplings, we studied the situation in which
only the closest pigments of nearest-neighbor rings in the
aggregate interact with each other. We obtained an analytic
approximate solution of the eigenvalue problem for the system
Hamiltonian by means of a perturbative approach on the
interring coupling strength, which enabled us to illustrate that
interring coupling is the only quantity that sets the timescale
for coherent population exchange between rings, while the ge-
ometry of the unit cells may result in a beneficial constructive
interference of wave packets in the spatial locations where the
interaction among unit cells is strongest.

Even though the specific conditions to observe the ad-
vantages of constructive interference in unit cells might be
challenging at present, this work aims to foster the investi-
gation of quantum mechanical dynamics within unit cells for
optimization of transfer at larger scales, as expressed with the
multichromophoric Förster theory formalized years ago by
Jang et al. [62] and more recently to understand the diffusion
lengths observed in nanoengineered arrays of purple bacteria
complexes [63,64].
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APPENDIX: PERTURBATIVE EXPRESSION OF THE
TRANSFER PROBABILITY

The starting point for the calculation of the transfer prob-
ability PNR (t ) is (15). Writing the aggregate’s eigenstates as
|eμ〉 = |ρ〉|κρ〉 allows us to rewrite (15) for the last ring

r = NR as

PNR (t ) =
∑
ρ,ρ ′

(−1)ρ+ρ ′ |〈r = 1|ρ〉|2|〈r = 1|ρ ′〉|2

×
∑
κ,κ ′

ei(ερκ−ερ′κ′ )t 〈φ|κρ〉〈κρ |κ ′
ρ ′ 〉〈κ ′

ρ ′ |φ〉. (A1)

This is justified by the block-diagonal structure of the ag-
gregate’s Hamiltonian, which results in eigenstates {|εμ〉}μ =
{|ρ〉|κρ〉}ρ,κ . The states |κρ〉 are eigenstates of the ρth block
hρ , as defined in (10), with eigenvalues ερ,κ . The subscript
ρ indicates that the amplitudes may depend parametrically
on the perturbation ξρ . At first order in ξ , {|κρ〉}κ,ρ =
{|k, σ, ν〉}k,σ,ν and the overlap 〈κρ |κ ′

ρ ′ 〉 = δk,k′δσ,σ ′δν,ν ′ does
not depend on ρ. However, for higher orders 〈κρ |κ ′

ρ ′ 〉 will be
largest for ρ = ρ ′. This orthogonality condition between the
states |κρ〉, realized at first order in ξ , renders the calculation
of the first term in (17) straightforward and yields the result
PNR (t ) ≈ f (2ξ t/ND), with

f (x) =
∣∣∣∣∣
∑

ρ

(−1)ρ|〈1|ρ〉|2eix cos[πρ/(NR+1)]

∣∣∣∣∣
2

. (A2)

The calculation can be repeated considering an initially local-
ized state on the first ring

Pn,s
NR

(t ) =
∣∣∣∣∣
∑

ρ

(−1)ρ|〈1|ρ〉|2ei(2/ND )ξρ t

∣∣∣∣∣
2

(A3)

or delocalized in a single-ring eigenstate |k, σ 〉, which results
in the relation

Pk,σ
NR

(t ) = 1
2 Pn,s

NR
(t ). (A4)

The calculations are more involved when we consider
second-order mixing between nondegenerate manifolds. In
this case we compute the dynamics only within a four-
dimensional subspace given by two degenerate manifolds
{| ± k1, σ 〉} and {| ± k2, σ 〉}. Projecting (10) on this subspace,
one sees that only two of the four first-order eigenstates
couple, namely, {|i〉 = 〈ρ|ρ, ki, σ, 2〉}i=1,2 [cf. Eqs. (10) and
(11)]. These result in the κρ states

|+ρ〉 = ei(ηk1 −ηk2 ) cos θρ |1〉 + sin θρ |2〉, (A5)

|−ρ〉 = −ei(ηk1 −ηk2 ) sin θρ |1〉 + cos θρ |2〉, (A6)

with eigenvalues ερ,± = 2ξρ/ND ± 1
2

√
δ2 + (4ξρ/ND)2,

where the mixing angle is given by θρ = 1
2 arctan 4ξρ

NDδ
.

Plugging (A5) and (A6) into (A1) gives rise to some terms
oscillating at a frequency O(δ), which is larger than the
end-to-end transfer frequency O(ξ ). Therefore, we perform a
rotating-wave approximation by retaining only the terms that
oscillate with a frequency of order ξ . At this point, expanding
the mixing angles to second order in ξ , one obtains the final
expression (17), showing the explicit dependence of the
probability on the last ring on the perturbative parameter.
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