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ABSTRACT

In this thesis, I study the thermodynamic properties of the intracluster medium out to the
virial radius, making use of a unique combination of dedicated XMM-Newton exposures and
Planck maps, thus exploiting the capabilities of multi-wavelength observations, to constrain
at an unprecedented level the thermodynamic properties in a complete sample of galaxy
clusters. I will explore in detail their self-similar properties, their radial dependence, and
their implication. This work provides an important legacy value for any future studies of
galaxy cluster until the next generation of X-ray telescopes comes along.

• In Chapter 1 the present knowledge on the observable properties of galaxy clusters in
the literature are presented within a well defined cosmological framework.

• In Chapter 2 a review of the current understanding of the thermodynamic properties of
the intracluster medium is introduced, with possible selection biases.

• In Chapter 3, I present the X-COP project that has been the focus of the PhD work,
with sample selection, the main goals, and the main sample properties. I will also
introduce the reader to the X-COP like analysis, with applications of novel techniques.

• In Chapter 4 I will present the analysis of Abell 2319 as a pilot study for X-COP.

• In Chapter 5 the results for the entire X-COP sample regarding the main information
on the thermodynamic properties and their intrinsic scatter are presented.

• In Chapter 6 the results on the hydrostatic mass profiles in X-COP are presented,
exploring several mass models and comparing with other mass probes.

• In Chapter 7 the contamination from non thermal pressure support in the X-COP
sample is estimated, comparing the mass bias with the Planck cluster count bias.



vi

• In Chapter 8 the polytropic state of the intracluster medium in the X-COP cluster
sample and some important consequences are presented.

• In Chapter 9 I will explore another project performed on a sample of high redshift
clusters observed with Chandra, investigating their evolution upon redshift.

• In Chapter 10 I will summarize the main finding of this thesis, draw the final conclu-
sions, and present a few future scenario I am involved in.

• In Chapter 11 I will present the report on the activities carried out during the PhD.
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1.1 Cosmological framework

In an isotropic and homogeneous Universe, which is either contracting or expanding, the
general form of the metric is described by the Friedmann–Lemaître–Robertson–Walker
(FLRW) metric.

ds2 = c2dt2 −a2(t)
(

dr2

1− kr2 + r2(dθ
2 + sin2

θdφ
2)

)
(1.1)

where a(t) is the scale factor describing the evolution of the universe and k is the curvature
parameter, which can be either positive, zero, or negative, as schematically illustrated here:

In general relativity the dynamic of the Universe is described by the Einstein equations,
which illustrate how matter changes the space-time geometry of the Universe

− 8πG
c4 T µν = Gµν +Λgµν (1.2)

where T µν is the energy-momentum tensor. For a perfect fluid, characterized only by its
density ρ and its pressure p, the energy-momentum tensor takes the following form:

T µν =
(

ρ +
p
c2

)
uµuν − pη

µν (1.3)

where uµ is the 4-vector velocity field, and ηµν is the Minkowski metric, ηµν = diag(1,-
1,-1,-1). Thus in the reference frame at rest with respect to the perfect fluid, T µν takes the
matrix form

T µν =


ρ 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p


Therefore, the Einstein equations, Eq. (1.2) are expressed by the two Friedmann’s equations

H2 =

(
ȧ
a

)2

=
8πG

3
ρ − kc2

a2 +
Λc2

3
(1.4)
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Ḣ +H2 =
ä
a
=−4πG

3

(
ρ +3

p
c2

)
+

Λc2

3
(1.5)

The Hubble parameter, defined by H = ȧ
a , measures the expansion rate of the Universe.

Combining the two Friedmann’s equations it is possible to compute the formula for energy
conservation in this cosmological framework.

ρ̇ +3
ȧ
a

(
ρ +

p
c2

)
= 0 (1.6)

However generally in the literature it is preferred to use only the first Friedmann equation,
Eq. (1.4), and combine it with an equation of state

p = ωρc2 (1.7)

where ω is a constant which is usually called itself “equation of state”. In general for every
ω , we can find the evolution, as function of the scale factor a, for the density by substituting
Eq. (1.7) in Eq. (1.6):

ρ = ρ0 ·a−3(1+ω) (1.8)

where ρ0 ≡ ρ when a = 1, i.e. at present time we measure the density ρ0. In particular for
cold matter, i.e. when p ≪ ρc2 determines ω = 0, the scaling of its matter density goes
with ρm ∝ a−3. On the contrary in the case of radiation (or ultra hot matter), i.e. when
p = ρc2

3 implies ω = 1/3, its density scales with ρr ∝ a−4. Moreover we define the following
densities

ρΛ =
Λc2

8πG
and ρk =

3kc2

8πG
and ρc =

3H2
0

8πG
and Ωx =

ρx

ρc
(1.9)

where ρc is the critical density of the Universe, and the subscript “x” indicates the specific
density we are referring to (matter, radiation, dark energy, curvature).
Thus the first Friedmann equation, Eq. 1.4, can be rewritten as:

E2(z) =
(

H
H0

)2

= Ωma−3 +Ωra−4 +Ωka−2 +ΩΛ (1.10)

Finally, considering that the expansion of the universe, governed by the scale factor a,
produces a redshift in the spectrum of photons z = ∆λ

λ
= (1+a)−1, we can write the first

Friedmann equation as:

E2(z) =
(

H
H0

)2

= Ωm(1+ z)3 +Ωr(1+ z)4 +Ωk(1+ z)2 +ΩΛ (1.11)
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100 101 102 103 104 105
1+z

10 1

100
x(z

)

m

r

Fig. 1.1 Evolution of the energy densities with redshift. The blue, orange, and green lines
represents the evolution of the matter density Ωm, the radiation density Ωr, and the dark
energy density ΩΛ components respectively in a ΛCDM cosmological framework with
parameters as measured by Planck (Planck Collaboration et al., 2016e).

In Fig. 1.1 the evolution of each of these components with redshift are displayed, where
Ωx(z) are simply the value at present time multiplied by their evolution with redshift and
renormalized by E2(z):

Ωm(z) = Ωm
(1+ z)3

E2(z)
, Ωr(z) = Ωr

(1+ z)4

E2(z)

Ωk(z) = Ωk
(1+ z)2

E2(z)
, and ΩΛ(z) = ΩΛ

1
E2(z)

In the concordance model, or ΛCDM model, the aforedescribed cosmological parameters
take the values implied by observations of the cosmic microwave background (CMB), which
are found by Planck (Planck Collaboration et al., 2016e) to be

H0 = 67.8±0.9 km s−1Mpc−1

Ωm = 0.308±0.012

ΩΛ = 0.692±0.012

|Ωk|< 0.005

Ωr = (9.15±0.36) ·10−5

ω =−1.006±0.045

(1.12)
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z = 3 z = 1 z = 0.5 z = 0

Fig. 1.2 Evolution of a dark matter density field around a cluster.

1.2 Formation and evolution of galaxy clusters

In the hierarchical structure formation scenario, galaxy clusters grow through a sequence
of mergers and accretion of smaller systems from the primordial density fluctuations to
form the massive structures we observe today. Their growth is driven mainly by gravity,
therefore by the dark matter that dominates the gravitational potential, thus the formation and
evolution can be approximated by models of dissipationless dark matter collapse, predicting
correlations between basic cluster properties. One of the most remarkable and successful
model is the self-similar model of clusters (Kaiser, 1986), that despite its simplicity is able to
reproduce several of the observed properties.

Kaiser (1986) describe the thermodynamics of the intracluster medium (ICM) as being
entirely determined by gravitational processes, assuming spherical symmetry and hydrostatic
equilibrium. In this model, clusters with the same mass and at the same redshift are identical,
with observable properties scaling with mass and redshift following well defined power lawsLX ∝ M4/3E(z)7/3

kT ∝ M2/3E(z)2/3

The complete description of cluster formation and evolution requires modeling the non-
linear processes during the gravitational collapse, and the correct treatment of the dissipative
baryonic component (see Kravtsov and Borgani, 2012, for a detailed review on the formation
and evolution of galaxy clusters ). Pristine gas falls into the dark matter potential well and
is progressively heated to high temperatures of 107 −108 K, such that the majority of the
baryons end up in the form of a fully ionized plasma, the intracluster medium. This low
entropy gas falls toward the centre of the cluster, getting compressed up to a point when
cooling becomes efficient; this feeds star formation and accretion on the supermassive black
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Fig. 1.3 The anisotropies of the cosmic microwave background as observed by Planck.

hole, which in turn results in an energetic feedback due to supernovae (SNe) or active galactic
nuclei (AGN) activity.

1.2.1 Growth of structure

In 1965 Penzias and Wilson detected a signal coming from all over the sky, with spectral
feature very close to a perfect black body spectrum with temperature of about 2.7 K, thus
with emission peaking in the microwaves (from Wien’s displacement law λmax ≈ 2.9·10−3 K m

T ).
Through the years more refined instruments have looked at this cosmic microwave back-
ground (CMB), finding that the temperature is not uniform, but fluctuates around the mean
by a fractional difference of only 10−5. Fig. 1.3 shows these temperature fluctuations as
observed by Planck. These tiny temperature fluctuations correspond to regions of slightly
different densities, which represent the seeds of all future structures. Once this primordial
density fluctuations are set, they begin to grow linearly. These density fluctuations are
characterized by a density contrast

δ (x) =
ρ(x)− ρ̄m

ρ̄m
(1.13)

where ρ̄m is the mean mass density of the Universe.
Assuming that the statistical properties of the primordial density fluctuation are a uniform

and isotropic Gaussian field, a power spectrum P(k) is a complete statistical description of the
initial perturbations. During the initial phase, each fluctuation mode δ (k) grow independently
at the same rate, evolving according to the linear growth factor D+(a). Once the amplitude
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of these fluctuation approaches the unity, the linear model fails at reproducing cluster growth,
and further evolution requires numerical simulations with detailed astrophysical model for
all the phenomena taking place.

1.2.2 Spherical collapse model

The simplest model for collapse is a uniform sphere slightly denser than the surrounding
(Bertschinger, 1985). This perturbation initially expands alongside the rest of the Universe,
however its gravitational attraction gradually slows, halts, and reverses the expansion. Then
a cluster forms at the centre of this fluctuation.

In reality clusters do not form spherically symmetric, and of top of that the infalling
matter clumps change the gravitational potential, such that the velocity of the infalling
particles are randomized according to a Maxwellian distribution. This process leads to a
sort of virial stationary equilibrium where the total kinetic energy is related to the total
gravitational potential energy:

N

∑
i=1

miṙ2
i =−

N

∑
i=1

Fi · ri (1.14)

where the left hand side of the equation is twice the total kinetic energy of a system, and the
right hand side is the total potential energy for the system, which in the case of a uniform
sphere of radius r and M = ∑i mi, solely described by the gravitational force, takes the form
GM2/r.

The virial theorem, Eq. (1.14), produces a natural boundary for clusters, the virial radius.
Numerical simulations have shown that the particles within this radius have an isotropic
direction for their velocity, while outside this radius the particles are preferentially infalling.

In the spherical collapse model in a matter-dominated Universe, the virial radius is
characterized by a density contrast approximated by the following relation:

∆v = 18π
2 +82[Ωm(z)−1]−39[Ωm(z)−1]2 (1.15)

where Ωm(z) is the matter density at the redshift of formation (Bryan and Norman, 1998),
which is defined from Eq. (1.11) as Ωm(z) = Ωm · (1+z)3

E(z)2 .
This definition of the outer boundary of clusters in a matter-dominated Universe has

inspired alternative definition which do not depend on cosmology. A very common radius
used in the literature is the radius within which the mean matter density is 200ρc ( R200 ),
where the critical density ρc is defined in Eq. (1.9).
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1.2.3 Hydrostatic equilibrium

On the other hand the dynamic of the accreting gas differs from the dynamic of the dark
matter, in fact because the gas is collisional several processes are important, not only gravity.
Thus, the physics driving the infall and the successive evolution is fairly complicated, thus
requiring the aid of numerical simulation to understand the exact physics which shapes the
ICM.

Numerical simulation generally find that after the collapse, the baryons form an accretion
shock at large radii, which, similarly to the splashback radius for the dark matter component,
represents a natural boundary for the baryonic component in galaxy clusters. Shi (2016) has
studied how the accretion shock is related to the splashback radius in the self-similar spherical
collapse model, finding how their location depends on the mass accretion rate, how both the
location of the accretion shock and of the splashback radius moves inward increasing the
mass accretion rate.

Following the collapse, the baryonic matter component follows a set of quasilinear
hyperbolic equations, the Euler equations. These equations represents a fluid which conserves
both mass, momentum, and energy. These are a particular solution of the Navier-Stokes
equations with zero viscosity and zero thermal conductivity. Recently Lau et al. (2013) and
Ota et al. (2018) have shown that by using Euler equations and the Gauss’s Law it is possible
to split the expression for the total mass as a sum of individual contributions, such that the
true mass can be expressed as:

Mtrue =
−R2

G⟨ρg⟩
∇⟨P⟩︸ ︷︷ ︸

Mtherm

+
−R2

G⟨ρg⟩
∇⟨ρ⟩σ

2︸ ︷︷ ︸
Mrand

+
−R2

G
(⟨v⟩

ρ
·∇)⟨v⟩

ρ︸ ︷︷ ︸
Mbulk

+
−R2

G

∂ ⟨ur⟩ρ

∂ t︸ ︷︷ ︸
Maccel

(1.16)

where ⟨. . .⟩ represent the spatial average. Mtherm is the mass term representing the thermal
pressure support of the gas against gravity, Mrand is the support from the random motions of
gas which represents turbulence, Mbulk is the support from the bulk motion of the gas, Maccel

is the support due to temporal variations of the mean radial gas velocities, which is physically
impossible to measure in observations.

However the final baryonic configuration is generally approximately described by the
hydrostatic equilibrium equation, which is just the dominating Mtherm component, in which
at each point the pressure gradient is perfectly balanced by the local gravitational potential.
Assuming spherical equilibrium this takes the form:

1
ρg

dP
dR

=−GMHE(< R)
R2 (1.17)
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Fig. 1.4 Example of a multiwavelenght observation of the galaxy cluster Abell 370. The
component in luminous stars observed by Hubble is in yellow, with the blue the inferred
distribution of dark matter through the effect of gravitational lensing, while the purple region
shows the X-ray view of this cluster by Chandra.

where ρg is the gas density, and P is the gas thermal pressure. By further assuming that the
gas follows the equation of an ideal gas ( i.e. P = neT ), the mass within a given radius can
be expressed as

MHE(< R) =− RkBT
Gµmp

[
d logρg

d logR
+

d logT
d logR

]
(1.18)

1.3 Observational properties of galaxy clusters

The study of galaxy clusters starts with Messier and Hershel, when at the end of the 17th

century they found large concentration of “nebulae” in the constellation of Virgo and Coma.
The tendency of galaxy to cluster become evident once the number of known galaxies

increased, and the number of clusters continued to accumulate. Definitive cluster catalogues
were then compiled by G. Abell and collaborators (Abell, 1958; Abell et al., 1989), founding
our modern understanding of clusters physics. Nowadays cluster catalogues account for
thousands of galaxy clusters, and discoveries in the optical from concentration of galaxies in
the sky, like the recent Sloan Digital Sky Survey (SDSS, Hao et al., 2010), are not the only
way clusters are discovered. In fact, because the gas is heated to very high temperature, the
ICM is a fully ionized plasma, thus is able to emit in X-ray via bremsstrahlung radiation,
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allowing to detect directly the emission from clusters hot gas, detected first by UHURU
X-ray satellite (Cavaliere et al., 1971; Forman et al., 1972; Kellogg et al., 1972), and more
recently e.g. from Rosat (Voges et al., 1999) or from XMM-Newton(Snowden et al., 2008).
On top of that, the CMB photons crossing galaxy clusters are subject to inverse Compton
scattering off the hot ICM electrons, thus producing a spectral shift in the CMB signal,
the Sunyaev-Zel’dovich (SZ) effect (Sunyaev and Zeldovich, 1972), that is detectable at
microwave wavelengths.

Figure 1.4 shows an example of a multiwavelenght observations of a galaxy clusters,
using X-ray, optical, and lensing observations, thus probing different properties of galaxy
clusters, the gas, the galaxies, and the total matter (i.e. dark matter plus baryons) respectively.

1.3.1 Galaxy clusters in optical

Identifying a cluster in optical follows the idea that in our Universe light traces mass, thus the
total optical luminosity of a cluster is a probe of cluster’s mass. This information is encoded
in Abell’s catalogue in categories of “richness”, by counting the excess of galaxies brighter
than a certain magnitude limit. This method is subject to projection effect, in fact presence of
structure along the line of sight can mimic the effect of a cluster when projected on the plane
of the sky.

An extension of Abell’s method was possible with more advanced instrument which
are able to observe with multiple filters. In fact galaxies inside a cluster are generally
redder than the field, i.e. early-type galaxies where star formation is suppressed. Postman
et al. (1996) have extended Abell’s method adopting the color of galaxies as direct probe
of clusters, carrying out a survey based on well-defined selection criteria which allow to
produce meaningful statistical studies of the cluster population. However at very high redshift
galaxies become redder due to cosmological redshift independently if they belong to a cluster
or to galaxy field, therefore it is necessary to extend this technique to the near-infrared
waveband in order to discover and identify galaxy clusters. The strength of this method was
demonstrated by Stanford et al. (1997), finding a new galaxy cluster at z = 1.27.

Recently, the Sloan Digital Sky Survey (SDSS, Hao et al., 2010) have produced a very
large catalog of optically selected clusters, detecting over 55.000 clusters. They have detected
galaxy clusters using the clustering of member galaxies in the color-magnitude diagram in
the red sequence. In fact this is unique for members galaxies, and is not present among field
galaxies.
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1.3.2 Galaxy clusters in X-rays

Clusters of galaxies are powerful X-ray sources because the majority of baryons are in
the form of a very hot and diffuse gas embedded in a deep potential well generated and
dominated by dark matter. At the temperature of 107 −108 K the gas is fully ionized and
the free electrons emit thermal bremsstrahlung radiation produced by the deceleration of the
electrons (see Rosati et al., 2002, for a complete review on the X-ray properties of galaxy
clusters).

Extended X-ray emission from clusters was first observed in the Coma cluster in the
1970’s (Forman et al., 1972; Gursky et al., 1971), correctly associating their emission spectra
with thermal bremsstrahlung radiation. The rate at which the ICM radiates energy can be
expressed in terms of a cooling function Λc(T,Z) which depends on temperature T and
metallicity Z, thus the emissivity is proportional to the product of the densities of the particles
producing the bremsstrahlung radiation multiplied by this cooling function:

εX ∝ nenHΛc(T,Z) (1.19)

Therefore, because X-ray emission depends on density squared (given that the number density
of hydrogen and electrons are proportional nH ∼ ne ·1.2), galaxy clusters stand out against
less dense surrounding regions, reducing significantly any projection degeneracy.

Rosat, with it full sky coverage has produced the most complete catalogue of X-ray
clusters (Voges et al., 1999), from which flux limited sample are built on (Böhringer et al.,
2007). In the near future, e-Rosita(Borm et al., 2014; Merloni et al., 2012; Pillepich et al.,
2018) is expected to increase by a factor of at least 100 the number of clusters detected in
X-rays, thus opening a new prospective in the statistical studies of galaxy clusters.

1.3.3 Galaxy clusters in Microwaves

In the 70’s, Sunyaev and Zeldovich predicted a specific spectral distortion in the cosmic
microwave background (CMB) caused by the presence of the hot ICM gas, the so called SZ
effect (Carlstrom et al., 2002; Sunyaev and Zeldovich, 1972).

A few decades later, with advanced telescopes like Planck, South Pole Telescope (SPT),
and Acatama Cosmology Telescope (ACT), clusters are routinely observed via their thermal
SZ signal, and new clusters are found using these new instruments. The surface brightness of
the thermal SZ effect (tSZ) is proportional to the Compton y parameter:

y(r) =
σT

mec2

∫
Pe(l)dl (1.20)
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where the integral is computed along the line of sight, l, at the radius, r, from the centre; σT

is the Thomson cross section, me the mass of the electron, and c the speed of light. The effect
on the CMB temperature fluctuations is

∆TCMB

TCMB
= f (ν ,Te) · y (1.21)

where f (ν ,Te) encodes the frequency dependence, including relativistic correction depending
on electron temperature Itoh et al. (1998). The thermal SZ effect depends linearly on the
thermal electron pressure, thus it is a very important tool to probe the outermost parts of
clusters, the outskirts. On the contrary the SZ effect has the downsize of being prone to being
affected by projection effects, given its linear dependency on the ICM density.

On top of this, when a galaxy cluster is moving with respect to the CMB rest frame, the
CMB spectrum is Doppler shifted due to the bulk motion of the electrons in the ICM. This is
the kinetic SZ effect (kSZ) which produces a change in the CMB temperature

∆TCMB

TCMB
=−vz

c
τe (1.22)

where vz is the cluster velocity along the line of sight, and τe is the total electron optical depth.
However. this effect is much smaller than the thermal SZ effect, thus making it much harder
to detect. Nevertheless recently there have been strong hints at the level of 4σ detection of
this signal (Mroczkowski et al., 2012; Sayers et al., 2013).

1.3.4 Galaxy clusters in Radiowaves

Radio observations indicate that in galaxy clusters the presence of relativistic electrons (e.g.
Willson, 1970) and large scale magnetic fields (e.g. Lazarian and Brunetti, 2011) produce
extended diffuse synchrotron radiation.

Cluster mergers are thought to be the main responsible for the production of these
relativistic electrons, in fact part of the energy involved within a merger is converted into
turbulence, accelerating electrons to relativistic velocities, which are then visible in radio
waveband as radio-halos and radio-relics (see Brunetti and Jones, 2014, for a review). Radio
halos are generally connected with X-ray emission given they roundish shape centred onto
the cluster centre. However radio relics are generally elongated and polarized and are found
in the outer regions of galaxy clusters (Feretti et al., 2012), particularly recent studies have
found their alignment with the presence of shocks, visible in X-ray, produced by the merger
events, generating the observed arc shaped morphology (e.g. Akamatsu et al., 2013; Eckert
et al., 2016b). The non-thermal components observed in galaxy clusters through radio
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observations are therefore unique probes of the very energetic processes that are active and
shape the ICM.

1.4 Mass measurement of clusters

In this section we briefly describe how the cluster mass can be estimated directly using
different probes, going from optical measurements of velocity dispersion or lensing effect
on background galaxies. Or how the thermodynamic properties can be used to estimate the
hydrostatic mass.

1.4.1 Velocity dispersion

From observation of close galaxy clusters for which its possible to measure the radial
velocities vr of the member galaxies, then assuming a normal distribution for the galaxies in
velocity space, the velocity dispersion σv can be estimated. From this measure, the mass of a
galaxy cluster can be measured. As Zwicky (1933, 1937) have demonstrated, assuming the
virial theorem, Eq. (1.14), the mass within a given radius R of a relaxed and isolated cluster
is given by

M =
3σ2

v R
G

(1.23)

that for the case of a 1014M⊙ object, with a radius of 1 Mpc, produces a velocity dispersion
of σv ≈ 660 km/s. Zwicky correctly estimated that the cluster mass should be far greater
than the total mass coming from the observed stars in the galaxies, first evidence of the
presence of dark matter, a large amount of matter which is does not emit light.

Extensive measurements of redshift and velocities of many more galaxies allows to
measure cluster masses more accurately and also as function of radius, enabling detailed
studies of the dynamical state of clusters (Carlberg et al., 1997; Oegerle et al., 1995).

However galaxy cluster continue accreting material through cosmic web filaments, thus
clusters are not in equilibrium and velocity dispersion with virial theorem is not sufficient to
yield an exact cluster mass.

1.4.2 Lensing

In the paper of 1937 (Zwicky, 1937), Zwicky pointed out an alternative way of measuring
the cluster masses: through the gravitational lensing effect that clusters have on background
galaxies. However several decades passed before this method being feasible. Given the fact
that gravity obeys Gauss’s theorem, the lensing effect is sensitive only to the cluster mass
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within a given radius, bending the trajectory of photons toward the cluster’s centre. Therefore,
by studying the shear distortion of a galaxy background field, is possible to measure cluster’s
masses within a given radius (see Bartelmann, 2010, for a complete review)

α̂ =
4GM
c2R⊥

(1.24)

where α̂ is the deflection angle, and R⊥ is the impact parameter on the plane of the lens.
However this method is subject to projection effects, in fact limitations are superposition

of other mass concentrations, in fact the integrated projected mass along the line of sight
which is not part of the cluster can be on the order of 1014M⊙, thus comparable to the cluster
mass itself.

1.4.3 Thermodynamics

The mass of the ICM can be determined by knowing the thermodynamic properties, like
density, temperature, and pressure, because, assuming hydrostatic equilibrium, see Eq. (1.17)
and Eq. (1.18), these quantity are a direct probe of cluster masses (see Ettori et al., 2013a,
for a complete review).

X-ray only observations are very powerful probe of the thermodynamical properties.
In fact from surface brightness profiles extracted from images in a soft energy band, e.g.
[0.5-2.0] keV typical for Chandra and [0.7-1.2] keV typical for XMM-Newton one can
directly deproject and obtain the gas density profile (Eckert et al., 2016a; Ettori et al., 2010).
Simultaneously, from the spectral shape observed in the detector, it is possible to estimate
the gas temperature. Both density and temperature are usually extracted in several annuli
around the centre of the cluster, however because density depends only on the normalization
of the spectrum while temperature is sensitive to the spectral shape, the number of radial
bins where temperature can be estimated is much smaller than the number of bins to extract
density. SZ observations in the microwave are fully complementary to X-ray observations
and provide measurement of the electron pressure. Moreover the SZ effect depends linearly
on density, thus at large radii the signal drop is much smaller than the X-ray signal, therefore
SZ pressure profiles can be extracted out to a very large radii, ∼ 2R500 (Planck Collaboration
et al., 2013).
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2.1 Selection effects

When deriving the statistical property of a population, of astrophysical objects for instance,
from a sample which is a subset of the underlying population, one has to be certain that
the sample is representative and unbiased with respect to selection effects. This means that
the method used to detect or select galaxy clusters shouldn’t influence any property which
are of interest. Therefore, any statistical study of galaxy clusters requires a well defined
selection function such that the underlying cluster population is well represented by the
selected sample of clusters.

Galaxy clusters have important cosmological application (Allen et al., 2011; Burenin et al.,
2007; Cunha et al., 2009; Mantz et al., 2016, 2014; Oguri and Takada, 2011; Vikhlinin et al.,
2009), being very precise probe of structure formation and evolution, given the assumption
that the selection applied is based on one or more parameters which are reliable proxies of
their masses. However cluster masses are not a direct observable quantity, therefore one
needs to exploit the various correlation between the mass of a cluster and other observable
quantities.

Historically the first cluster identification and selection was made using optical observa-
tion through the definition of richness, however the relation between richness and mass is
largely scattered, see Fig. 2.1 from Rettura (2017), thus a selection based on richness has
limited cosmological application.

X-ray luminosity is shown to be an observable quantity tightly correlated with cluster
mass, see Fig. 2.1 from Pratt et al. (2009). Thus it is easy to define flux-limited samples with
well defined selection function. However some limitation arise in using X-ray luminosity to
detect and build up clusters of galaxies, in fact the X-ray luminosity dims with distance, thus
at high redshift the luminosity of an object will be significantly smaller than if it is nearby.
Therefore, a flux-limited sample will strongly depend upon the relation between luminosity
and redshift.

However since the first X-ray images of clusters, it became clear that galaxy clusters are
divided in two classes, characterized by their peaked or not peaked central density (Jones and
Forman, 1984). The first kind of clusters are characterized by a prominent surface brightness
peak, associated with a decrease of the temperature profile in the inner region of clusters.
The cooling time is shorter than the Hubble time, however the loss of heat is compensated by
energy injection from the central AGN, which prevents the gas from cooling down too much
and disappear from the hot phase; these clusters are classified as cool cores (CC, Molendi
and Pizzolato, 2001). The second kind of clusters simply do not present these features; the
surface brightness is not peaked, the cooling time is long even in the central region, and the
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Fig. 2.1 The relation between cluster mass and observable properties. Left: X-ray luminosity
in the REXCESS sample (Pratt et al., 2009, with MYX

500 the mass obtained by the calibrated
M-YX scaling relation), Centre: SZ Compton signal (Planck Collaboration et al., 2014b, with
MYX

500 the mass obtained by the calibrated M-YX scaling relation), Right: Cluster Richness
(Rettura, 2017, with M500 measured using the calibrated M-LX scaling relation)

central temperature does not drop; these second type of clusters are classified as non cool
cores (NCC, Molendi and Pizzolato, 2001).

In the literature several indicators have been proposed to classify the two populations,
based on their central properties: temperature drop (Sanderson et al., 2009, 2006), cooling
time (Bauer et al., 2005) a composition of these two criteria (Dunn and Fabian, 2008; Dunn
et al., 2005), the slope of the gas density profile at a given radius (Vikhlinin et al., 2007), and
the core entropy (Cavagnolo et al., 2009).

The division of cluster in two categories still remains unclear. Some studies find that the
observed population of clusters is bimodal (Cavagnolo et al., 2009), however other studies
don’t find any evidence for this bimodality (Pratt et al., 2010). Thus it is still unclear whether
this is an intrinsic division into two classes or is rather caused by differences in the evolution
during the history of clusters. Nevertheless X-ray selected samples are found to contain a
fairly large amount of CC clusters, about 60-70% of the total.

The SZ signal instead, compared with X-ray luminosity, does not depend on the redshift
of the source, thus in principle is able to detect any cluster above a given signal threshold
independently of its distance. Moreover the SZ signal is less sensitive to the central morphol-
ogy of clusters (CC or NCC), given the linear dependence, instead of quadratic, of the SZ
signal on density. On top of that the cluster masses are tightly correlated also with SZ signal,
see Fig 2.1 from Planck Collaboration et al. (2014b).

Only recently with advanced SZ observatories, Planck, SPT, ACT, it is possible to select
clusters based on their SZ signal. However several recent works (Andrade-Santos et al.,
2017; Lovisari et al., 2017; Rossetti et al., 2017) have found a significantly lower abundance
of CC clusters in SZ selected samples, about 30%, confirming the scenario where X-ray
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Cool Core

A85
A2255

Non Cool Core

Fig. 2.2 The galaxy clusters A85 and A2255 are two nearby object which are at about the
same redshift and their masses are very close (Ettori et al., 2018), however A85, being a
strong cool core, is much more visible in an X-ray image.

cluster samples are affected by a “cool core bias” (Eckert et al., 2011). Indeed extended
X-ray sources are detected based on their excess with respect to the background level, thus
this makes easier to detect a CC cluster with a prominent peaked surface brightness profile
compared to a similar cluster which is instead a NCC, thus without any surface brightness
excess. This is clear in Fig. 2.2 where the X-ray images of A85 and of A2255 are displayed.
In fact A85 and A2255 are at about the same redshift and have about the same mass, thus a
good selection function based on cluster masses will detect equally both clusters, i.e. with
the same signal, however the fact that A85 is a CC while A2255 is a NCC, makes the first
much more easy to detect in an X-ray image, as one can appreciate from this figure.

This is why it is easier to detect a cluster with a prominent surface brightness peak than
an object with a shallower profile, even if they have the same flux when integrated out to a
physically relevant radius, like R500. Thus this effect leads to a significant incompleteness in
flux-limited cluster samples, indicating that the percentage of CC objects is over-estimated in
X-ray selected samples.

However a few recent works (e.g. Lin et al., 2015; Sayers et al., 2013) argue that SZ
selected samples could be affected by an opposite bias, i.e. SZ surveys are biased against CC.
In fact the presence of radio sources, which are present mainly in CC cluster, can influence
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the SZ detection. On top of this Sommer and Basu (2014) argued that in simulation the SZ
signal in merging clusters is boosted for a few Gyr, thus increasing the likelihood of detecting
a disturbed system.

2.2 Thermodynamic properties

The collapse of the primordial density peaks have a strong impact not only on the collisionless
dark matter, but also on the thermodynamic properties of the intracluster medium. However
the latter is not just affected by the gravitational potential, but astrophysical processes
related to galaxy formation and evolution play an important role in shaping the ICM. These
various astrophysical processes include cooling and stellar feedback (Kay et al., 2002), AGN
feedback (Dubois et al., 2010; Springel et al., 2005), shocks (Vazza et al., 2012), turbulence,
bulk motions (Vazza et al., 2011), cosmic rays (Pfrommer et al., 2007), and magnetic field
(Dolag et al., 1999). Therefore, the thermodynamical properties of the ICM encode valuable
information on the processes governing the formation and evolution of galaxy clusters.

The gas falling onto the deep gravitational potential wells of clusters, get their potential
energy converted first to kinetic energy, then, via adiabatic compression and shocks, gets
converted into thermal energy. Since gravity does not have a typical scale, the prediction
on the thermodynamic properties from the self-similar model (Kaiser, 1986) should be
respected in regions where gravity dominates. Thus since in the outskirts of galaxy cluster
gravity dominate, they are expected to follow closely some self-similar model. Indeed
non-radiative numerical simulations confirm this scenario, but observations in the outskirts
produce controversial results (e.g. Eckert et al., 2013; Walker et al., 2012b).

High redshift preheating (Evrard and Henry, 1991; Tozzi and Norman, 2001) from
astrophysical sources, i.e. AGN and stellar feedbacks, was proposed as a possible mechanism
to to break self-similarity. The energy required to break self-similarity at the observe degree
is about 1 keV per particle, therefore Supernovae alone cannot. However preheating predict
large isentropic cores and shallow pressure profiles, which is not observed in real cluster
(Arnaud et al., 2010; Cavagnolo et al., 2009)

Gas cooling is another mechanism which can break self-similarity(Bryan, 2000; Voit and
Bryan, 2001). In fact when a gas particle cools, it disappears from the hot ICM phase, and
is replaced by a particle with higher entropy from a larger radii. This phenomena therefore
removes low entropy gas and replaces it with gas with higher entropy.
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2.2.1 Density

Surface brightness is a very easy observable quantity to characterize (Ettori and Molendi,
2011), nevertheless rich in physical information, given that it is proportional to the square of
the density. It can be directly recovered from the analysis of images in soft energy bands,
where the X-ray emissivity is almost independent on gas temperature, thus depending solely
on density.

Given the assumption of hydrostatic equilibrium, Eq. (1.18), a simple model to describe
the surface brightness from a gas is an isothermal sphere, known as the β -model (Cavaliere
and Fusco-Femiano, 1976), which assumes that the temperature is constant from the cluster
core to the cluster outermost boundary. In this model the surface brightness follows the
following profile:

Sb ∼
(

1+
r
rc

)−3β+ 1
2

(2.1)

where the core radius rc measures the extension of the core, and β determines the shape.
This model provides a generally good fit to observational data, however it was demonstrated
that in the centre and in the outskirts of clusters the isothermal assumption breaks, thus the
β -model is not able to correctly model the inner and outer parts of galaxy clusters (Jones and
Forman, 1984; Vikhlinin et al., 1999, respectively). This is not something unexpected given
that clusters are not isothermal.

Recent observations from Suzaku, thanks to its low particle background, have been
consistently able to map the gas distribution in galaxy clusters from the core to the outskirts.
Their studies (e.g. Akamatsu et al., 2011; Reiprich et al., 2013; Simionescu et al., 2011,
2017; Urban et al., 2014; Walker et al., 2012a,c) generally find density profiles which in the
outskirts are less steep than results from other instruments, like Chandra (e.g. Ettori and
Balestra, 2009; Morandi et al., 2015), XMM-Newton (Snowden et al., 2008), and ROSAT
PSPC (Eckert et al., 2012; Vikhlinin et al., 1999).

The observed discrepancy can be explained by the presence of a fair amount of clumps in
cluster outskirts (Roncarelli et al., 2013; Zhuravleva et al., 2013). In fact the large PSF of
Suzaku makes any clump correction almost impossible. Gas clumping is a measure of the
inhomogeneities present in the ICM. It is characterized by the clumping factor

C =
⟨ρ2

gas⟩
⟨ρgas⟩2 (2.2)

Simulations find that gas physics have a large impact in the distribution of the gas in the
outskirts, in fact at R200 the presence or absence of radiative cooling changes the clumping
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factor in simulations from 1.3 to 2.0 respectively (Nagai and Lau, 2011), thus leading to
an overestimate of the density profile with also a flattening of the slope. Observations
have access only to density square, therefore estimating directly the clumping factor is not
possible, however Vazza et al. (2013, 2011) have shown that it is possible to estimate an
observable quantity, the azimuthal scatter, which is related to the clumping factor. Roncarelli
et al. (2013) defined the residual clumping factor as the clumping generated by large-scale
accretion patterns, distinguishing from the clumping generated by individual clumps.

Zhuravleva et al. (2013) suggested that the azimuthal median of the surface brightness
in each radial annulus is more representative, with respect to the mean, of the underlying
distribution because it is almost insensitive to the presence of clumps. Eckert et al. (2015)
tested this idea, and using ROSAT PSPC X-ray observations they find density profile which
are steeper compared to the mean. Moreover they introduced a new technique to estimate the
amount of clumps in their sample, which is simply taking the ratio between the mean and the
median in each annulus. They measure a value of 1.1 at R500 and 1.2 at R200, slightly smaller
than the value measured in simulations (1.2 and 1.5 respectively in Vazza et al., 2013).

2.2.2 Temperature

Temperature is a very powerful probe to estimate the total mass of clusters because the mass
obtained applying hydrostatic equilibrium, Eq. (1.18), is linearly dependent on temperature,
with minimal dependence on temperature gradient, given that temperature profiles are
generally quite flat. Thus precise temperature profile measurement are very important
for an accurate mass profile reconstruction.

Chandra and XMM-Newton are very powerful X-ray instruments to probe the temperature
of clusters in the inner regions, inside R500, where the signal to noise is high (Leccardi
and Molendi, 2008; Pratt et al., 2007). However beyond R500 systematic uncertainties on
instrumental background combined with low signal to noise in these regions hampers th
temperature measurement, with exceptions in the case of very bright and low temperature
systems (Bonamente et al., 2013; Urban et al., 2011). Suzaku thanks to its stable and low
particle background, have been able to study temperatures in clusters out to the boundary of
clusters (Walker et al., 2012b). Recently, by combining SZ measurements of the pressure
with X-ray measurements of the density it is possible to extend the measurements of the
temperature out to very large radii (Eckert et al., 2013).

Generally temperature profiles are can be distinguished in the two classes discussed
above, CC and NCC, characterized by different central properties, in fact CC clusters have
a drop of temperature in the centre, while NCC remain with flat temperature profile in the
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centre. In the outskirts however the temperature, for both classes, drops by a factor of two or
more from the inner part to R500 and R200.

2.2.3 Pressure

If temperature is the quantity which is the most directly connected to the depth of the potential
well, the thermal pressure is the main source of balance with respect to the gravitational
potential, see Eq. (1.17).

Simulations highlight that the accretion pattern in the outskirts is very complicated.
Turbulence and shocks are frequent in unrelaxed systems, therefore influencing the pressure
profile. Vazza et al. (2009) have shown that that in simulations turbulence in the ICM account
between 5% to 25% of the total thermal energy within the virial radius. Baryons in the
outskirts bear signature of non spherical accretion, therefore pressure allows to access the
level of virialization degree reached.

The Representative XMM-Newton Cluster Structure Survey (REXCESS Böhringer et al.,
2007), a local sample selected based on X-ray luminosity, found that pressure follows
a universal shape out to R500 (Arnaud et al., 2010), well in agreement with numerical
simulations (Nagai et al., 2007). By extending the observed data within R500 with results
from simulations, Arnaud et al. (2010) were able to construct a universal thermodynamic
functional form out to the boundary of clusters, well described by a generalized NFW
functional form (Nagai et al., 2007).

Recent advance in SZ studies of clusters have shown their potential, because of the linear
dependency upon density of its signal and of its independence on redshift, allowing for
the first time to study clusters from the core to the outskirts and beyond. Fortunately the
ICM pressure, as observed by X-ray or by SZ are fully compatible, indicating that there
are not any instrumental biases. SPT was the first one of these SZ probes (Plagge et al.,
2010), demonstrating that it is possible to extract pressure profiles out to 2R500, with shape
compatible with the universal profile obtained by Arnaud et al. (2010).

Planck Collaboration et al. (2013) made use of its full sky coverage and the 9 frequency
bands used to detect clusters SZ profiles out to 3R500, i.e. out to regions where the average
density contrast is about 100. They deprojected their profiles getting the pressure profiles,
fully agreeing with the X-ray pressure profiles measured by XMM-Newton within R500,
however outside that radius they measured a pressure which is slightly shallower than in
Arnaud et al. (2010).

However, if the agreement in the outer region of clusters between X-ray and SZ samples
is evident, selection effects play an important role in the central part of clusters, in fact if
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X-ray studies contain mainly CC clusters, SZ detected clusters contain mainly NCC, thus the
properties of the core change depending on the selection applied.

2.2.4 Entropy

The exact physics which govern the state of the gas in the outskirts is still poorly understood.
Especially regarding effects caused by gas clumping or by departure from hydrostatic
equilibrium equation, measured in the form of non thermal pressure.

Entropy is probably the most important thermodynamic quantities, because it is the only
thermodynamic quantity that increases when a heat flows occurs. In astrophysics, entropy is
defined differently from the classical entropy:

K =
kBT

n2/3
e

(2.3)

this thermodynamical property encodes information on all the non-adiabatic processes that
transfer energy from external sources (like the kinetic energy of a merger) into internal
thermal energy, thus leading to the thermalization of the ICM into the gravitational potential
well.

Gravitational collapse models predict a stratified entropy profile, increasing steadly with
radius following a power law with index ∼ 1.1 (e.g. Tozzi and Norman, 2001; Voit et al.,
2005, see Fig. 2.3). However, non-gravitational processes inject additional entropy, thus they
can be traced through be the deviation of entropy from the theoretical predictions (Chaudhuri
et al., 2012).

Recently, several works, especially using the Suzaku observatory, have reported entropy
deficit in massive clusters around the virial radius, which has been interpreted as a lack of
thermalization of the ICM induced by the gas out of virial equilibrium (e.g. Bonamente et al.,
2013; Ichikawa et al., 2013), or by lack of ionization equilibrium between electrons and ions
(Hoshino et al., 2010). Furthermore a recent collection of Suzaku observation out to the virial
radius have found a tendency for most entropy profiles to flatten around R200(see Fig. 2.3
from Walker et al., 2012b).

Recent progress in the study of galaxy clusters using SZ measurements allows to combine
X-ray density, which can be obtained out to R200, and SZ pressure, measurable out to 2R500, to
constrain the thermodynamic properties out to the virial radius. Surprisingly combinations of
ROSAT and Planck (e.g. Eckert et al., 2013) find entropy profiles which are in agreement with
results from simulations, highlighting the possibilities that there are systematic differences
between ROSAT and Suzaku density profiles. As discussed above, clumping may be very
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Fig. 2.3 Left: Stratified entropy profiles as predicted from simulations Voit et al. (2005).
Right: Entropy profiles for 13 clusters as observed by Suzaku(Walker et al., 2012b).

important in cluster outskirts, and therefore the inability of Suzaku to remove properly
substructures, due to its poor PSF, may cause these systematic differences.

2.2.5 Gas fraction

The gas mass fraction is the ratio between gas mass and total mass, therefore in general is
both a global and a local function, given that it depends on both mass and radius.

In particular, the total baryon fraction of massive clusters is one of the most robust
quantities derived in cosmological simulations (Ettori et al., 2006; Kravtsov et al., 2005;
Mantz et al., 2014). In particular, since massive clusters originate from the collapse of large
regions of the early Universe (about 30 comoving Mpc at z = 2, Muldrew et al., 2015),
their baryon content should be representative of the entire Universe as a whole. Recent
simulations confirm that the total baryonic fraction of massive clusters is almost universal
(Le Brun et al., 2014; Planelles et al., 2013; Sembolini et al., 2016). Thus clusters are a fair
representation of the matter content in the universe, implying that at a large enough radius,
where gravity dominates, the universal baryon fraction should be recovered. Simulation
support this scenario, in fact Sembolini et al. (2016) have shown that simulation of the same
clusters using many different codes, produces a single gas mass fraction in the outskirts with
a very small scatter.

Observations also have given some insight regarding this, Allen et al. (2008) used
Chandra to measure the gas mass fraction at the overdensity of 2500, measuring a relatively
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small dispersion. However at larger radii the measured dispersion is much larger, (e.g. at
R200 Reiprich, 2003).

In general, the gas mass fraction depends on the underlying physical processes which
govern cluster formation and evolution, however for our purpose we can describe the universal
gas fraction as function of radius as

fgas,univ(r) = Yb(r)
Ωb

Ωm
− f⋆, (2.4)

with Yb(r) the baryon depletion factor, Ωb/Ωm the universal baryon fraction, and f⋆ the
star fraction. The universal baryon fraction is determined with very high precision by the
CMB power spectrum, taking the recent measurement by Planck of Ωb/Ωm = 0.156±0.003
(Planck Collaboration et al., 2016e). The baryon depletion factor encodes the fraction
of the baryons that is enclosed within a given radius, and it is one of the most robust
quantities predicted by numerical simulations in the regions where gravity dominates over
other processes(i.e. beyond R500; Sembolini et al., 2016). They predict that its value at large
cluster-centric radii depends very little on the adopted physical setup, such that the value
of Yb can be very well estimated using numerical simulations. Finally, the stellar fraction
has been the subject of many studies (Chiu et al., 2018; Gonzalez et al., 2013, 2007; Laganá
et al., 2013) and its value is well measured to be around 1%. On top of this some baryons
seems to be missing from galaxy cluster baryon census, as Ettori (2003) pointed out this
fraction should be in the range of 0-30%.

Clusters are important cosmological probes, in fact they can be used to estimate the value
of several cosmological parameters (see Allen et al., 2011, for a review). Ettori et al. (2009)
have studied the systematic uncertainties related to the use of the measured gas fraction
to estimate the cosmological parameters, using Eq. (2.4). They point out that still a large
statistical uncertainty is present, nevertheless is relatively small to a point where systematic
uncertainties play an important role, being at the same order of magnitude as the statistical
errors.

2.2.6 Chemistry

The chemical composition of galaxy clusters plays a very important role when studying them.
In fact the emission from clusters does not contain thermal bremsstrahlung only, but also
emission from charged ions. In fact ions can capture a free electron causing a free-bound
(or recombination) radiation, or a bound-bound de-exitation radiation caused by an electron
changin its quantum level. These two processes give rise respectively to continuum and line
emission at specific energies, determined by the nature of the ion and by the quantum level



2.2 Thermodynamic properties 29

involved. Moreover considering that they require two particles to be involved, they produce
an emission which is proportional to nenX, where nX is the number density of the ion X.

Observationally the Fe-K line emission was the first one which has been detected
(Mitchell et al., 1976; Serlemitsos et al., 1977) by observing the bright nearby Perseus,
Coma, and Virgo clusters. Moreover they indicate that the abundance ratio of these elements
is about 0.3 the solar (calculated with respect to the solar elements abundance measurements
of Anders and Grevesse, 1989). This is evidence of element pollution in the ICM caused
by SNe, which elements get distributed by astrophysical phenomena such as AGN outflows,
ram-pressure stripping, or galactic winds.

Recent studies with advanced telescopes like XMM-Newton have shown that the abun-
dance ratio of different elements is compatible with solar.(Mernier et al., 2016a,b)

The launch of Hitomi was expected to yield a breakthrough in the study of the chemical
composition of the ICM. In fact its first observation of the core of Perseus cluster has shown
how we can measure not only each component of the Fe-K complex, but also the turbulence
present in the ICM, using the line broadening (Hitomi Collaboration et al., 2016). Hitomi
Collaboration was also able to study the abundances of a lot of different ions, obtaining that
the abundance ratio in Perseus is compatible with solar (Hitomi Collaboration et al., 2017),
fully in agreement with the work carried out by Mernier et al. (2016a,b), putting constraints
on the origin of the observed enriched ICM, thus indicating that the percentage of SNIa is
about 29-45% of the total number of SNe.

2.2.7 The polytropic state of the ICM

The polytropic equation is an assumption in which pressure depends upon density in the form

Pe = KnΓ
e (2.5)

where K is a constant, and Γ is the effective polytropic index. This description if the ICM
is a very simple extension of the isothermal model, providing a natural gradient for the
temperature.

The effective polytropic index Γ is physically different from the adiabatic index of the
gas γ , the ratio between specific heat at constant pressure and the specific heat at constant
volume. In fact the former is just an effective description of the global structure of the ICM,
while the latter describes how the gas pressure is affected by compression or expansion.

The literature does not contain a lot of information regarding this description of the ICM,
and in general the information are sparse. Simulations generally find that the polytropic
equation generally provides a good description to the outer parts of galaxy clusters, with the
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effective polytropic index in the range of 1.2 – 1.3 (Ascasibar et al., 2003; Capelo et al., 2012;
Ostriker et al., 2005). Observations on the other hand have measured the effective polytropic
index, finding values very close to the predicted one (Eckert et al., 2015; Markevitch et al.,
1998; Sanderson et al., 2003, measuring 1.24, 1.24, and 1.21 respectively)

The effective polytropic index is generally measured by fitting pressure against density
over a large radial range, e.g. over the radial range [0.1 - 2]R500 in Eckert et al. (2015), thus
the description of the evolution of Γ with radius or with redshift is still something unknown,
perhaps related to the accretion history of clusters (Ascasibar et al., 2006).
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3.1 The X-COP cluster sample

The outskirts of galaxy clusters are the regions where where the transition between the
virialized ICM and the in-falling material takes place. Thus they are the ideal targets where
study the structure formation processes. The distribution of the hot X-ray emitting gas is
expected to be clumpy (Roncarelli et al., 2013; Vazza et al., 2013) and asymmetric (Eckert
et al., 2012; Vazza et al., 2011), with contribution from non thermal processes playing an
important role (Battaglia et al., 2012; Biffi et al., 2016; Lau et al., 2009; Nelson et al., 2014a;
Shi et al., 2015; Vazza et al., 2009). In particular we have discussed in the previous chapter
how the clumpiness may bias high the measured density profile, thus also biasing low the
measured entropy profile. This has to be taken into account when measuring the properties
of the ICM.

The XMM-Newton cluster outskirts project (X-COP) is a very large programme (VLP) on
XMM-Newton that aims at advancing significantly our knowledge of the physical conditions
in the outer regions of galaxy clusters (R > R500). A sample of massive nearby objects
were selected based on their high signal-to-noise ratio (S/N) in the Planck all-sky survey of
Sunyaev-Zeldovich sources (Planck Collaboration et al., 2014a). X-COP provides a uniform
XMM-Newton mapping of these clusters out to R200, and moreover, given the recent advances
in the sensitivity of SZ instruments, a Planck measure the pressure profile out to 3 R500. Thus
by making full use of these complementary information, we aim of combining high-quality
X-ray and SZ imaging throughout the entire volume of these systems.

Unlike previous studies utilizing exclusively the X-ray signal, we take advantage of the
high signal-to-noise of our clusters in the Planck survey (Planck Collaboration et al., 2016d)
to combine X-ray and SZ data to increase the precision of our measurements while keeping
a good control of systematic errors. This method was already applied to reconstruct the
thermodynamical properties of a few clusters (Adam et al., 2015; Basu et al., 2010; Eckert
et al., 2013; Ruppin et al., 2017), and we demonstrated the ability of XMM-Newton and
Planck to measure accurately the state of the gas out to the virial radius in two pilot studies
(Ghirardini et al., 2018b; Tchernin et al., 2016).

The selection criteria used to select the most suitable targets are the following:

1. S/N > 12 in the 1st Planck catalog (Planck Collaboration et al., 2014a): This con-
dition allows to target the most significant Planck detections, thus ensuring that the SZ
effect from these clusters is detected beyond R500;

2. Apparent size θ500 > 10 arcmin: This condition ensures that all clusters are well
resolve by the Planck beam, about 7 arcmin;
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3. Redshift in the range 0.04 < z < 0.1: This condition allows to cover the entire
azimuth of these clusters with 5 XMM-Newton pointings, one central and four offset,
while being still well resolved by Planck;

4. Galactic NH < 1021 cm−2: This condition makes sure that the X-ray signal is weakly
absorbed, maximizing the sensitivity in the soft X-ray energy band, i.e. [0.7-1.2] keV.

This selection lead to a set of 16 suitable targets for our goals. We excluded two clusters
(A754, and A3667) because of complicated morphologies induced by violent merging events,
which could hamper the analysis of the Planck data given the broad Planck beam. One
(A2256) was excluded because of its bad visibility for XMM-Newton, and the remaining
object (A3827) for both having an apparent size very close to our cut, thus may not be
properly resolved by Planck, and for being a merger along the line of sight (Carrasco et al.,
2010).

The remaining 12 clusters selected for our study are listed in Table 3.1, together with
their main properties. A uniform 25 ks mapping, which allows us to reach a limiting surface
brightness of 3× 10−16 ergs cm−2 s−1 arcmin−2 in the [0.5-2.0] keV band, with XMM-
Newton was performed for 10 of these systems in the framework of the X-COP very large
programme (Proposal ID 074441, PI: Eckert), which was approved during XMM-Newton
AO-13 for a total observing time of 1.2 Ms. The remaining 2 systems (A3266 and A2142)
were already mapped by XMM-Newton. Although the available observations of A3266 do
not extend all the way out to R200, they are still sufficient for some of our objectives and
we include them in the present sample. Including central and archival pointings, the total
observing time is about 2 Ms. The observation log, observation IDs, and observing time,
after applying flare filtering, are given in Table 3.2.

Our final sample, therefore, comprises 12 clusters in the mass range 2×1014 < M500 <

1015M⊙ and X-ray temperature 3 < kT < 10 keV. In Table 3.1 we also provide the values
of the central entropy K0 from the ACCEPT catalog (Cavagnolo et al., 2009), which is
an excellent indicator of a cluster’s dynamical state (Hudson et al., 2010). Thus, using
this indicator, four of our clusters are classified CC systems (K0 < 30 keV cm2), while the
remaining eight systems are NCC, see Table 3.1. Therefore, like other Planck selected
samples (Andrade-Santos et al., 2017; Lovisari et al., 2017; Rossetti et al., 2017), the X-COP
sample is dominated by non-cool-core systems.
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Fig. 3.1 Artistic representation of the ESA satellites XMM-Newton (left) and Planck (right).

3.2 XMM-Newton data analysis

The European Space Agency’s (ESA) X-ray Multi-Mirror Mission (XMM-Newton) was
launched in December 1999. XMM-Newton, selected as part of the Horizon 2000 Science
Programme, orbites around our planet since Earth’s atmosphere blocks out all X-rays, which
can therefore be detected only by a telescope in space. This telescope was originally
scheduled to perform for just a two year mission, however after almost twenty years of
operation is still in good health, and the mission duration is routinely extended.

XMM-Newton carries three European Photon Imaging Cameras (EPIC) as its primary
X-ray instruments. This system is composed by two MOS-CCD cameras and a pn-CCD
camera. The total field of view is about 30 arcmin, with energy sensitivity ranging from 0.15
to 15 keV ( i.e. from 82.7 to 0.83 Å). The three EPIC instrument can operate independently
in a variety of modes, depending on several physical factors, like the image sensitivity and
the intensity of the target.

The Reflection Grating Spectrometers (RGS) are a secondary system on XMM-Newton,
and they are built for high-resolution X-ray spectroscopy. RGS operates between 0.35 to 2.5
keV ( i.e. from 35 to 5 Å)

The Optical Monitor (OM) provides with simultaneous optical/ultraviolet observation of
the target between 170 and 650 nm.

Here we describe in detail the data analysis pipeline that we set up for the analysis of the
XMM-Newton data. A flow chart describing the main steps of the analysis is presented in Fig.
3.2.
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Fig. 3.2 Flow chart of the XMM-Newton data analysis pipeline. The steps of the analysis are
shown in red, the main intermediate and final products are described in the black boxes, and
the procedures are shown in green italic.

3.2.1 Data reduction

We have reduced all the data using XMM-SAS v13.5 and the Extended Source Analysis
Software (ESAS) data reduction scheme (Snowden et al., 2008). To perform basic data
reduction, we use the emchain and epchain pipelines to extract calibrated event files from
the observations, and we rerun epchain in out-of-time mode to create event files for pn
out-of-time events. To filter out time periods affected by soft proton flares, we run the
mos-filter and pn-filter executables, which extract the light curve of each observation
in the hard band and apply a sigma-clipping technique to exclude time intervals with enhanced
background. We use the unexposed corners of the MOS detectors to monitor the particle
background level during each observation, and measure the count rates in the high-energy
band ([7.5-11.8] keV) of the MOS from the regions located inside and outside the field of
view (FOV) of the telescope (hereafter IN and OUT). The comparison between IN and OUT
count rates is then used to estimate the contamination of residual soft protons to the spectrum
(De Luca and Molendi, 2004; Leccardi and Molendi, 2008; Salvetti et al., 2017).
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3.2.2 Image extraction and preparation

We extract photon count images from the three EPIC detectors in the [0.7-1.2] keV band. This
narrow band maximizes the ratio between source and background emission and is thus best
suited to minimize the systematics in the subtraction of the EPIC background (Ettori et al.,
2010). We use eexpmap to compute exposure maps taking vignetting effects into account
for all three detectors independently. To create total EPIC images, we sum the count maps
of the three detectors and repeat the same operation with the exposure maps, multiplying
the pn exposure maps by a factor of 3.44 representing the ratio of pn to MOS effective
areas in our band of interest. We use the ESAS tools mos-spectra and pn-spectra in
imaging mode to compute models of the high-energy particle background. To this aim,
we select the filter-wheel-closed observations recorded at the nearest possible time to the
observation, and we use the spectra of the unexposed corners of the detectors to rescale the
filter-wheel-closed observations. This procedure is performed individually for all CCDs, and
the CCDs operating in anomalous mode are discarded. We then extract an image from the
rescaled filter-wheel-closed data in the [0.7-1.2] keV band using the mos-back and pn-back
executables, which we use as our model for the high-energy particle background. In the case
of the pn, we repeat the operation with the out-of-time event files and create a model for the
intensity and spatial distribution of out-of-time events.

Even after cleaning the light curves from soft-proton flares, it is known that a fraction of
residual soft proton contamination remains within the datasets. This component can introduce
systematics at the level of ∼ 20% in the subtraction of the EPIC background in our band of
choice (Tchernin et al., 2016). To model the contribution of residual soft protons, we follow
the method outlined in Sect. 3.3 (from Ghirardini et al., 2018b), which was calibrated using
a large set of ∼ 500 blank-sky pointings. Namely, we measure the high-energy ([7.5-11.85]
keV) MOS count rates in the exposed (IN) and unexposed (OUT) parts of the FOV, and we
use the difference between IN and OUT count rates as an indicator of the contamination of
each observation by residual soft protons (see Salvetti et al., 2017, for a detailed overview
of this approach). We use our large blank field dataset to calibrate an empirical relation
between the IN-OUT indicator and the required intensity of the soft proton component (see
Sect. 3.3, or Appendix A of Ghirardini et al., 2018b) and we use this relation to create a
two-dimensional soft proton model. This procedure was shown to bring the systematics in
the subtraction of the EPIC background to an accuracy better than 5%.

For each cluster, we combine the resulting EPIC count maps in the [0.7-1.2] keV from
each individual observation (central or offset) to create a mosaic image. We apply the same
procedure to the combined EPIC exposure maps and to the background maps, summing
up the non X-ray background components (quiescent particle background and residual soft
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protons). We then obtain mosaicked photon maps, exposure maps and non X-ray background
maps for each source. In Fig. 3.4 we show the resulting background-subtracted and exposure-
corrected mosaics, which we adaptively smoothed using the asmooth code (Ebeling et al.,
2006).

3.2.3 Point source subtraction

To detect point sources present within the field, we extract photon count maps from the three
detectors in a soft ([0.5-2] keV) and a hard ([2-7] keV) band, and we use the XMMSAS tool
ewavelet with wavelet scales in the range 1-8 pixels and signal-to-noise threshold of 5.0.
We then cross-match the soft and hard band detections between the multiple (central and
offset) observations of each cluster to create a global point source list per cluster. Since the
vignetting and the point spread function of the XMM-Newton telescopes depend on off-axis
angle, the sensitivity threshold for source detection depends on the position of a source on
the detector. At fixed observing time, XMM-Newton thus detects point sources down to lower
fluxes near the aim point than close to the edge of the FOV, and the fraction of the cosmic
X-ray background (CXB) that is resolved by the instrument is spatially dependent. To correct
for this effect, we draw the distribution of measured count rates from the detected sources
and we determine the count rate at which the distribution peaks. Since the logN-logS of
distant sources contributing to the CXB is a monotonically decreasing function (e.g. Luo
et al., 2017; Moretti et al., 2003), the peak in the count rate distribution of our observation
roughly corresponds to the threshold down to which our source detection is complete. We
then excise only the sources with a measured count rate greater than our threshold and leave
the fainter sources to enforce a constant flux threshold across the FOV and avoid biasing
local measurements of the CXB intensity.

3.2.4 Surface brightness profiles

An important complication with the analysis of X-ray data of cluster outskirts lies in the
presence of accreting structures and inhomogeneities in the gas distribution, which are
expected to contribute substantially to the measured X-ray flux beyond ∼ R500 (e.g. Nagai
and Lau, 2011; Roncarelli et al., 2013; Vazza et al., 2013). Since the X-ray emissivity is
proportional to the square of the gas density, over-dense regions contribute predominantly
to the measured X-ray flux and can bias the recovered gas density high. To alleviate this
issue, we apply the azimuthal median method outlined in Eckert et al. (2015). Numerical
simulations show that the median surface brightness in concentric annuli is robust against
the presence of outliers in the gas density distribution (Zhuravleva et al., 2013). We thus
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construct background-subtracted and exposure-corrected surface brightness maps using a
Voronoi tessellation technique (Cappellari and Copin, 2003) with a target number of 20
counts per bin.

The intensity of the sky background is determined by averaging the surface brightness
distribution in the regions with R > 2R500, where we assume the cluster emission to be
negligible. A systematic uncertainty of 5% of the background level (see Sect. 3.2.2) was
added in quadrature to the error budget of the surface brightness profiles. This procedure
was applied to all clusters except A3266, for which the current mosaic does not extend out
to 2R500. In this case, we estimate the sky background intensity from the ROSAT all-sky
survey background tool1 and included a systematic error of 30% in quadrature to the full
error budget.

To compute the surface brightness profiles, we draw the surface brightness distribution
from the Voronoi-binned images in concentric radial bins, starting from the X-ray peak , and
then choosing the annuli such that the emissivity in each bin is almost constant. The errors on
the azimuthal median are estimated from 104 bootstrap resampling of the pixel distribution.
Circular regions of 30 arcsec radius are excised around the positions of point sources selected
through the procedure described in Sect. 3.2.3, corresponding to an encircled energy fraction
of 90% of the point source flux.

3.2.5 Spectral extraction

We extract spectra in concentric annuli around the X-ray peak covering approximately the
radial range [0− 1]R500, removing the point sources which contaminates the spectra, see
Sec. 3.2.3, using the ESAS routines mos-spectra and pn-spectra. These tools extract
source spectra from the observation and from the rescaled filter-wheel-closed data to estimate
the high-energy particle background contribution. These tools also generate the appropriate
response matrices and effective area files for extended sources using the observed image as
an input for the photon distribution. Spectra of the pn out-of-time events are also estimated
and subtracted from the measured spectra. We selected the binning such that the width of the
bins increases exponentially but choosing a minimum width of 0.5 arcmin for the innermost
bins such that the instrumental PSF does not contribute much to the photon in each bin. We
group the output spectra with a minimum of 5 counts per bin to ensure stable fitting results,
and discard the data below 0.5 keV where the EPIC calibration is uncertain. We then use
XSPEC v12.9 and the C-statistic (Cash, 1979) to fit the spectra and determine the plasma
parameters (see Sect. 3.2.6).

1https://heasarc.gsfc.nasa.gov/cgi-bin/Tools/xraybg/xraybg.pl

https://heasarc.gsfc.nasa.gov/cgi-bin/Tools/xraybg/xraybg.pl
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3.2.6 Spectral modeling

To extract spectral diagnostics from the observed spectra (see Sect. 3.2.5), we proceeded using
a full spectral modeling approach following the method described in detail in Eckert et al.
(2014). Here we describe our approach to model all the individual background components
and the source spectra.

• High-energy particle background : We use the rescaled filter-wheel-closed spectra
to determine the intensity and spectral shape of the particle background. We fit the
filter-wheel-closed spectra using a diagonal response matrix and a phenomenological
model including a broken power law and several Gaussians to reproduce the shape of
the continuum and fluorescence lines. We then apply the fitted model to the source
spectrum, leaving the normalization free to vary within ±10% to account for possible
systematics in the scaling of the filter-wheel-closed data.

• Sky background : We model the X-ray background and foreground emission as the
sum of three components: i) an absorbed power law with a photon index fixed to 1.46
to describe the residual CXB (De Luca and Molendi, 2004); ii) an absorbed APEC
thermal plasma model with a temperature allowed to vary in the range [0.15-0.6] keV
to model the Galactic halo emission (McCammon et al., 2002); iii) an unabsorbed
APEC model with a temperature fixed to 0.11 keV to represent the local hot bubble.
The Galactic hydrogen column density NH was fixed to the LAB value (Kalberla et al.,
2005). Similarly to what was done for the imaging case, the parameters of the sky
emission model are fitted to the spectra of background regions located at R > 2R500

from the cluster core. Again the exception to this procedure is A3266, for which
we use the ROSAT all-sky survey background tool to determine the sky background
parameters. The best-fit model is then applied to the source spectra, rescaling the
intensity of the components according to the area of each region.

• Residual soft protons : In cases where our IN-OUT indicator of soft proton contam-
ination is found to be high (IN-OUT>0.1 counts/s), we include an additional model
component to the particle background model to take soft protons into account. We
model the soft proton component as a broken power law with fixed spectral shape
(slopes 0.4 and 0.8 and break energy 5 keV, Leccardi and Molendi, 2008) and let the
normalization of this component free to vary in the overall fitting procedure.

• Source : We model the source emission in each annulus as an absorbed single-
temperature APEC model with temperature, emission measure and metal abundance
free to vary. In cases where multiple observations were available for the same regions,
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we fit all the available spectra jointly, tying the source parameters between the different
spectra. The Solar abundance table is set to Anders and Grevesse (1989). Since our
objects are nearby and extended on scales much larger than the XMM-Newton PSF, we
neglect the potential cross-talk between the various annuli.

All the spectra were fitted in the energy range [0.5-12] keV using XSPEC v12.9, ATOMDB
v3.0.7 and the C-statistic (Cash, 1979). When several observations of the same region are
available, we extract the spectra from each individual pointing and fit them jointly. We
ignore the energy ranges [1.2-1.9] keV (MOS) and [1.2-1.7] keV, [7.0-9.2] keV (pn) where
bright and time-variable fluorescence lines are present. We then construct projected gas
temperature profiles from the best fit results. We also deproject our 2D temperature profiles
using the projection matrix V and the emissivity in each annulus as weights, adopting the
spectroscopic-like temperature scaling of Mazzotta et al. (2004).

3.3 Non-X-ray background modelling
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Fig. 3.3 Stacked EPIC radial profiles of 495 blank-sky pointings, sorted in bins of soft-
proton contamination inFOV/outFOV. The black data points show observations with low SP
contamination (inFOV/outFOV=1-1.15), whereas the blue points comprise observations that
were severely affected by SP contamination (inFOV/outFOV=1.6-2.0). The left panel shows
the stacked profiles obtained when subtracting only the QPB component, while in the right
panel, the SP and QC components have been taken into account following Eq. 3.2.

We developed and calibrated a novel technique to model and subtract the non-X-ray
background (NXB). Our approach builds upon the method devised in Tchernin et al. (2016);
however, it can be more reliably applied to observations including a significant source
emission above 5 keV. Here we describe the main principles of our method and validate it
using a large set of blank-sky XMM-Newton pointings.
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3.3.1 Model

It has long been known that the NXB of XMM-Newton is split into two main components,
the quiescent particle background (QPB) and the soft protons (SP). Recently, Salvetti et al.
(2017) has analysed almost the complete XMM-Newton archive and showed the presence of
an additional stable, low-intensity component within the field of view (FOV) of the MOS2
instrument, whose origin is yet unknown. As described in Sect. 4.2, a fraction of the area of
the MOS detectors is located outside the FOV of the XMM-Newton telescopes. The outFOV
area can be used to estimate the QPB level in each observation by rescaling filter-wheel-
closed data to the measured outFOV count rate. The remaining inFOV high-energy count
rate can then be decomposed into a variable component (SP) and a quiescent part (QC). We
can thus describe the remaining NXB as

inFOV−outFOV = SP+QC, (3.1)

where inFOV and outFOV denote the [7–11.5] keV MOS2 count rates measured in the
exposed and unexposed areas of the detector, respectively. We restrict the measurement to
the MOS2 detector as two of the MOS1 chips have been lost throughout the mission, and the
unexposed area of the pn detector is too small for our needs.

Importantly, the SP component is expected to show a different spatial signature on the
detector compared to the QPB. Indeed, soft protons, which are funneled towards the detector
through the telescope, are more spatially concentrated than the QPB and follow a vignetting
curve SP(r) that is different from the vignetting curve of the photons (Kuntz and Snowden,
2008), where r denotes the distance of each pixel from the aim point. Conversely, given that
its origin is currently unclear, the spatial distribution of the QC component is unknown. Here
we make the hypothesis that this component is flat over the detector.

3.3.2 Blank-sky dataset and modelling

To determine the relative contributions of the SP and QC components, we used a large set of
495 XMM-Newton blank-sky pointings, most of which are from the XXL survey (Pierre et al.,
2016). Our dataset comprises more than 5 Ms of data. We processed the data using ESAS
in the same way as for the A2319 data (see Sect. 4.2). We estimated the QPB component
in each observation by measuring the outFOV count rate and rescaling filter-wheel-closed
data. We also compute the high-energy inFOV and outFOV count rates for each observation.
We then measured the radial profiles in the [0.7–1.2] keV band of the blank-sky pointings
from the aim point to the outermost edge of the pointing in annuli of 30 arcsec width. The
detected sources were masked and the QPB was subtracted from the data. As already shown
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in Tchernin et al. (2016), this procedure results in radial profiles that are on average not flat,
which indicates the need of modelling additional components (SP and QC).

We then describe the radial profiles SX(r) as the sum of the SP and QC components
following their respective spatial distributions,

SX(r) =C+NQC +NSP(inFOV−outFOV− Q̄C)SP(r), (3.2)

where C is the sky background intensity at the relevant location, NQC the intensity of the
stable QC component, NSP the normalization of the variable SP, and Q̄C = 0.023 counts/s
is the mean high-energy count rate of the QC component (Salvetti et al., 2017). We then
perform a joint fit on all the measured profiles and optimize for the values of NQC and NSP.
We then used the best-fit values of NQC and NSP to create 2D models of these components
and subtract them from the data.

In Fig. 3.3 we show the stacked radial profiles of the full sample. In the left-hand panel
we show the stacked profiles obtained when subtracting the QPB component only, whereas
in the right-hand panel, the SP and QC components have been modelled using the method
described above and subtracted from the data. To investigate the dependence of our results
on SP contamination, we grouped the data in bins of increasing SP contamination, which we
trace using the inFOV/outFOV ratio (Leccardi and Molendi, 2008). Observations that were
mildly affected by SP contamination exhibit an inFOV/outFOV ratio close to one, whereas
heavily contaminated observations show high values of the inFOV/outFOV ratio. The effect
of SP contamination is evident in the left-hand panel of Fig. 3.3, where the deviations of the
stacked profiles from a straight line progressively increase with increasing SP contamination.
Conversely, when applying our SP and QC modelling approach, flat profiles are found in all
four bins out to the edge of the FOV, indicating that our model accurately reproduces the
various NXB components. The excess scatter compared to a straight line is 5%, which we
adopt as our systematic uncertainty in the subtraction of the NXB.

3.4 Planck data analysis

Planck was also part of ESA’s Horizon 2000 Scientific Programme, however was launched
in May 2009 with mail scientific goal to map the anisotropies of the CMB through a few
full-sky surveys with unprecedented sensitivity and angular resolution.

It is composed of 3 Low Frequency Instrument (LFI) working at 33, 44, and 70 GHz,
and 6 High Frequency Instrument (HFI) at 100, 143, 217, 353, 545, and 857 GHz. Planck
completed five full-sky surveys with all of its instruments in its 30 months of operation, thus
ending its operations in October 2013.
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3.4.1 Data reduction

The tSZ signal is recovered from the Planck survey (Planck Collaboration et al., 2016a;
Tauber et al., 2010), making use of the six frequency maps provided by the High Frequency
Instrument (HFI, Lamarre et al., 2010; Planck Collaboration et al., 2016b; Planck HFI
Core Team et al., 2011) on board the Planck satellite. They are combined with the MILCA
method (Modified Internal Linear Combination Algorithm, Hurier et al., 2013) to produce a
Comptonisation parameter maps, i.e., y-map tracing the intensity of the SZ effect. The maps
used for the X-COP project are provided with a resolution of 7 arcmin FWHM.

More specifically, we made use of the Modified Internal Linear Combination Algorithm
(MILCA, Hurier et al., 2013) which offers the possibility to reconstruct the targeted signal
component at various scales contributed differently by the six combined input frequency
maps. We therefore reconstructed a y-map for A2319 with an angular resolution of 7 arcmin
FWHM (see Fig. 4.6).

As illustrated for the cases of A2142 (Tchernin et al., 2016) and A2319 (Ghirardini et al.,
2018b), we followed for the whole X-COP sample the methodology presented and used
in Planck Collaboration et al. (2013). Assuming azimuthal symmetry of the cluster, we
computed the y radial profile for each cluster over a regular grid scaled in units of R500, with
radial bins of size ∆θ/θ500 = 0.2 out to 10×R500. The local background is assumed to be
flat and constant and is computed from the area beyond 5×θ500. A covariance matrix is
computed for each profile to account for the correlation between points, due to the profile
binning, and intrinsic noise correlation introduced from the y map construction. It cascades
on the y and pressure profiles computation, hence their respective covariance matrix.

Consequently, we note that points of our y and SZ pressure profiles are correlated and
that the respective error bars displayed in the figures of this thesis only represent the square
root of the diagonal of the covariance matrix. Nevertheless, when pressure is used to derive
other quantities we make complete use of the whole covariance matrix, and therefore we
consider any impact of the Planck PSF in our calculations.

To extract the pressure profile we correct from the Planck beam redistribution through a
real space deconvolution of the instrument PSF. Further assuming the spherical symmetry
of the source, we reconstructed each pressure profile through a geometrical deprojection.
The two steps follow the method initially presented in Croston et al. (2006). The associated
covariance matrix for the pressure profile is obtained via a Monte Carlo procedure by
randomising over the initial y profile covariance matrix. Throughout this thesis, we ignore
the innermost three Planck data points because of the difficulty of deconvolving from the
large Planck beam.
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Table 3.2 Log of X-COP observations.

Target Obs.Id. Obs.Date NH tM1 tM2 tpn

[yr/mm/dd] [1020cm−2] [ks] [ks] [ks]

A1644 Center 0010420201 2001-01-08 4.2 13.5 13.6 11.9

A1644 E 0744413001 2015-01-01 4.3 15.5 17.5 10.3

A1644 N 0744412701 2014-12-29 3.9 27.5 28.4 14.8

A1644 S 0744412901 2014-12-31 4.4 10.2 11.3 4.7

A1644 W 0744412801 2015-06-30 3.8 29.2 28.7 21.7

A1795 Center 0097820101 2000-06-26 1.2 36.1 36.5 26.0

A1795 E 0744412101 2015-06-16 1.2 19.3 25.1 10.4

A1795 N 0744412001 2015-01-05 1.2 15.3 16.3 11.2

A1795 NW 0205190201 2004-01-25 1.2 22.5 22.9 21.1

A1795 S 0109070201 2003-01-13 1.2 52.6 53.5 52.1

A1795 W 0205190101 2004-01-25 1.1 29.2 28.9 27.0

A2029 Center 1 0551780201 2008-07-17 3.2 33.1 34.0 15.1

A2029 Center 2 0551780301 2008-07-19 3.2 39.0 40.9 27.4

A2029 E 0744411201 2015-01-31 3.2 26.0 26.7 20.6

A2029 N 0744410901 2015-02-08 3.0 17.5 22.3 6.6

A2029 S 0744411101 2015-02-22 3.4 11.0 16.6 4.9

A2029 W 0744411001 2015-07-27 3.2 42.6 43.3 39.2

A2142 Center 0674560201 2011-07-13 3.8 52.3 53.8 48.8

A2142 NE 0694440201 2012-07-14 3.8 33.2 33.1 29.8

A2142 NW 0694440101 2012-07-14 3.7 19.6 18.5 12.5

A2142 SE 0694440501 2012-07-16 4.0 33.2 32.5 29.8

A2142 SW 0694440601 2012-07-18 3.9 30.3 31.5 24.1

A2255 E 0744410801 2014-03-30 2.5 12.1 17.8 9.4

A2255 N 0744410501 2014-03-14 2.5 14.0 19.9 7.5

A2255 S 0744410701 2014-03-28 2.5 23.4 23.8 12.4

A2255 W 0744410601 2014-04-27 2.4 28.6 30.2 22.1

A2255 Center 0112260801 2002-12-07 2.5 7.7 8.2 2.3

A2319 E 0744410401 2014-04-08 9.1 14.5 15.9 10.9

A2319 N 0744410101 2014-03-15 8.8 23.9 24.2 21.8
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Table 3.2 continued.

Target Obs.Id. Obs.Date NH tM1 tM2 tpn

[yr/mm/dd] [1020cm−2] [ks] [ks] [ks]

A2319 S 0744410301 2014-04-04 8.2 13.8 14.3 8.2

A2319 W 0744410201 2014-04-09 7.7 23.8 25.4 11.1

A2319 Center 1 0302150101 2005-10-10 8.1 15.7 15.6 10.6

A2319 Center 2 0302150201 2005-11-14 8.1 16.0 15.5 12.4

A3158 Center 0300210201 2005-11-22 1.4 19.8 19.7 11.2

A3158 E 0744411601 2015-08-29 1.4 31.2 31.7 26.2

A3158 N 0744411301 2014-11-12 1.3 28.1 28.6 21.5

A3158 S 0744411501 2015-05-31 1.3 28.0 28.6 19.3

A3158 W 0744411401 2015-03-01 1.3 20.8 20.2 16.4

A3266 f1 0105260701 2000-10-01 1.5 19.1 19.5 15.5

A3266 f2 0105260801 2000-10-11 1.5 19.6 19.6 15.5

A3266 f3 0105260901 2000-10-09 1.6 23.4 23.1 17.9

A3266 f4 0105262201 2000-09-27 1.5 3.0 2.9 3.2

A3266 f5 0105262101 2000-09-25 1.8 5.8 6.1 4.1

A3266 f5b 0105261101 2000-09-25 1.8 11.3 12.3 7.1

A3266 f6 0105262001 2000-09-23 1.7 6.2 5.6 2.5

A3266 f6c 0105262501 2003-03-15 1.7 6.3 6.8 3.1

A644 Center 0744412201 2014-04-07 7.5 19.7 25.4 11.8

A644 E 0744412601 2014-05-18 6.7 20.5 24.3 8.6

A644 N 0744412301 2014-10-22 7.4 35.1 35.8 30.3

A644 S 0744412501 2014-10-24 7.0 32.3 32.2 26.2

A644 W 0744412401 2015-04-08 7.5 30.6 30.4 18.9

A85 Center 0723802201 2013-06-18 2.8 95.8 97.9 85.2

A85 E 0744411901 2014-12-11 2.8 28.2 29.0 19.5

A85 N 0744411701 2015-01-12 2.9 22.0 23.4 14.8

A85 S 0065140201 2002-01-07 2.7 12.2 12.1 9.4

A85 W 0744411801 2015-06-06 2.8 28.4 28.2 21.1

A85 NW 0744930301 2014-06-23 2.8 29.2 30.4 21.0

RXCJ1825 Center 0744413501 2014-04-11 9.4 48.1 48.2 39.1

RXCJ1825 E 0744413901 2014-04-13 10.0 31.7 32.4 16.2
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Table 3.2 continued.

Target Obs.Id. Obs.Date NH tM1 tM2 tpn

[yr/mm/dd] [1020cm−2] [ks] [ks] [ks]

RXCJ1825 N 0744413601 2014-04-12 8.9 20.0 20.2 14.3

RXCJ1825 S 0744413801 2014-04-14 9.5 25.5 29.5 12.4

RXCJ1825 W 0744413701 2014-10-02 9.2 41.4 40.8 36.8

ZwCl1215 Center 0300211401 2006-06-24 1.7 23.3 24.0 16.3

ZwCl1215 E 0744413401 2015-12-17 1.7 26.0 26.0 21.1

ZwCl1215 N 0744413101 2014-12-06 1.7 18.2 18.5 10.1

ZwCl1215 S 0744413301 2015-06-04 1.8 28.9 28.7 24.4

ZwCl1215 W 0744413201 2015-06-11 1.8 21.4 24.2 12.9

Column description: 1. Target name; 2. Observation identifier; 3. Observation date; 4.
Equivalent hydrogen column density as estimated from 21 cm maps (Kalberla et al., 2005); 4.
Exposure time for MOS1 detector after flare removal; 5. Exposure time for MOS2 detector
after flare removal; 6. Exposure time for pn detector after flare removal.
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4.1 Introduction

In this chapter, we focus on Abell 2319, the most significant SZ detection in the first Planck
catalogue, with a S/N of 49.0 in the second Planck catalogue (Planck Collaboration et al.,
2016d). Abell 2319 is a very hot and massive cluster at low redshift (z = 0.0557; Struble and
Rood, 1999). Its galaxy distribution indicates that this is a merger of two main components
with a 3:1 mass ratio, the smaller system being located 10′ north of the main structure
(Oegerle et al., 1995). The cluster exhibits a prominent cold front SE of the main core
(Ghizzardi et al., 2010) and a giant radio halo (Farnsworth et al., 2013; Storm et al., 2015).

This chapter is organized as follows: in Sect. 4.2 we describe the reduction and analysis
of X-ray data, from background modelling to spatial and spectral analysis; in Sect. 4.3 we
present the data reduction and analysis of the Planck SZ data; in Sect. 4.4, we show the
reconstructed profiles of the thermodynamic quantities, describe their properties, and discuss
the different methods adopted to solve the hydrostatic equilibrium equation; in Sect. 4.5 the
analysis in azimuthal sectors is illustrated; the gas mass fraction and the hydrostatic bias are
shown in Sect. 4.6; and the summary of our main findings and our conclusions are discussed
in Sect. 4.7.

Throughout this chapter, we assume a ΛCDM cosmology with ΩΛ = 0.7, Ωm = 0.3 and
H0 = 70 km/s/Mpc. At the redshift of A2319, 1 arcmin corresponds to approximatively 64.9
kpc. Uncertainties are provided at the 1σ confidence level.

In the following, we refer to and plot as reference characteristic radii, R500 = 1368 kpc
and R200 = 2077 kpc, that are defined at the overdensities of ∆ = 500 and 200, respectively,
with respect to the critical density ρc, see Eq. (1.9), and using the hydrostatic mass profile
(see Table 4.5 in Sect. 4.4.5).

4.2 XMM-Newton Analysis

The procedure to reduce XMM-Newton data, described in detail in Sect. 3.2, is applied to all
seven of the observations we use in the analysis of Abell 2319: an archival central exposure,
four offset observations (done specifically for the X-COP program), and two other archival
exposures pointing just outside the virial radius and used to estimate the local sky background.
Table 4.1 provides some information regarding these observations, such as the OBSID, the
total and the clean exposure time, and the level of soft protons contamination obtained by
comparing the measured count rate in a hard spectral band in the exposed and unexposed
part of the field of view(inFOV/outFOV, Leccardi and Molendi, 2008).
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Table 4.1 Information on A2319’s observations

Observation OBSID Total [ks] MOS1 [ks] MOS2 [ks] pn [ks] inFOV/outFOV
Centre 0600040101 58.3 48.3 49.3 41.1 1.215
North 0744410101 36.0 23.8 24.5 19.4 1.132
South 0744410301 31.0 13.8 14.0 7.0 1.406
East 0744410401 41.9 14.4 15.4 9.5 1.346
West 0744410201 37.5 23.4 25.1 9.8 1.152

Outside 0743840201 15.0 12.1 12.3 5.7 1.261
Outside2 0763490301 18.0 12.9 12.8 9.0 1.253

Notes. Pointing name, OBSID, total exposure time, and clean exposure time for MOS1,
MOS2, and pn, and inFOV/outFOV ratio, for the seven observations used in this work. All
the observations were obtained using the medium filter, the full frame science mode for MOS,
and extended full frame for pn.

4.2.1 Spatial analysis

The resulting Voronoi tessellated count rate map for A2319 is shown in Fig. 4.1. We chose
all the pixels in the image beyond 42 arcmin from the cluster centre as the region where we
estimate the local sky background (the red region in Fig. 4.1). The background level is just
the mean count rate in this region: (1.82 ± 0.06) × 10−4 cts s−1 arcmin−2, in the energy
band [0.7–1.2] keV (or, converting in flux using a power law spectral model with photon
index 1.41: 1.46 ± 0.05 × 10−15 erg s−1 cm−2 arcmin−2).

As shown in Fig. 4.2, we also evaluated the surface brightness from both the azimuthal
mean and the azimuthal median of the brightness distribution. Following the analysis in
hydrodynamical simulations on the effects of the densest substructures on the average gas
density profile (Roncarelli et al., 2013; Zhuravleva et al., 2013), Eckert et al. (2016a) show
that the median is indeed less biased than the mean—it is a more robust estimator since it is
unaffected by compact X-ray substructures filling a small fraction of the total volume—and
that the ratio between mean and median can be used to estimate the relative impact of the
detected clumps, providing an estimate of the level of gas clumpiness.

The electron density was then recovered using two different techniques: the ‘onion-
peeling’ technique (e.g. Ettori et al., 2010) and the multiscale technique (Eckert et al., 2016a).
Both assume the emission to be spherically symmetric. The latter technique also requires a
super-parametric functional form for the density profile, decomposing the surface brightness
in a very large number of β -models which can be individually deprojected. We obtained
electron density profiles that are consistent within 0.7σ , and mean relative deviation of 5%
up to the virial radius (see Fig. 4.3).
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Fig. 4.1 Mosaicked and Voronoi tessellated image of A2319 in the energy band [0.7–1.2]
keV corrected for the particle background. The red region is the one chosen for the estimate
of the local sky background. The green circle represents the location of R200.

Fig. 4.2 Background-subtracted surface brightness profiles in the [0.7–1.2] keV energy band
using the mean and median methods (red and green points, respectively). The sky background
level is shown with a horizontal dashed line. The vertical dotted and dashed line represents
the location of R500 and R200, respectively.
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4.2.2 Spectral analysis

Spectra are extracted and fitted as described in Sect. 3.3. For A2319, the number of net
counts in the [0.5–11.3] keV energy band and the signal-to-background ratio are listed in
Table 4.2.

All the spectra belonging to the same annulus, even if extracted from different observa-
tions, are fitted jointly using the C-statistics(Cash, 1979). The best-fit parameters are shown
in Fig. 4.3 (with goodness of the fit, net counts, signal-to-background ratio, and best-fit nH

indicated in Table 4.2).

Fig. 4.3 (Top) Density profile recovered from the median surface brightness profile using
the multiscale and the onion peeling technique (red line and blue points, respectively). The
density coming from the spectral analysis is also shown here (green points). Abundance
(Middle) and temperature (Bottom) from the fitting of the spectra in 19 annular regions. The
vertical dotted and dashed line indicates the location of R500 and R200, respectively.
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4.2.3 Results of the spectral fitting

radii C-stat. PHA bins C-stat. reduced net cts SBR nH
arcmin - - - 103 - 1022 cm−2

0.00 - 1.05 2746 2603 1.05 170 85 0.075
1.05 - 1.63 2698 2591 1.04 155 58 0.078
1.63 - 2.18 2748 2552 1.08 148 42 0.081
2.18 - 2.74 2773 2575 1.08 145 32 0.077
2.74 - 3.32 2767 2484 1.11 131 24 0.078
3.32 - 3.98 2688 2573 1.05 133 17 0.081
3.98 - 4.65 2807 2582 1.09 134 14 0.079
4.65 - 5.37 2912 4005 0.73 131 11 0.075
5.37 - 6.14 2666 2387 1.13 112 8.6 0.074
6.14 - 6.95 2811 2481 1.13 101 6.8 0.077
6.95 - 7.83 3157 4949 0.64 92 5.1 0.074
7.83 - 8.85 3305 3866 0.85 89 3.6 0.073
8.85 - 10.05 3697 6052 0.61 82 2.5 0.074

10.05 - 11.51 4514 3868 1.17 80 1.7 0.076
11.51 - 13.10 4870 3583 1.36 62 1.2 0.079
13.10 - 15.18 4893 3494 1.40 46 0.9 0.077
15.18 - 17.70 2808 1844 1.52 20 0.9 0.121
17.70 - 20.63 2632 2175 1.21 19 0.6 0.101
20.63 - 24.08 2098 1916 1.09 12 0.4 0.113

Table 4.2 Statistical results of the fitting in the annular regions, with radial extension, C-
statistic, number of spectral bins, reduced C-statistic indicated, net number of photons in the
energy band [0.5–11.3] keV, signal-to-background ratio, and best-fit nH.

In Table 4.2, we show the spectral fit results in the analysis described in Sect. 3.2,
indicating the radial extension of the chosen annuli, the C-statistic, the number of the spectral
bins, and the reduced C-statistic. We note that this last quantity is always of the order of 1,
implying high goodness in the fit.

Since A2319 is located at low galactic latitude, b =+13.5◦, the choice to leave nH free to
vary is reinforced from the azimuthal variation over the cluster’s region of the dust emission
as mapped at 100 µm by the InfraRed Astronomical Satellite (IRAS; see Fig. 4.4). The map
shows that the sectors 5, 6, and 7 are expected to have higher Galactic absorption. Indeed the
nH in the eight considered sectors varies according to Table 4.3, with sector 5, 6, and 7 being
∼10% above the other sectors.

Sector 1 2 3 4 5 6 7 8
nH [1020cm−2] 7.65 7.20 7.62 7.87 8.39 8.57 8.41 7.99

Table 4.3 Best-fit nH in the eight sectors considered.
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Fig. 4.4 IRAS map (minimum–maximum values in the region within R200 are 4.22, 7.77
MJy/sr). The white external circle represents the location of R200, while the small circle
represents the location of the centre of the cluster.

4.2.4 Comparison with Chandra data

We have analysed two archival Chandra observations of the inner region of A2319 (OBSID
15187, with a cleaned exposure time of 75 ksec, and OBSID 3231, with 15 ksec). We have
processed the two Chandra ACIS-I observations of A2319 with a standard pipeline based
on CIAO 4.9 (Fruscione et al., 2006) and CALDB 4.7.4 to create a new events-2 file which
includes filtering for grade, status, bad pixels, and time intervals for anomalous background
levels. The background is estimated through blank sky observations. We have extracted the
spectra in the same annular regions as for XMM-Newton, and fit them in the identical way,
leaving the galactic column density nH free to vary within the range 7−13×1020 cm−2 . The
temperature profiles are compared in Fig. 4.5. We observe a good agreement among these
spectral measurements, despite the claimed and still debated cross-calibration issue between
Chandra ACIS and XMM-Newton EPIC (see e.g. Schellenberger et al., 2015), in particular in
very hot systems (T>5 keV) as A2163. We suggest that leaving free nH plays a determinant
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Fig. 4.5 Comparison between the spectral temperature obtained using Chandra and XMM-
Newton. There is a clear excess in the temperature measured by Chandra of the order of 2-3
keV up to 7 arcmin.

role in adjusting the relative impact of the soft part of the spectra, where most of the observed
systematic tension has been reported. In the present case, Chandra prefers systematically
higher values of nH (∼ 1.2−1.3×1021 cm−2) than XMM-Newton (see Table 4.2) in all the
radial bins. These higher values agree more closely with the column density corrected for
molecular hydrogen as suggested in Willingale et al. (2013).

4.3 Planck analysis

The Planck data analysis applied in this chapter to analyze Abell 2319 is described in detail
in Sect. 3.4. We reconstructed a y-map for A2319 with an angular resolution of 7 arcmin
FWHM (see Fig. 4.6). We extracted the y-profile computing also the correlation matrix
between data points, defined as

ρX ,Y =
Σ(X ,Y )
σ2

X σ2
Y

,

where Σ indicates the covariance matrix. We show the correlation matrix in Fig. 4.6.
Abell 2319 is the highest signal-to-noise ratio SZ detected cluster in the Planck SZ

catalogues (S/N ∼ 50; see Planck Collaboration et al., 2014a, 2016d). Its proximity and
its extension makes it fully resolved even at the moderate angular resolution of the Planck
survey, and its SZ signal extends well beyond R500 at high significance. We thereby were
able to perform an azimuthal analysis in eight azimuthally resolved sectors (see Sect. 4.5).
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The y and pressure profiles in each sector were obtained as described above after masking
the y-map and its associated error map according to the sector definition.

Fig. 4.6 Left: Comptonization map of Abell 2319 reconstructed using MILCA (Hurier et al.,
2013), with an angular resolution of 7 arcmin FWHM. The black and white circles indicate
the location of R500 and R200, respectively. Right: Planck correlation matrix ρX ,Y for the
unbinned Comptonization parameter profile.

Fig. 4.7 Comptonization profile extracted from the SZ map. The vertical dotted and dashed
line indicates the location of R500 and 2R500, respectively.
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4.4 Joint X-ray–SZ analysis of the thermodynamic proper-
ties

The profiles of the electron density estimated from X-rays and of the pressure obtained
through SZ can be combined to recover all the thermodynamic quantities that define the
properties of the ICM:

• the gas temperature
T = P ·n−1

e ; (4.1)

• the gas entropy
K = T ·n−2/3

e = P ·n−5/3
e ; (4.2)

• the gas mass

Mgas(< R) = 4π

∫ R

0
ρg(r′)r′2dr′, (4.3)

where the gas mass density ρg = (ne +np)muµ with mu being the atomic mass unit
and µ ≈ 0.6 the mean molecular weight in amu;

• the hydrostatic gravitating mass:

Mtot(< r) =− r2

Gρg(r)
dPg(r)

dr
, (4.4)

where G is the gravitational constant, and the gas pressure Pg satisfies the ideal gas law
ρgkT/(µmu) = Pg. The gas mass fraction is then defined as fgas = Mgas/Mtot.

4.4.1 Clumpiness profile

X-ray imaging can be directly used to estimate the level of inhomogeneities present in the
ICM. The clumping factor C = ⟨n2

e⟩/⟨ne⟩2 measures the bias that affects the reconstruction
of the gas density from the X-ray emission, which is directly proportional to n2

e . Since we
are considering the X-ray signal collected in a narrow energy range ([0.7–1.2] keV), which
is almost insensitive to the gas temperature, we can directly use the results from the spatial
analysis to estimate the gas clumping factor C.

In a first approximation, the density distribution inside a volume shell can be described
by a log-normal distribution skewed by the presence of denser outliers or clumps (Roncarelli
et al., 2013; Zhuravleva et al., 2013). Therefore, while the mean of this distribution tends to
overestimate the gas density, the median is robust against the presence of clumps (Eckert
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Fig. 4.8 Clumping factor radial profile for both techniques, onion peeling (blue) and mul-
tiscale (red). The pink area represents the 1σ confidence interval around the multiscale
clumping factor. The black squares represent the observed value for the clumpiness in the
work of Eckert et al. (2015). The vertical dotted and dashed line marks the position of R500
and R200, respectively.

et al., 2015), and we can estimate C as the ratio of the deprojected X-ray surface brightness
profiles obtained from (i) the mean of the azimuthal distribution of the counts in annuli
and (ii) the median of the same distribution. The resulting profile is shown in Fig. 4.8 and
indicates a

√
C of about 1.1 at R200.

However, we can only detect clumps that are resolved by XMM-Newton, i.e. clumps on
scales larger than the PSF half energy width (∼ 17 arcsec ≈ 18.4 kpc, for MOS1; see also
Read et al. (2011)). This implies that clumped structures below this scale might still bias our
measured thermodynamic quantities.

4.4.2 Temperature profile

Similarly to what was done for the pressure, we were able to recover the ICM temperature
profiles in two different ways: (i) from the spectral analysis (TX ), as detailed in Sect. 4.2.2
and (ii) by dividing PSZ by the gas density ne recovered from the deprojection of the X-ray
surface brightness (TSZ). These values can be compared with the profile TNFW that is obtained
from the best-fit mass model (see Sect. 4.4.5) by requiring that the hydrostatic equilibrium
holds between the cluster potential and the observed gas density profile. We note that TNFW

1https://heasarc.nasa.gov/docs/xmm/uhb/onaxisxraypsf.html
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Fig. 4.9 Two-dimensional temperature profiles using X-ray spectral data (blue points; thick
error bars represent the systematic uncertainty as estimated in Sect. 4.4.3, and thin error bars
indicate the total uncertainties); the pressure from SZ divided by density from X-ray projected
on the plane of the sky (red points); and the projection of the reconstructed temperature from
the backward technique, which makes use of both X-ray and SZ data, on an NFW mass
model (black line). The grey shaded area is the 1σ confidence region around the backward
result. The vertical dotted and dashed line marks the position of R500 and R200, respectively.

is not independent of the other two profiles because the best-fit mass model is obtained by
fitting both the measured TX and PSZ . In order to obtain a meaningful comparison with TX ,
we compute a spectroscopic projection (see Mazzotta et al., 2004; Morandi et al., 2007)
of the 3D quantities TSZ and TNFW. The good agreement among these profiles is shown in
Fig. 4.9.

Because the pressure gradient in the first point is washed out from the Planck’s beam of
about 7 arcmin, we note that the pressure in this point is underestimated, and therefore the
temperature TSZ is also underestimated with respect to TX .

4.4.3 Systematic uncertainties on the temperature profile

We constrain the projected spectroscopic temperature (see Sect. 4.2.2) with a relative sta-
tistical uncertainty ranging between 1% and 6% (median value: 2%). It is thus critical to
evaluate the role of possible systematics in our measurements. In order to calculate some
of the most relevant systematic uncertainties affecting our temperature measurements, we
re-estimate the spectral temperature using several different methods. Our reference temper-
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Fig. 4.10 Temperature and abundance profile adopting different techniques: using jointly
MOS and pn (red), using only MOS (blue), using only pn (green), allowing the background
normalizations to vary (black), and fixing the nHto the LAB value (Kalberla et al., 2005);
this provides an estimate of the systematic error affecting our measurement.

ature measurement is the one calculated using both MOS and pn data, leaving nH free to
vary within a defined narrow range, and fixing the parameters of the background model. By
changing all these quantities one by one, we estimate the level of systematic errors that affect
our measurements. In detail, we calculate the spectral temperatures in four ways: (i) only
using counts collected from MOS, (ii) only using counts from pn, (iii) fixing nH to the LAB
value (Kalberla et al., 2005), and (iv) allowing the background parameters (normalizations)
to vary within ±5% of the best-fit values. We show in Fig. 4.10 the results of this procedure.
Finally, at each radial point, we estimate the systematic error using the standard deviation of
the values measured with all the different methods. This error is then added, in quadrature, to
the statistical error and propagated through the entire analysis. The relative systematic error
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P0 c500 γ α β χ2 d.o.f.
Arnaud et al. (2010) 8.40 1.18 0.31 1.05 5.49 - -

Planck Collaboration et al. (2013) 6.41 1.81 0.31 1.33 4.13 - -
SZ+X 7.7±2.0 1.34±0.22 0.47±0.07 1.05 3.80±0.22 2.62 69

SZ 9.6±5.8 1.10±0.35 0.23±0.23 1.05 4.50±0.47 3.47 9

Table 4.4 Best-fit parameters of the pressure profile using the functional form introduced by
Nagai et al. (2007). ‘SZ+X’ refers to the best fit done on the best-fit mass model pressure
profile (see Sec. 4.4.5), while ‘SZ’ refers to the best fit done only on the PSZ .

ranges between 1.4% and 9.1%, apart from the outermost radial point where we measure a
value of 19%.

4.4.4 Pressure profile

If the galaxy cluster is not affected by an ongoing merger generating shocks through the ICM,
the pressure is the thermodynamic quantity that presents a smoother spatial distribution along
the azimuth. It is described by a ‘universal’ form (Arnaud et al., 2010; Nagai et al., 2007),

P(x)
P500

=
P0

(c500x)γ [1+(c500x)α ]
β−γ

α

, (4.5)

where

P500 = 1.65×10−3 keV cm−3
(

M500

3×1014M⊙

)2/3

E(z)8/3 (4.6)

and x = R/R500; γ , α , and β are the central slope, the intermediate slope, and the outer slope
defined by a scale parameter rs = R500/c500 (R << rs, R ∼ rs and R >> rs respectively); and
P0 is the normalization. The values of R500 and M500 adopted here are presented in Table 4.5
(see Sect. 4.4.5). We list in Table 4.4 our best-fit values, using the entire available radial
range to find the best fit.

The electronic pressure can be directly recovered from the Comptonization profile (see
Eq. 1.20; PSZ), and from the deprojection of X-ray measurements of the temperature and
density profiles of the emitting electrons (PX ). We can also estimate the pressure profile
required from the best-fit mass model to satisfy the hydrostatic equilibrium (PNFW, see
Sect. 4.4.5). As we show in Fig. 4.11, these 3D pressure profiles agree well within their
statistical errors.

We rescale the pressure profile by P500 and fit it with the universal functional form (Nagai
et al., 2007). The best-fitting results are listed in Table 4.4. The comparison with the results of
Planck (Planck Collaboration et al., 2013) and Arnaud et al. (2010) is shown in Fig. 4.11. We
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Fig. 4.11 Rescaled pressure profile in units of R500. The black line with grey envelope
represents the pressure profile required from the backward best-fit mass model. The blue and
the pink lines represents the fit on the data using the functional form introduced by Nagai
et al. (2007) on PX and PSZ , respectively. The dotted and dashed vertical line represents the
position of R500 and R200, respectively. In the bottom panel we show the ratio of PSZ , PX , and
PNFW with the universal pressure profile (Arnaud et al., 2010).

observe that the pressure profile in A2319 is well above the other two profiles, in particular
in the outskirts, with values higher by about a factor of ∼3.5 at R200, which is ∼2σ away
from the Planck envelope (Planck Collaboration et al., 2013).

We have also adopted a new technique (Bourdin et al., 2017) in order to evaluate the
impact of the anisotropies in the Compton parameter detected in the outskirts of A2319 on
the reconstructed pressure profile, and conclude that these anisotropies cannot explain the
observed excess.

4.4.5 Hydrostatic mass

The total mass profile of the cluster is reconstructed by solving the hydrostatic equilibrium
equation 4.4 (HEE, Binney and Tremaine, 1987). In this work, we use three different methods
to solve this equation and recover the hydrostatic mass profile (e.g. Ettori et al., 2013a): the
backward method, the forward method, and a non-parametric method.

The backward method follows the approach described in Ettori et al. (2010, 2017) and,
assuming a mass model with few free parameters (generally two), minimizes a likelihood
function by comparing the predicted and observed profiles of some interesting physical
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Technique Data M200 (1014M⊙) R200 (kpc) M500 (1014M⊙) R500 (kpc)
backward PSZ,NO3 + TX - Median 10.7±0.5 2077±33 7.7±0.4 1368±17
backward PSZ + TX - Median 10.6±0.5 2071±32 7.5±0.3 1357±13
backward PSZ,NO3 + TX ,SY S - Median 10.3±0.7 2047±47 7.4±0.4 1350±24
backward PSZ + TX ,SY S - Median 10.5±0.5 2062±34 7.3±0.3 1347±18
forward PSZ only - Median 9.4±0.5 1984±40 7.4±0.4 1353±25
forward TX only - Median / / 7.3±0.1 1343±5
forward PSZ + TX - Median 8.3±0.3 1906±20 7.8±0.2 1375±11
forward PSZ + TX , β fixed - Median 8.5±0.6 1923±48 7.7±0.4 1368±26
forward PSZ,NO3 + TX ,SY S, β fixed - Median 7.7±0.7 1859±59 7.4±0.6 1354±37
forward PSZ,NO3,SY S + TX - Median 8.3±0.3 1907±26 7.8±0.3 1373±18

non-parametric PSZ - Median 9.3±1.1 1979±78 6.7±0.5 1307±33

backward PSZ + TX - Mean 10.2±0.5 2040±35 7.3±0.3 1346±17

Table 4.5 Best-fitting results on the mass model using the techniques specified in the first
column. In the second column the data used to constrain the mass are listed; PSZ and TX refer
to the SZ pressure and the X-ray temperature, respectively; the subscript ‘NO3’ indicates
that the first three Planck points were not used in the analysis; the subscript ‘SYS’ indicates
that the systematic uncertainties on the X-ray temperature are added in quadrature to the
statistical errors in evaluating the χ2 (see Sec. 4.4.3); ‘Median’ or ‘Mean’ refers to how
we computed the X-ray emissivity; ‘β fixed’ indicates that the outer slope of the pressure
profile is fixed to the best-fit value of the Planck collaboration. In the other four columns,
we quote the results on M200, R200, M500, and R500, respectively. In the first row, we indicate
our reference values in bold. The last two rows present the mass reconstructed using the
mean density profile, and propagating the statistical error on the temperature profile only (see

Sect. 4.4.3). R∆ is defined as
(

M(R)
4/3πρc∆

)1/3
.
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Fig. 4.12 (Left) Contour plot with confidence regions at 1, 2, and 3σ (solid lines) applying
the backward approach to solve HEE in order to constrain the parameters of the NFW mass
model; using as inputs the multiscale technique on the median emissivity profile to obtain
the density, the pressure from the direct deprojection of the y-parameter radial profile, and
the temperature from the spectral analysis. (Right) Gas mass and total mass profile recovered
using the backward approach (blue and red curves, respectively). The black crosses represent
the total mass profile obtained using a non-parametric method and the green cross that
obtained by applying the forward method on temperature and density profiles. The dotted
and dashed vertical line marks the position of R500 and R200, respectively.

quantities (e.g. temperature) to constrain these parameters. In the present analysis, we
assume a Navarro-Frenk-White profile (NFW, Navarro et al., 1997) for the total mass (a
more extensive discussion on the best-fitting mass models will be presented in a forthcoming
publication), and constrain its two parameters, concentration and scale radius (or R200), using
both the projected temperature profile from X-ray spectral analysis and the thermal pressure
profile from the SZ analysis, and maximizing the likelihood described in Sect. 4.4.7.

In Fig. 4.12, we show the best-fit results obtained using this method to constrain the
parameters of the mass model, using the median method and the multiscale technique to
obtain the density profile. Very consistent results are obtained by adopting different methods
to recover the input profiles of the gas temperature and density (see Table 4.5). We indicate
with the subscript ‘NFW’ the thermodynamic quantities corresponding to the best-fit mass
model.

In the forward method, functional forms are used to fit the thermodynamic quantities,
density, pressure, and temperature. Then, HEE is directly applied in order to compute the
total mass radial distribution. Errors are estimated through a Monte Carlo process. As
mentioned in Sect. 4.2.1, we use the multiscale approach (Eckert et al., 2015) to fit the
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emissivity profile which yields directly the fitted density functional form. We use a six-
parameter functional form (Vikhlinin et al., 2006) to fit the temperature, and a five-parameter
generalized NFW (Nagai et al., 2007) for the pressure. We combine in several ways the
profiles of the thermodynamic quantities (density, pressure, and temperature), as detailed
in Table 4.5, making use of a joint likelihood (see Sect. 4.4.7) when all three quantities are
fitted together. It is worth noticing that, while measurements of the gas density and pressure
are available up to ∼ R200, direct spectral estimates of the temperature are limited to regions
below R500, defining the radial range where the mass profile is more reliable in this case.

Due to the good quality data both from X-rays and SZ, we can also implement a non-
parametric method in order to recover the total mass profile. We just insert pressure and
density in the HEE, and we calculate the pressure derivative using a three-point quadratic
Lagrangian interpolation. We note that the errors relative to this method are represented by a
covariance matrix since we are using the SZ pressure profile, and therefore what is shown as
an error bar in the plot is just the square root of the diagonal terms.

The recovered mass profiles are shown in Fig. 4.12. They are all compatible within their
respective error bars at the characteristic overdensities of 500 and 200.

4.4.6 Systematic uncertainties on the hydrostatic mass

In Table 4.5, only the statistical error on M200 is quoted (with a relative uncertainty of about
4.7%). In this section, we evaluate the impact of some of the systematic uncertainties that
affect the mass reconstruction.

The ability of the particle background model to reproduce a flat surface brightness profile
when applied on blank field observations is a source of systematic uncertainty caused by the
adopted procedure. As we discussed in Sect. 4.2, adopting the background model described
in Sect. 3.3, we are able to reduce the systematic deviation from a flat profile below 5%.
We account for this by adding 5% of the background level as an extra error in the surface
brightness profile.

The results obtained by applying different methods and techniques are shown in Table 4.5.
We estimate the level of the systematic uncertainties on the mass measurement at R500 and
R200 of about 3.9% and 8.4%, respectively, by measuring the relative scatter around the
reference value.

Another source of systematic uncertainty comes from the choice of the background
region, defined in an area concentrated to the west of the cluster. Considering that A2319 has
an angular extension of ∼ 1 degree, cosmic variance can influence the analysis, especially in
the outskirts. Using the absorbed thermal model tbabs(apec), and fixing the parameters of
the apec component, we vary the hydrogen column density alone by adopting the values of
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nH in regions located to the north, west, east, and south, as far as possible from the centre (at
a distance of 33, 55, 36, and 39 arcmin, respectively) and remeasure the conversion factor
between the count rate and the surface brightness maps. This procedure allows us to measure
a relative deviation of 2% on the surface brightness, which translates into an effect of about
1.4% on the gas density and 1.1% on the mass measurement.

We therefore estimate that the total systematic uncertainties are at the level of 4.18% and
8.5% at R500 and R200, respectively, implying that the reference values for the hydrostatic
mass are, at R500 and R200, respectively:

M500 = 7.7±0.4stat. ±0.3syst. ×1014M⊙

M200 = 10.7±0.5stat. ±0.9syst. ×1014M⊙

4.4.7 Likelihood for the mass reconstruction

We fit our thermodynamic quantities using the MCMC code emcee (Foreman-Mackey
et al., 2013a), for which we define a likelihood. We included in the fitting procedure an
intrinsic scatter, which is added in quadrature on the error of logarithm of pressure such that
logP ∼ logP±σint . By assuming a small value for σint we can write

σP,int ≈
P · exp(+σint)−P · exp(−σint)

2
= P · sinhσint

and summed to the covariance matrix as

Σtot =


Σ11 Σ12 Σ13 . . . Σ1n

Σ21 Σ22 Σ23 . . . Σ2n
...

...
... . . . ...

Σn1 Σn2 Σn3 . . . Σnn

+


σ2
P1,int 0 0 . . . 0
0 σ2

P2,int 0 . . . 0
...

...
... . . . ...

0 0 0 . . . σ2
Pn,int


where Σi, j is the covariance matrix on the measured Planck pressure profile.

The intrinsic scatter is also propagated to the variance on temperature profile, added in
quadrature to the measured errors:

σ
2
tot = σ

2
T +σ

2
T,int

with
σT,int =

Pmodel

nmodel
σP,int = Tmodel ·σP,int
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We recall that in general the likelihood is defined as

L =
1√

2πσ2
exp(−χ

2/2),

so that
logL =−0.5(χ2 + logσ

2 + log(2π)),

where the last term is a constant, and therefore is usually ignored while maximizing the
likelihood, but the term with logσ2 is not. Finally, by using the subscript ‘m’ or ‘o’ to
describe model predicted or observed quantities, respectively, we can explicitly write the
logarithm of the likelihood we use to fit

logL =−0.5
[
(P−Pm)Σ

−1
tot (P−Pm)

T +n log(det(Σtot))
]

−0.5
n

∑
i=1

[
(Ti −Tm,i)

2

σ2
T,i +σ2

T,int
+ log

(
σ

2
T,i +σ

2
T,int
)]

−0.5

[
n

∑
i=1

(ε − εm,i)
2

σ2
ε,i

]

We point out that this method is independent of the method used to compute Pmodel

and Tmodel , meaning that this kind of approach is valid both for the forward and backward
methods.

4.4.8 Entropy profile

k0 k100/500 α χ2 d.o.f.
Eq. (4.7) 75±13 190±12 0.82±0.03 129 70

Eq. (4.10) 0.055±0.010 1.17±0.02 0.82±0.03 124 70
Table 4.6 Best-fit results for the model of the entropy profile using the three different
rescalings described in Sect. 4.4.8.

The entropy profile is recovered through the gas pressure and temperature profiles via
Eq. (4.2). Entropy is a fundamental quantity that can track the thermal history of a cluster: it
always rises when a heat flow occurs, and in the presence of only non-radiative processes it is
expected to follow a power law with characteristic slope of 1.1 (Tozzi and Norman, 2001; Voit
et al., 2005). Deviations from this power law are observed in the central regions, requiring
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Fig. 4.13 (Left) Entropy profiles obtained from the three different methods described in
Sec. 4.4.8. The dashed magenta line represents the best fit obtained on the KNFW data using
Eq. (4.7). (Right) Entropy profiles rescaled by K500. The dashed magenta line represents the
best fit obtained on the KNFW data using Eq. (4.10). The green lines represents the prediction
from Voit et al. (2005). The dashed pink lines are the best fit using Eqs. (4.7) and (4.10). The
vertical dotted and dashed line represents the location of R500 and R200, respectively.

an entropy ‘floor’ within ∼ 100 kpc that is expressed through the formula (Cavagnolo et al.,
2009)

K = k0 + k100

(
R

100 kpc

)α

(4.7)

The central entropy (k0) measured with the fit in Eq. (4.7) is 75± 13 keV cm2 (see
Table 4.6), suggesting that A2319 does not possess a relaxed, cool core (e.g. Cavagnolo et al.,
2009, define a CC when k0 < 50 keV cm2).

However, non-radiative simulations show that the self-similar behaviour is reproduced
only once entropy is rescaled by a proper quantity defined with respect to the critical density
(Voit et al., 2005)

K500 = 106 keV cm2
(

M500

1014M⊙

)2/3

E(z)−2/3 f−2/3
b , (4.8)

where fb = 0.15 is the universal baryon fraction. Non-radiative simulations (Voit et al., 2005)
predicts that the power law describing the entropy profile is:

K(R)
K500

= 1.42
(

R
R500

)1.1

(4.9)
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In order to accommodate the flattening of the entropy profile observed in many disturbed
systems, we add a constant to a simple power law:

K(R)
K500

= k0 + k500

(
R

R500

)α

. (4.10)

In Fig. 4.13, we plot the measured entropy profiles, also rescaled according to Eq. 4.10.
In Table 4.6, we show the best-fit results on the data using Eqs. (4.7) and (4.10). We observe
that the entropy profile has a shallower slope with respect to the value predicted by the
simulations (Voit et al., 2005).

4.5 Analysis in azimuthal sectors

4.5.1 Thermodynamic properties

Considering the high signal-to-noise ratio of our X-ray and SZ datasets, we can perform
the analysis presented in the previous sections in each of the eight azimuthal sectors with
width of 45◦ that we define in Fig. 4.14. The analysis performed in the sectors allows us to
measure the azimuthal variance of the physical quantities and to assess which cluster regions
are more relaxed. Indeed, by dividing the observed count rate map in Fig. 4.1 with a cluster
model with perfect spherical symmetry and emission equal to the azimuthal median surface
brightness profile, we can identify where an excess in the emission due to the ongoing merger
is located. As shown in Fig. 4.14, this excess is concentrated in the NW region (sectors 1, 2,
and 3, in particular).

We show the profiles of the thermodynamic properties recovered in eight angular sectors
in Fig. 4.15.

In the X-ray surface brightness, we identify various features specific to each sector:

• Sector 1 has an excess in emission starting above 200 kpc with a small radial extent of
about 100 kpc. This excess is due to a contamination of the merging component in this
cluster, located 10 arcmin NW.

• Sector 2 also has a significant excess in the X-ray emission. This excess is located in
the region where Oegerle et al. (1995) found the merging component in A2319, and
has a radial extent that is quite large, from 200 to 800 kpc.

• Sector 3 has an emission slightly higher than the azimuthal average up to 1 Mpc, where
a sharp transition is present reconciling the surface brightness with the azimuthally



74 Abell 2319

Fig. 4.14 (Left) Same as Fig. 4.1. The white sectors represents the eight regions analysed
separately, each marked by a identification number. (Right) Residual image obtained by
dividing the flux image by the model image reconstructed from the median method. The
small white circle represents the centre of the cluster, and the big white circle represents
the position of R200. The red sector represents the region which shows a clear excess in the
residual map.

averaged value. This sector shows evidence of a non-negligible contamination from
the merger.

• Sectors 4 and 5 are quite regular, with a behaviour very similar to the azimuthally
averaged profile.

• Sector 6 shows the cold front that was detected in Ghizzardi et al. (2010) and located
in the SE region, about 200 kpc ≈ 3 arcmin from the cluster centre.

• Sectors 7 and 8 are the most regular, and reproduce very well the combined surface
brightness profile.

The pressure profile obtained from the deprojected SZ signal in each sector (see Fig. 4.15)
shows clearly that this is the quantity least affected by the dynamical history of the cluster.
For instance, the merging event (Oegerle et al., 1995) happening in the NW (sector 2) with
mass ratio 3:1 is well resolved in the surface brightness/density profile, but it is not evident in
the pressure profile (sector 3 has the highest values in the pressure profile, while sectors 1 and
2 are slightly below the azimuthally average profile), suggesting that the merger induced some
shocks that have already propagated through the ICM and are at least partially thermalized,
inducing a reasonably small scatter in the pressure profile at R200 (see Fig. 4.15).
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From the spectral analysis, we observe in sector 2 that the gas temperature reaches values
below those measured in the azimuthally averaged profile between 300 and 800 kpc. In
sectors 1 and 3, the temperature behaves similarly, but over a narrower radial range. These
radial variations can be explained by a low-temperature component contaminating sectors 1,
2, and 3 at intermediate radii. This can be associated with the accreting substructure visible
in the residual map (Fig. 4.14), which is merging with the main cluster halo. Over the
same region, corresponding to the merging component at about 500 kpc in sector 2, we also
observe an increase in the metal abundance correlated to the gas at the lower temperature.

In Fig. 4.15, we show the entropy profiles obtained by solving the HEE with the backward
method (a comparison between the profiles estimated with different methods is shown in
Fig. 4.19). The entropy measured in sector 2 is well below the mean value estimated in the
cluster, while sector 1 and 3 are just slightly below the mean value. This suggests that a
substructure with a low-entropy gas is still accreting into the cluster’s halo as residual of the
ongoing merger.

4.5.2 Azimuthal scatter and clumpiness

The azimuthal scatter of the recovered thermodynamic quantities is defined at each radius r
as

σQ(r) =

√√√√ 1
N

N

∑
i=1

(
Qi(r)− Q̄i(r)

Q̄i(r)

)2

, (4.11)

with Q={ n, P, T, K, Mtot , Mg, fg }. The profiles of the azimuthal scatter are shown in
Fig. 4.16.

As a general trend, we expect that σQ(r) should increase monotonically with radius
because as they move outward the considered radial points should be less virialized. Although
this is generally observed, some other features also appear. For instance, at intermediate radii
(∼ 600 kpc) there is a clear increase coincidentally with the cluster centric location where the
merger is taking place. Moreover, there is a particular radial location between R500 and R200

where the azimuthal scatter reaches a minimum. This point suggests the radial extension of
the influence of the merger on the thermodynamic quantities.

Using this information, we can improve the characterization of the properties of the
observed clumpiness in the gas density. As described in Roncarelli et al. (2013), the clumping
factor of the gas (see Sect. 4.4.1) is expected to have two major contributors: some individual
clumps and large-scale accretion patterns. The latter is described by the residual clumping
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CR, which, following Roncarelli et al. (2013), can be estimated as

CR(r) = 1+
σ

σ0
+

r
r0
, (4.12)

where r = R/R200; σ is the azimuthal scatter of the density n or of the Comptonization
parameter y; and σ0 and r0 are estimated from simulations (Roncarelli et al., 2013)

• (σ0, r0) = (16.02, 5.87) for X-ray density,

• (σ0, r0) = (2.83, 8.25) for SZ Comptonization parameter.

We compare the estimated clumpiness with the residual clumpiness CR in Fig. 4.16. We
observe that the measured clumping factor, both X-ray and SZ, only slightly exceeds the
estimated CR over the entire radial range, suggesting that large-scale asymmetries account
for most of the clumpiness measured.

Moreover, the clumpiness profile in Fig. 4.8 shows a clear excess at intermediate radii.
We interpret this excess as the presence of the merger component in the NW direction. We
evaluate again the clumpiness, after masking out sectors 1, 2, and 3, which are more affected
by the presence of the merger. As we show in Fig. 4.16, the excess in the clumping factor at
intermediate radii disappears and the total clumpiness at R200 decreases to 1.05.
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Fig. 4.15 (Top left) Surface brightness profiles for the eight sectors using the median method.
The thick black line is obtained from the whole image analysis. The dotted and dashed
vertical line marks the position R500 and R200, respectively. (Top right) SZ pressure profiles
for the eight sectors overplotted on top of the pressure profile for the whole cluster (black
line). (Centre) Two-dimensional temperature (left) and abundance (right) profiles for the
eight sectors analysed. (Bottom left) Reconstructed entropy profiles for all sectors using the
backward method. (Bottom right) Gas fraction profiles recovered applying the backward
technique. The thick black line is the result for the azimuthally averaged profile. The dotted
and dashed vertical line marks the position R500 and R200, respectively.
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Fig. 4.16 (Top) Azimuthal scatter in the thermodynamic profiles: gas density and gas mass
profiles are obtained from the X-ray spatial analysis; the pressure profile is the result of SZ
data analysis; gas entropy and temperature are obtained by combining SZ pressure and X-ray
density; the total mass is reconstructed by solving the hydrostatic equilibrium equation using
the forward approach. The vertical dotted and dashed line represents the location of R500
and R200, respectively. (Centre left) Total measured clumpiness (see Sect. 4.5.2; black line,
shaded region represents 1σ uncertainty) compared with the estimated residual clumpiness
using X-ray density (blue line) and the SZ Comptonization parameter (green line). (Centre
right) Same as Fig. 4.8, but removing the problematic sectors (1, 2, and 3) from the analysis.
The features present in the whole clumpiness profile disappear almost completely. The dotted
and dashed vertical line marks the position of R500 and R200, respectively. (Bottom left) Total
measured clumpiness (see Sect. 4.5.2; black line, shaded region represents 1σ uncertainty)
compared with the estimated residual clumpiness using X-ray density (blue line) and SZ
Comptonization parameter (green line). (Bottom right) Same as Fig. 4.8, but after removing
the merging region in the problematic sectors (1, 2, and 3) from the analysis. The features
present in the whole clumpiness profile disappear almost completely. The dotted and dashed
vertical line marks the position of R500 and R200, respectively.
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4.5.3 Thermodynamic quantities in azimuthal sectors

The procedures applied to study the properties of the whole clusters are applied on each
azimuthal sector. In summary, we deproject surface brightness into density using the multi-
scale technique on the mean profile, we deproject the Comptonization parameter to retrieve
pressure, and we calculate the temperature in six spectral annuli. We then apply the backward
approach to these thermodynamic quantities in order to find the parameters of a NFW mass
model which best reproduce the observables. We compare the observed and reconstructed
from the best-fit mass model pressure and temperature profiles sector by sector in Fig. 4.17
and 4.18, respectively. We observe that the only sectors with an evident discrepancy are the
ones disturbed the most by the merger event, i.e. sectors 1, 2, and 3.

Similarly to what is done in Sect. 4.4.8, we compare the entropy profile reconstructed
by the NFW backward best fit with the entropy recovered from X-ray spectroscopy (K =

kT/n2/3
e ), and with the entropy recovered by combining X-ray density and SZ pressure

(K = P/n5/3
e ); this sector-by-sector comparison is shown in Fig. 4.19.
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Fig. 4.17 Comparison of the observed pressure profile with that reconstructed by the NFW
backward best fit.
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Fig. 4.18 Comparison of the observed 2D temperature profile with the one reconstructed by
the NFW backward best fit.
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Fig. 4.19 Comparison between the entropy profile reconstructed by the NFW backward best
fit with the entropy coming from the combination of X-ray and SZ and just using X-ray
spectral results.
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4.6 Characterizing the hydrostatic bias

Fig. 4.20 (Left) Thermal pressure compared with non-thermal pressure using three different
models (black, pink, and green lines, Fusco-Femiano and Lapi, 2014; Nelson et al., 2014a;
Shaw et al., 2010, respectively). (Right) Measured gas fraction profile azimuthally averaged
(red line) and ignoring the merging region (black line), and corrected accounting for the
contribution of a non-thermal pressure component enabling to match the cosmic gas fraction
at R200 and R500. The horizontal line represents the universal baryon fraction (Planck
Collaboration et al., 2016e), the vertical lines represents the position of R500 and R200, and
the yellow points are the universal baryon fraction depleted by the thermalized gas and by
the star fraction. The pink, green, and blue lines represent the gas fraction we get by using
different functional forms in order to reduce the observed gas mass fraction to the universal
one.

4.6.1 Gas mass fraction and the non-thermal contribution

Since galaxy clusters originate from large regions of the primordial Universe, their baryon
fraction is expected to be close to the universal fraction.

The gas mass fraction, fg = Mg/Mtot, in massive galaxy clusters represents most of the
baryons accreted in the dark matter halo and is a good proxy of the cosmic baryonic budget,
which enables us to use galaxy clusters as a cosmological probe (e.g. Ettori et al., 2002,
2009),

Ωb

Ωm
·b = fg + fstar, (4.13)

where Ωb and Ωm are the cosmological baryon and matter density, b is the depletion fac-
tor that accounts for the cosmic baryons which thermalize in the cluster’s potential, and
fstar is the stellar mass fraction. Here, we adopt the cosmological parameters Ωb = 0.045
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and Ωm = 0.3089 estimated from Planck Collaboration et al. (2016e); we assume from
numerical simulations b = 0.85 and 0.87 (with a standard deviation of 0.03) at R500 and
R200, respectively (e.g. Planelles et al., 2013); and consider Mstar/Mgas = 0.069 from optical
measurements in nearby systems (Gonzalez et al., 2013). We predict, thus, a gas mass
fraction fg of 0.125 and 0.128 at R500 and R200, respectively.

However, we measure a gas fraction, already corrected for the resolved gas clumpiness
using the median profile, that reaches values well above the expected fg at r > R500 (see
Figs. 4.15 and 4.13). We argue for the role of the non-thermal pressure contribution to the
estimate of the total mass in lowering the measured gas fraction.

Indeed, Abell 2319 is in a merging state (Oegerle et al., 1995), with the presence of a
giant radio halo (Farnsworth et al., 2013; Storm et al., 2015) that supports this scenario. The
measured gas fraction can then be biased high as a consequence of the phenomena (like gas
turbulence and bulk motion) that occur during a merger and that are not accounted for in the
calculation of the hydrostatic mass, causing an underestimate of the halo mass.

Before proceeding in quantifying the amount of non-thermal pressure support, we note
(from the analysis in azimuthal sectors) that the substructure that is merging with the main
halo is also able to disturb the system on a much larger scale by enhancing the measured
surface brightness up to ∼ 1 Mpc. The net effect is to increase the gas mass by about 10%
and so the relative amount of non-thermal pressure in the outskirts. To obtain an estimate of
the contribution of the non-thermal pressure unbiased from any evident merger, we ignore the
region where we measure this excess in the surface brightness (see red sector in Figure 4.14),
and repeat our analysis. We show the comparison between the results obtained before and
after masking the merging region in Table 4.7. The hydrostatic mass remains unchanged,
but the gas mass decreases, implying that the gas fraction lowers by 17% at R200, but it is
still greater than the cosmological gas fraction predicted from numerical simulations at these
radii. We note that the reconstructed gas fraction is already corrected for the resolved gas
clumping using the median density profile; therefore, clumpiness cannot be responsible for
the excess gas fraction (Simionescu et al., 2011).

One possibility to explain this overestimate in the gas fraction is the presence of a substan-
tial non-thermal pressure component in the HEE which breaks the hydrostatic equilibrium
assumption. We modify the HEE in Equation 4.4, by adding an extra pressure component,
which we define as non-thermal pressure, and justify as being generated, for example, by
unresolved gas turbulence, bulk motion, magnetic field, or asphericity. This non-thermal
component can be modelled, in a first approximation, as a constant fraction of the thermal
component (Loeb and Mao, 1994; Zappacosta et al., 2006). We add this non-thermal pressure
term (indicated with the subscript ‘NT’) in the HEE as PNT (r) = α(r)PT (r), where the
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Region M200 (1014M⊙) R200 (kpc) Mgas,200 (1014M⊙) fgas,200
Azimuthal average 10.7±0.5 2077±33 2.54±0.05 0.237±0.012

Ignoring the merging region 10.7±0.3 2075±17 2.22±0.02 0.207±0.006
Table 4.7 Comparison between the mass reconstruction at R200 using the whole surface
brightness image and ignoring the merging component. The columns show: the hydrostatic
mass by solving HEE (see Eq. (4.4)), R200, the gas mass obtained by integrating the gas
density profile (Eq. (4.3)), and the gas mass fraction defined by fgas = Mgas/Mtot .

Model Functional form for α = PNT/PT a b c

Nelson et al. (2014a)
[
a
(

1+ exp
(
−
(

R
R200b

)c))]−1
−1 0.52±0.02 0.52 (fix) 1.23±0.27

Fusco-Femiano and Lapi (2014) aexp
(
−
(

1−R/(2R500)
b

)2
)

0.91±0.18 0.706±0.09 –

Shaw et al. (2010) a
( R

R500

)b 0.63±0.05 1.17±0.36 –

Table 4.8 Model, functional form, and best-fitting parameters for the three models which
describe the ratio between non-thermal and thermal pressure support.

thermal component has the subscript ‘T’, and α(r) is a function of radius. The HEE is then
modified as

1
ρg

(
dPT

dr
+

dPNT

dr

)
=−G

r2 (MT +MNT ) , (4.14)

By solving the derivatives and readjusting the terms in the equation, we can then write
how this propagates into the estimate of the gas mass fraction

fg =
Mg

MT +MNT
=

Mg

MT

(
1+ MNT

MT

) fg,T

1+α(r)− PT r2

GMT µmpne
dα

dr

≡ β fg,T , (4.15)

where β is defined as the ratio between the true gas fraction and the measured thermal gas
fraction. This means that in the case of α = constant, the real gas fraction is reduced by a
factor 1+α .

By imposing that the observed cluster gas fraction should match the cosmic value in
Eq. (4.13), and assuming a constant α , we require α = 0.64 (0.32) at R200 (R500), implying
that about 39% (24%) of the total pressure is in the form of a non-thermal component.

In general, α is expected to have a radial dependence. Numerical simulations (e.g. Fusco-
Femiano and Lapi, 2014; Nelson et al., 2014a; Shaw et al., 2010) predict some functional
forms for PNT/PT . We can constrain the parameters of these models, if we consider the radial
dependence of α in HEE, by requiring that we should be able to reproduce the expected gas
mass fraction at R500 and R200. The errors on the parameters are calculated using Monte
Carlo simulations propagating the errors on the gas mass fraction profile, on the measure
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of R200, and on the predicted gas mass fraction points. The non-thermal pressure profiles
and the corresponding gas fraction profiles obtained using the above mentioned models are
shown in Fig. 4.20, and in Table 4.8 we provide the three functional forms adopted and
the best-fitting parameters. We observe that already above 200-300 kpc, the non-thermal
pressure support plays a very important role in flattening the gas mass fraction profile.

Finally, by imposing that the total cluster mass Mtot is provided from MT +MNT , we can
estimate the amount of the hydrostatic bias factor β as

β =
MT

Mtot
⇒ Mtot =

MT

β
. (4.16)

Applying Equations (4.14), (4.15), and (4.16), the cosmological gas fraction at R500 and R200

is obtained by requiring

M500,tot = 10.2±0.4stat. ±0.4syst. ×1014M⊙

M200,tot = 17.3±0.9stat. ±1.2syst. ×1014M⊙

Using this mass estimate corrected by clumpiness and by hydrostatic bias, and the
value acquired from the Planck catalogue (Planck Collaboration et al., 2016d) and based
on scaling relations, MYSZ ,500 = 8.74(±0.12)×1014M⊙, we infer a Planck bias of 1−b =

MYSZ ,500/M500,tot ≈ 0.86.

4.6.2 Effects of the hydrostatic bias on the rescaled profiles

The correction on the mass propagates to the rescaled profiles, both directly since R500

increases shrinking the x-axis, and indirectly since pressure and entropy, as described from
Eqs. (4.6) and (4.8) respectively, follow a rescaling which is mass dependent.

In Fig. 4.21, we show the net effect on the thermodynamic rescaled profiles, that can be
summarized by the following statements:

• the gas pressure profile is now in agreement with the universal pressure profile (Arnaud
et al., 2010) and with the Planck envelope (Planck Collaboration et al., 2013);

• the gas density profile becomes compatible with the stacked density profile presented
in Eckert et al. (2012);

• the gas entropy profile shows the least modification before and after this analysis; the
profile becomes slightly steeper, but it is still flat in the outskirts, in agreement with
the expected impact of any non-thermal pressure support (Walker et al., 2012b).
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Fig. 4.21 Rescaled pressure (top left) and density (top right) profiles considering the az-
imuthally averaged, ignoring the merger, and ignoring the merging region and considering
the M200,tot and R200,tot required to recover the cosmological gas fraction at the virial radius.
We compare these profiles with the Planck envelope (Planck Collaboration et al., 2013) for
pressure, and with the universal density profile (Eckert et al., 2012) for density. (Bottom)
Rescaled entropy and rescaled entropy corrected by the gas mass fraction, before and after
correcting for the true total mass.

Pratt et al. (2010) have shown that in order to reconcile entropy profile with predictions
from non-radiative simulations (Voit et al., 2005), the profile has to be corrected by the
gas mass fraction K ⇒ K · (E(z) fgas/ fb)

2/3. Introducing this correction in each entropy
profile that we consider (i.e. the azimuthally average profile, the profile ignoring the merging
region, and the profile required to recover the cosmological gas fraction at R200), we obtain
the results shown in Fig. 4.21. We observe that only when we include the contribution
by the non-thermal pressure we obtain a corrected entropy profile that deviates from the
numerical predictions, with a flattening above 0.3R500 suggesting that turbulence, or non-
thermal energy at large, has not been yet converted efficiently in heat energy, not allowing the
specific entropy of the ICM to rise to the value expected in systems simulated in the absence
of non-gravitational processes (e.g. Voit et al., 2005).
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4.7 Summary and conclusions

The very accurate background modelling of the XMM-Newton exposures, and the large
extension of the SZ signal resolved with Planck have allowed us to combine X-ray and
SZ data to study the thermodynamic properties of Abell 2319 over the virial region around
R200. Moreover, since the data quality is very high, we are able to study the properties of
this cluster reaching the virial radius in eight different sectors. This enables us to study the
azimuthal variance of the thermodynamic properties of the ICM in this merging system for
the first time.

The measured clumpiness shows the presence of the merging component with an increase
in its value at intermediate radii (∼ 500 kpc). This excess disappears when we remove
the merging regions from the analysis. On the other hand, in the outskirts the clumpiness
measured is compatible with the estimated residual clumpiness (Roncarelli et al., 2013). This
means that this cluster has no significative infalling clumps at the virial radius.

The gas density profile corrected for the resolved clumpiness is then used to recover other
fundamental quantities (Eckert et al., 2015), together with the gas temperature profile that we
measure, from the X-ray spectroscopic analysis, with a median relative statistical uncertainty
of 2% and with a systematic error that we carefully estimate to be of the order of 4% (median
value), and above 15% in the outermost radial bin alone. The exquisite quality of these
complementary X-ray and SZ datasets, extending across R200, enable us to constrain a NFW
hydrostatic mass profile at very high precision (M200 = 10.7±0.5stat. ±0.9syst. ×1014M⊙),
achieving a level where systematic errors dominate over the statistical ones.

Due to the merging state of this cluster, the recovered entropy profile is flatter than the
one predicted by non-radiative simulations (Voit et al., 2005). We observe the most deviations
in the first and last few points: in the centre this is caused by the fact that this cluster is a
non-cool core cluster (Cavagnolo et al., 2009) with a flat entropy core of ∼ 75 keV cm2,
while some residual non-thermal energy flattens the entropy in the outskirts (Walker et al.,
2012b).

The pressure profile recovered from SZ data is flatter, and above the 1σ envelope, than
the universal profile measured for an ensemble of objects resolved with Planck (Planck
Collaboration et al., 2013).

The measured gas fraction, corrected by the gas clumpiness using the median density
profile, is above the value predicted from state-of-art hydrodynamical simulations for the
preferred cosmological background (Gonzalez et al., 2013; Planck Collaboration et al., 2016e;
Planelles et al., 2013). Analysing the azimuthal variation of the fgas profile (see Fig. 4.15),
we observe that it is above the average value only in the sectors most affected by the merger
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(sectors 1, 2, and 3). When the region with the ongoing merger and with an estimated higher
gas mass is excluded from the analysis, the gas fraction drops, but it is still higher than the
expectations, indicating a non-negligible contribution from a non-thermal pressure support
that we quantify as approximately 39% and 24% of the total pressure at R200 and R500,
respectively.

Once the correction induced by the non-thermal pressure support is propagated through
the measurements of R500, K500, and P500, we show that (i) the pressure profile matches
the mean behaviour of objects resolved with Planck; (ii) the gas density profile becomes
consistent with the stacked profile obtained from Rosat/PSPC observations in Eckert et al.
(2012); and (iii) on the contrary, the entropy undergoes a very small change, remaining flatter
than the predicted profile.

In forthcoming works, the detailed analysis presented here for A2319 will be extended to
the whole X-COP sample (Eckert et al., 2017a), providing the first ensembled properties of
the ICM at R200 and above.
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5.1 Introduction

In this chapter, we present the universal thermodynamical properties of the galaxy clusters
in the X-COP cluster sample, see Chapter 3. Here we consider the global properties of the
X-COP sample, presenting the structural properties of the ICM over more than two decades
in radius ([0.01−2]R500).

Throughout this chapter, we assume a flat ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7
and H0 = 70 km s−1 Mpc−1. All our fitting is performed using the Bayesian nested sampling
algorithm MultiNest (Feroz et al., 2009), if not otherwise stated.

In Sect. 5.2 we describe the available dataset and the analysis procedures. In Sect. 5.3 we
present our results on the universal thermodynamic profiles, slopes and intrinsic scatter. Our
findings are discussed in Sect. 5.4, we draw our conclusion in Sect. 5.5.

5.2 Dataset and analysis procedures

5.2.1 The X-COP project

The details on the cluster selection, their main properties, and the goal of the X-COP project
are detailed in Chapter 3.

5.2.2 XMM-Newton data analysis

The detailed analysis of XMM-Newton data, from raw data to surface brightness profiles
and spectral temperature measurements, to analyze the entire X-COP sample is described in
Sect. 3.2. In the following we explore several possible way to deproject surface brightness
into density.

5.2.3 Deprojection and gas density profiles

To extract gas density profiles, we take advantage of the fact that the X-ray surface brightness
in our energy band of choice is proportional to the squared gas density integrated along the
line of sight. To convert surface brightness profiles into emission measure, we describe the
emissivity of the source with a thin-plasma model absorbed by the Galactic NH and folded
through the on-axis EPIC/MOS effective area. This approach allows us to calculate the
conversion between the observed count rate in MOS units and the normalization of the APEC
model, which is related to the plasma emission measure as
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Table 5.1 Basic properties of the X-COP sample.

Cluster redshift S/N M500 R500 M200 R200 K0 R.A. Dec
Placnk 1014 M⊙ kpc 1014 M⊙ kpc keV cm2 deg deg

A1644 0.0473 13.2 3.48±0.20 1054±20 6.69±0.58 1778±51 19.0 (CC) 194.3015 -17.409729
A1795 0.0622 15.0 4.63±0.14 1153±12 6.53±0.23 1755±21 19.0 (CC) 207.21957 26.589602
A2029 0.0766 19.3 8.65±0.29 1414±16 12.25±0.49 2155±29 10.5 (CC) 227.73418 5.744432
A2142 0.0909 21.3 8.95±0.26 1424±14 13.64±0.50 2224±27 68.1 (NCC) 239.58615 27.229434
A2255 0.0809 19.4 5.26±0.34 1196±26 10.33±1.23 2033±81 529.1 (NCC) 258.21604 64.063058
A2319 0.0557 30.8 7.31±0.28 1346±17 10.18±0.52 2040±35 270.2 (NCC) 290.30276 43.94501
A3158 0.0597 17.2 4.26±0.18 1123±16 6.63±0.39 1766±35 166.0 (NCC) 55.717984 -53.627728
A3266 0.0589 27.0 8.80±0.57 1430±31 15.12±1.44 2325±74 72.5 (NCC) 67.843372 -61.429731
A644 0.0704 13.9 5.66±0.48 1230±35 7.67±0.73 1847±59 132.4 (NCC) 124.35736 -7.5086903
A85 0.0555 16.9 5.65±0.18 1235±13 8.50±0.36 1921±27 12.5 (CC) 10.459403 -9.3029207

RXC1825 0.0650 13.4 4.08±0.13 1105±12 6.15±0.26 1719±24 217.9 (NCC) 276.33547 30.436748
ZW1215 0.0766 12.8 7.66±0.52 1358±31 13.03±1.23 2200±69 163.2 (NCC) 184.42191 3.6557217

Notes. name, redshift, and signal-to-noise ratio from the PSZ1 catalogue (Planck Collab-
oration et al., 2014a). The mass information (M500, R500, M200, R200) is obtained from our
own hydrostatic mass reconstruction (Ettori et al. 2018). The information on the central
entropy was taken from the ACCEPT database (Cavagnolo et al., 2009), indicating the cool
core clusters with K0 < 30 keV cm2 with CC, in the case of the non cool core with NCC.
The last two columns indicate the centre of the radial profiles, in degree.

Norm =
10−14

4π[dA(1+ z)]2

∫
V

nenH dV, (5.1)

where dA is the angular diameter distance of the source and ne,nH are the electron and ion
number densities in units of cm−3, with ne = 1.17nH in a fully ionized plasma(Anders and
Grevesse, 1989). Since we are using a soft energy band, the conversion between count rate
and emission measure shows little dependence on the temperature as long as the temperature
exceeds ∼ 1.5 keV, which is the case in all X-COP systems. The resulting emission measure
profiles can then be deprojected under the assumption of spherical symmetry by computing
the projected volumes V of each spherical shell onto each two-dimensional annulus. To
recover the three-dimensional emissivity and density profiles from the projected data, we
apply two different deprojection methods that we briefly outline here.

• L1 regularization: This method builds on the non-parametric regularization ap-
proaches developed by Croston et al. (2006) and Ameglio et al. (2007), introduc-
ing a penalty term on the modulus of the second derivative of the 3D density pro-
file to kill spurious small-scale fluctuations introduced by the random nature of the
data (Diaz-Rodriguez et al., 2017). Given an observed 2D emission measure profile
EM = (EM1 . . .EMn) and corresponding uncertainties σEM = (σEM,1 . . .σEM,n) , the
values of the 3D emissivity profile ε = (ε1 . . .εn) are obtained by maximizing the
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following likelihood function

−2logL = χ
2 = ∑

(V #ε −EM)2

σ2
EM

+λ ∑

∣∣∣∣∂ 2 logε

∂ logr2

∣∣∣∣ (5.2)

where Vi, j is the geometrical matrix volume of the jth shell intercepted by the ith

annulus, # is the symbol for matrix product, and the sum is performed along all the
annuli. Moreover the second derivative of the emissivity is computed as a numerical
derivative of the ε(r) vector. The parameter λ controls the degree of regularization
of the profile. To maximize the likelihood function described in Eq. 5.2, we use the
Markov chain Monte Carlo (MCMC) tool emcee (Foreman-Mackey et al., 2013b),
leaving the value of the 3D density profile at each radius as a free parameter and setting
a logarithmic prior (i.e. uniform prior in logarithmic space) on each parameter value
to enforce positivity of the resulting profile. The value of the parameter λ is chosen
such that the log-likelihood is about 1 per data point, to allow for typical statistical
deviations of 1σ . We point out that λ = 0 is equivalent to using the onion peeling
technique directly (see Ettori et al., 2002, 2010; Kriss et al., 1983).

• Multiscale fitting: This method follows the technique developed in Eckert et al.
(2016a), whereby the projected emission measure profile is decomposed into a sum
of analytical multiscale functions which can be individually deprojected. Following
Eckert et al. (2016a) we write the observed 2D profile as a sum of N King functions
with fixed core radii and normalizations and slopes allowed to vary while fitting,
choosing N = Npoints/4, i.e. one model component is added for every set of 4 data
points, fixing a core radius to the mean radial value of these 4 data points. Since the
projection kernel is linear, each King function can be individually deprojected and
the 3D profile can be analytically reconstructed from the fit to the projected data. As
above, we use emcee to optimize for the parameters and reconstruct the error envelope
around the best fitting curve.

In the top-left panel of Fig. 5.3 we compare the density profiles reconstructed with the
two methods and find a remarkable agreement between them, with an average scatter < 5%
at each radius. By construction, the profiles reconstructed with the L1 regularization method
shows more pronounced features as the method imposes fewer constraints on the shape of
the profile, whereas the profiles obtained with the multiscale method are smoother. Thus, we
adopt the results of the L1 regularization when attempting to determine the exact shape of
our profiles, whereas the multiscale technique is preferred when reconstructing hydrostatic
mass profiles to provide better control over the gradient.
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5.2.4 Planck data analysis

The Planck analysis applied in this chapter to analyze the entire X-COP sample is described
in detail in Sect. 3.4.

On top of that, for the purpose of this work and to have an alternative method from
which we can estimate the systematic effects associated to the pressure measurement from
Planck, we applied an alternative method, extracting Planck pressure profiles using the
forward-modeling approach of Bourdin et al. (2017). In this case, a spectral model for the
relevant components is constructed (CMB, dust, synchrotron, and thermal SZ). The model is
folded through the Planck response and fitted to the multi-frequency data points (see Bourdin
et al., 2017, for details). In Sect. 5.2.6 we compare the results obtained with this approach
to the results of the aforementioned MILCA component separation method and show their
consistency. For the remainder of the chapter, we use the MILCA pressure profiles as our
default choice.

5.2.5 Consistency between X-ray and SZ pressure measurements

We checked the consistency between X-ray and SZ pressure profiles, to test how our results
are affected by discrepancies between the two measurements. To perform this check we
introduced a parameter ηSZ which is the ratio between the SZ and X-ray pressure profile,
and proceeded with a joint fit, allowing the scatter on X-ray and SZ data to be independent .
Mathematically we can write the following system of equation:PSZ = ηSZPmodel · exp[±σint,SZ]

PX = Pmodel · exp[±σint,X ]
(5.3)

where ηSZ , σint,SZ , and σint,X are free parameters. For Pmodel we checked both the piecewise
powerlaw fit case in the radial range where we have both X-ray and SZ measurements, and
the global functional form on the entire radial range. In both cases the measured scatters are
in good agreement, and compatible with the scatter shown in Fig. 5.11. More importantly
the parameter ηSZ shows a distribution, shown in Fig. 5.1, which is consistent with unity,
indicating a very good general agreement between X-ray and SZ pressure measurements.
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Fig. 5.1 Posterior distribution of the parameter ηSZ ≈PSZ/PX . The shaded blue area indicates
the region containing 68% of the posterior distribution.

5.2.6 Comparison between MILCA and forward-modeling pressure
profiles

To test the robustness of our pressure profile measurements, we compared the MILCA
results with the pressure measured using an alternative technique (see Bourdin et al., 2017).
Following this technique, Planck-HFI frequency maps are first wavelet cleaned for CMB and
thermal dust anisotropies, a parametric pressure template (Nagai et al., 2007) is subsequently
projected onto the sky plane, convolved with the frequency dependent HFI beams and fitted
to the CMB and dust cleaned maps. Being fully parametric, this technique allow us to
take advantage of the frequency dependent angular resolution of each HFI channel during
the template fitting. This angular resolution is about 9.7 and 7.3 arcmin at 100 and 143
GHz, respectively, but reaches about 5 arcmin in the energy range [217, 857] GHz (Planck
Collaboration et al., 2016c).

In Fig. 5.2 we compare the resulting best fitting pressure profile from the above procedure
with the MILCA maps, see Sect. 5.2.4. The residuals are shown in the left panel, showing
the nice agreement, within the statistical uncertainty, of the two different methods applied.
On the right panel all the residuals are grouped together to create a distribution, which is
compared with a gaussian centered in 0 and width 1, showing that the residuals follow very
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Fig. 5.2 Left: Residuals of the comparison of the two different methods we used to estimate
the SZ pressure profile. A remarkable good agreement within the statistical uncertainties
is reached at all radii, especially excluding the first 3 MILCA points which are the most
affected by the Planck PSF. Right: Distribution of the residuals compared with the statistical
prediction of a set of residuals: a gaussian centered in zero and width one (red line).

well this distribution, indicating that statistically the two pressure profiles are in very good
agreement.

5.2.7 Mass estimates

To estimate scale radii and self-similar scaling quantities, we use the high-precision hydro-
static mass reconstructions presented in Ettori et al. (2018). The mass models were obtained
by combining X-ray and SZ information for each individual system and solving the hydro-
static equilibrium equation. For the present work, we adopt as our reference mass model the
backward NFW results, which were obtained by assuming that the mass profile follows a
Navarro-Frenk-White shape (Navarro et al., 1996) with scale radius and concentration c200

as free parameters. This method was shown to provide the best representation of the data
(Ettori et al. 2018) and at R500 it matches the results obtained without assuming a functional
form for the mass profile with an accuracy of ∼ 5%. Comparison of our mass reconstruction
with weak lensing and SZ estimates (Ettori et al. 2018) and convergence toward the expected
universal gas fraction (Eckert et al. 2018) show that our masses and the corresponding
values of R500 are accurate at the 10% and 3% level, respectively. For more details on the
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reconstruction of hydrostatic masses and estimates of systematic uncertainties we refer to
Ettori et al. (2018) and Eckert et al. (2018).

5.3 Thermodynamic properties

In the following section we describe how we derived the universal profiles, slopes and
intrinsic scatter of all our thermodynamic variables. We then present our main results and
provide best fitting functional forms describing the X-COP cluster population.

5.3.1 Fitting procedure

We adopt two different approaches to fit the thermodynamic properties:

• Piecewise power law fits: In this case, we split our data in several radial ranges as a
fraction of R500 and we approximate the global behaviour of the population in each
range as a power law with free log-normal intrinsic scatter:

Q(x)
Q500

= A · xB · exp(±σint) (5.4)

with x = R/R500, Q/Q500 the rescaled thermodynamic quantity at an overdensity of
500, and A, B and σint the normalization, slope and intrinsic scatter in the radial range
of interest. The values of Q500 are computed adopting the virial theorem like in Voit
et al. (2005) and are shown in Eq. (5.8), (5.10), and (5.12). The fitting procedure
thus has three free parameters (A, B and σint) in each of the chosen radial ranges. We
remark that this procedure provides model independent measurements of the slope and
intrinsic scatter at different radii.

• Global functional forms: In this case, we describe the radial dependence of the
thermodynamic quantity of interest throughout the entire radial range with a parametric
functional form found in the literature:

Q(x)
Q500

= f (x) · exp [±σint(x)] (5.5)

with Q and Q500 the same quantity as in Eq. (5.4), and f (x) the chosen functional
form for the thermodynamic quantity Q. In this case, since we model the whole radial
range covered by our measurements, we allow the intrinsic scatter to vary with radius
following a quadratic functional form to model the radial dependence of the intrinsic
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scatter:

σint(x) = σ1 log2
(

x
x0

)
+σ0 (5.6)

with σ1 the width of the log-parabola, and x0 and σ0 are respectively the location and
the intercept of the minumum of the log-parabola. A total of n+ 3 parameters are
allowed to vary during the fitting procedure, with n the number of parameters of the
adopted functional form f (x). Optimizing jointly for the parameters of the intrinsic
scatter profile allows us to determine the shape of σint(x).

In Fig. 5.3 through 5.9 we show our rescaled thermodynamic quantities for the gas
density, pressure, temperature and entropy. The best fits with piecewise power laws and
using functional forms are presented as well, together with the slopes for the parametric and
non-parametric cases.

5.3.2 Density

We rescaled our density profiles by the self similar quantities, E2(z) = Ωm(1+ z)3 +ΩΛ and
R500 for density and radius, respectively. In Fig. 5.3 we compare our scaled gas density
profiles with the ‘universal’ density profiles from Eckert et al. (2012) from a sample of
31 clusters with available ROSAT/PSPC pointed data. We observe an excellent agreement
with their results, A2319 is the only exception which, as shown in Ghirardini et al. (2018b),
deviates at large radii because of its large non thermal pressure support.

In the top-right panel of Fig. 5.3 we show our density profiles fitted with piecewise
power laws in several radial ranges, we show the best fitting parameters in Table 5.2. We
parametrize the behavior of our density profiles over the whole radial range by adopting the
Vikhlinin et al. (2006) functional form:

f 2(x) = n2
e(x) = n2

0
(x/rc)

−α

(1+ x2/r2
c)

3β−α/2
1

(1+ xγ/rγ
s )ε/γ

(5.7)

with x = R/R500, γ = 3 fixed. The form thus has 6 free parameters (n0, rc, α , β , rs and ε)
and is able to reproduce both the core and the outer parts of the density profile. We apply flat
priors in logarithmic space to n0, rc and rs and flat priors in linear space to the remaining
parameters, constraining ε < 5 (we specify the priors adopted in Table 5.3). We show the
posterior distributions of the parameters of this functional form in Fig. 5.4 as well as the
covariance between them.

The resulting profile is consistent at all radii with the universal envelope computed by
Eckert et al. (2012). We can appreciate from all panels how the profiles become progressively
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Fig. 5.3 Top left panel: Density profiles for all X-COP clusters obtained with two different
deprojection methods: L1 regularization (data points) and multiscale fitting (solid lines).
The shadow magenta area represents the scatter of the median profile in Eckert et al. (2012).
The bottom panel represents the ratio between the two methods for each individual system.
Top right panel: Joint fit to all the density profiles using piecewise power laws in several
(color-coded) radial ranges. The best fits and 1σ error envelope are shown by the solid lines,
while the dashed lines represent the intrinsic scatter. Bottom left panel: Joint fit to the density
profiles using the functional form introduced by Vikhlinin et al. (2006), in red, with the
shadow area indicating the 1σ error envelope around the best fit. The dashed lines represent
the intrinsic scatter in the functional form as a function of radius. Bottom right panel: Slope
of the density profiles as a function of radius. The green data points show the results of the
piecewise power law fits, whereas the red curve indicates the fit to the entire radial range
using the Vikhlinin et al. (2006) functional form. In all panels, the vertical dashed and dotted
lines represent the location of R500 and R200, respectively.

less scattered going toward the outskirts. While the core is affected by a large scatter likely
caused by cooling, AGN feedback and different merger states, the profiles show a high degree
of self-similarity in the radial range [0.3−1]R500. Then in the outskirts the scatter increases
again, likely caused by different accretion rates from one system to another. We note from
the plot in bottom right panel in Fig. 5.3 that the slope of the density profiles steepens steadily
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with radius. The slopes computed from the piecewise power law fits and from the global fit
with Eq. 5.7 agree within 1σ at all points. Again, this result is in agreement with the findings
of Eckert et al. (2012); Morandi et al. (2015) but at variance with the relatively flat slopes
reported in several clusters observed by Suzaku. For instance, several papers report density
slopes flatter than −2.0, e.g. −1.7 in the outskirts of the Perseus cluster (Urban et al., 2014)
or even as low as −1.2 in A1689 (Kawaharada et al., 2010) and Virgo (Simionescu et al.,
2017). These measurements are clearly in tension with the slope of −2.5 at R200 measured
here for the X-COP cluster population. It must be noted, however, that thanks to the use of
the azimuthal median technique, our gas density profiles are essentially free of the clumping
effect, wheres the Suzaku studies could not properly excise overdense regions because of the
lower resolution of the instrument and/or observations performed along narrow arms.
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Fig. 5.5 Same as Fig. 5.3 for the pressure profiles rescaled by the self-similar quantity P500
(Eq. 5.8). The squares indicate data points obtained from the deprojection of the SZ signal,
while the filled circles are computed by combining the X-ray gas density profiles with the
spectroscopic temperature. The solid red curve in the bottom panels shows the joint best fit
to the data with the generalized NFW functional form (Nagai et al., 2007, see Eq. 5.9). In all
these plots the dotted and dashed-dotted lines represent the result of Planck Collaboration
et al. (2013) and Arnaud et al. (2010) respectively. The shadow areas represent the envelope
obtained by Planck Collaboration et al. (2013) and the Early release SZ sample(XMM-ESZ
Planck Collaboration et al., 2011).

5.3.3 Pressure

Pressure in galaxy clusters is usually the smoothest thermodynamic quantity along the
azimuth, if the cluster is not affected by an ongoing merger.

We recover the gas pressure both through the combination of X-ray gas density and
spectral temperature and through the direct deprojection of the SZ effect. In the former case,
we deproject the spectral X-ray temperature (e.g. Mazzotta et al., 2004, see Sect. 3.2.6) and
combine the deprojected temperature with the gas density interpolated on the same grid to
infer the pressure PX = kBTX × ne. In the latter we recover the pressure directly from the
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Planck data by deprojecting the measured y profiles (see Sect. 5.2.4) from which we exclude
the first three points from the analysis. We thus combine the higher resolution and precision
of XMM-Newton in the inner region with the high quality of the Planck data at R500 and
beyond, which allows us to constrain the shape and intrinsic scatter of the pressure profiles
in the radial range [0.01− 2.5]R500. We rescale our pressure profiles by the self-similar
quantities at an overdensity of 500,

P500 = 3.426×10−3 keV cm−3

(
M500

h−1
70 1015M⊙

)2/3

E(z)8/3·

·
(

fb

0.16

)(
µ

0.6

)(
µe

1.14

)
(5.8)

where fb is the Universal gas fraction, which we take to be Ωb/Ωm = 0.16 (Planck Col-
laboration et al., 2016e, rounding the number to 2 significant figures), µ and µe are the
mean molecular weight per particle and mean molecular weight per electron for which we
adopt the values measured by Anders and Grevesse (1989). In Fig. 5.5 we show the scaled
pressure profiles of our 12 objects obtained through X-ray and SZ measurements of the
ICM. We immediately observe that our profiles agree with the results obtained by the Planck
Collaboration for a sample of 62 clusters (Planck Collaboration et al., 2013), falling well
within the two envelopes, with the exception, as in the case of the density, of A2319 (see the
discussion in Ghirardini et al., 2018b).

Similarly to the density, we fit the profiles using piecewise power laws in several radial
ranges, obtaining also in this case a scatter which decreases with radius out to R500 and then
like for the density, it increases in the outskirts, and profiles which become progressively
steeper with radius, see Table 5.2. Our profiles in the outskirts are compatible with the results
of the Planck Collaboration, both for the central value and the slope. We also fitted our data
using the generalized NFW functional form introduced by Nagai et al. (2007):

f (x) =
P(x)
P500

=
P0

(c500x)γ [1+(c500x)α ]
β−γ

α

, (5.9)

where x = R/R500, with five free parameters, P0, c500, and 3 slopes, γ , α , and β representing
respectively the inner, intermediate, and outer slopes (we specify the priors adopted in
Table 5.3). Since the parameters are strongly degenerate, it is advised (Arnaud et al., 2010) to
fix at least one of the slopes, therefore we fixed the central slope α to the best fit value of 1.3
estimated by the Planck Collaboration (Planck Collaboration et al., 2013). The resulting best
fit, the intrinsic scatter around the median profile, and the slope computed from the fit are
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shown in Fig. 5.5. The posterior distributions of the parameters and the covariance between
them are shown in Fig. 5.6.

Similar to the case of the gas density, we find that the slope of the profiles steepens
steadily with radius, as expected for a gas in hydrostatic equilibrium within a NFW potential.
The best fit with the generalized NFW functional form does an excellent job at reproducing
the slopes estimated from the piecewise power law fits.

In the range where pressure measurements are available both from XMM-Newton and
Planck, we find an excellent agreement between the two (see Sect. 5.2.5) even though the
pressure profiles were obtained using completely independent probes. This shows that X-
ray and SZ observations provide a consistent picture of the state of the ICM and gives us
confidence that systematics in our measurements are small and under control.
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Fig. 5.6 Parameter distribution for the best fit on the pressure of all clusters using the Nagai
et al. (2007) gNFW functional form, Eq. (5.9) fixing the intermediate slope α . The priors on
the parameters are shown in Table 5.3.
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5.3.4 Temperature

Temperature profiles in X-ray studies are usually obtained by performing spectral fitting in
concentric annuli (see Sect. 3.2.6), the so called spectroscopic temperature. In addition, we
also use our Planck SZ pressure profiles and combine them with the X-ray density profiles
to obtain gas-mass-weighted temperatures Tgmw = PSZ/ne, which are then projected (using
the X-ray emissivity as weight as in Mazzotta et al., 2004) on the plane of the sky and
over-plotted on the spectroscopic temperatures. Our X-ray and SZ measurements of pressure
and temperature cover different radial ranges. X-ray spectroscopy probes the temperature of
the gas within R500, while SZ probes temperatures from 0.7R500 to 2R500 (excluding the first
three SZ data points), which highlights the complementarity of the two ICM diagnostics.
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Fig. 5.7 Same as Fig. 5.3 for the projected temperature profiles rescaled by the self-similar
quantity T500 (Eq. 5.10). The filled circles show the measurements of the X-ray spectroscopic
temperature (see Sec. 3.2.6), whereas the filled squares indicate the data points obtained by
combining the SZ pressure with the gas density, projected along the line of sight assuming
the spectroscopic-like scaling of Mazzotta et al. (2004). The solid red curves in the two
bottom panels show the best fit to the joint dataset with the functional form introduced by
Vikhlinin et al. (2006) (see Eq. 5.11).
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In Fig. 5.7 we show our two-dimensional spectral temperature profiles rescaled by T500,
defined as

T500 = 8.85 keV

(
M500

h−1
70 1015M⊙

)2/3

E(z)2/3
(

µ

0.6

)
(5.10)

While density and pressure change by three to four orders of magnitude going from the
centre to the outskirts of the cluster, temperature shows much milder variations. In particular,
it is almost constant out to ∼ 0.5R500, and then declines beyond this point.

In Fig. 5.7 we show the results of the piecewise power law fits in several radial ranges.
We perform a global fit to the temperature profiles with the functional form described in
Vikhlinin et al. (2006), which is able to describe the temperature profiles both the core and
the outer parts of galaxy clusters:

f (x) =
T (x)
T500

= T0

Tmin
T0

+
(

x
rcool

)acool

1+
(

x
rcool

)acool

1(
1+
(

x
rt

)2
) c

2
(5.11)

with x = R/R500, and 6 free parameters: T0, Tmin, rcool , acool , rt , and c (we specify the priors
adopted in Table 5.3). The posterior distribution of these parameters and the covariances are
shown in Fig. 5.8. This functional form provides an accurate description of the shape of the
temperature profiles. The slopes estimated from the global fit follow the slopes measured
from the piecewise power law fits at different radial ranges within 1σ at every radius.

The average slope of the temperature profiles is slightly positive in the central regions
because of effects due to cooling, especially in cool-core clusters. Beyond ∼ 0.5R500 the
slope remains relatively flat at a value of −0.3. Such a value is consistent with the slopes
measured inside R500 from XMM-Newton and Chandra data (Leccardi and Molendi, 2008;
Pratt et al., 2007) but it is flatter than the typical slopes measured in Suzaku data. From a
collection of a dozen clusters with published Suzaku temperature profiles, Reiprich et al.
(2013) report that the universal shape of the profiles can be well described by the form
T/⟨T ⟩= 1.19−0.84(R/R200), i.e. the data are consistent with a slope of -1.0 in the outskirts,
which is much steeper than the results presented here. Again, the low angular resolution of
Suzaku may have prevented the authors from removing cool, overdense regions that could
bias the measured spectroscopic temperature low. On the other hand, SZ pressure profiles
are much less sensitive to gas clumping (e.g. Khedekar et al., 2013; Roncarelli et al., 2013)
and our density profiles were corrected for the statistical effect of gas clumping (see Sect.
3.2.2), thus our X/SZ temperatures are closer to gas-mass-weighted temperatures (see the
discussion in Adam et al., 2017).
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5.3.5 Entropy

Entropy traces the thermal evolution of the ICM plasma, which can be altered via cool-
ing/heating, mixing, and convection. Simulations predict that in the presence of non-radiative
processes only, entropy increases steadily with radius out to ∼ 2×R200, following a power
law with a slope of 1.1 (Borgani et al., 2005; Lau et al., 2015; Tozzi and Norman, 2001; Voit
et al., 2005). The entropy profiles of the cluster population should scale self-similarly when
rescaled by the quantity

K500 = 1667 keV cm2

(
M500

h−1
70 1015M⊙

)2/3

E(z)−2/3·

·
(

fb

0.16

)−2/3(
µ

0.6

)(
µe

1.14

)2/3
(5.12)

Similarly to pressure and temperature, entropy can be recovered from X-ray-only quanti-
ties as K = kBTX ×n−2/3

e (using the deprojected temperature, see Sec. 3.2.6) or by combining
SZ pressure with X-ray density as K = PSZ ×n−5/3

e (ignoring the first 3 Planck points). We
show our scaled entropy profiles in Fig. 5.9. Our profiles match very well with the predicted
power law model beyond 0.3R500, with just A2319 showing a significant flattening not com-
patible within the error bars. In the central regions our profiles flatten, with non-cool-core
clusters flattening more than cool-core clusters, as already noted in numerous studies (e.g
Cavagnolo et al., 2009; Pratt et al., 2010, and references therein).

By fitting the profile using piecewise power laws we observe a gradual steepening of the
entropy slope, which becomes consistent with the predictions of gravitational collapse (Voit
et al., 2005) beyond ∼ 0.5R500, i.e. from a slope of ∼ 0.6 in the core to ∼ 1.1 in the outskirts.
As for the previous cases, we fitted our profiles throughout the entire radial range with the
functional form introduced by Cavagnolo et al. (2009), which consists of a power law with a
constant entropy floor:

f (x) =
K(x)
K500

= K0 +K1 · xα (5.13)

with x = R/R500, and 3 free parameters K0,K1 and α (we specify the priors adopted in
Table 5.3). The posterior distributions of the parameters and the covariances are shown in
Fig. 5.10. We remark that this functional form does not provide an accurate description of
the data in the outer parts of the profiles, where it is not able to follow the observed gradual
change in slope throughout the radial range covered. At large radii, the best fitting slope using
Eq. 5.13 reads α = 0.84±0.04 (see Table 5.3), whereas the data prefer a slope consistent
with the self-similar prediction of 1.1 beyond 0.6R500 (see Table 5.2).
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Fig. 5.9 Same as Fig. 5.3 for the entropy profiles rescaled by the self-similar quantity K500
(Eq. 5.12). The filled circles show the measurements obtained from the X-ray spectroscopic
temperature as K = kBT/n2/3

e , whereas the filled squares indicate the data points obtained
by combining the SZ pressure with the gas density as K = Pe/n5/3

e . The solid red curves in
the two bottom panels indicate the best fit to the entire population with the functional form
presented in Eq. 5.13, whereas the solid black line shows the prediction of pure gravitational
collapse (Voit et al., 2005).
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Table 5.2 Results of the piecewise power law fits (normalizations, slopes and intrinsic scatter,
see Eq. 5.4) for the various thermodynamic quantities in several radial ranges , marked by
the inner and outer rescaled radii xin and xout . ρA,B is the correlation coefficient between A
and B.

Density
xin xout A (10−4cm−3) B (slope) σint ρA,B

0.01 0.07 13.00±3.83 −0.48±0.10 0.38±0.04 0.9884
0.07 0.13 3.44±1.73 −1.04±0.24 0.28±0.03 0.9969
0.13 0.21 2.60±0.79 −1.21±0.19 0.18±0.02 0.9974
0.21 0.31 2.85±0.72 −1.16±0.21 0.15±0.01 0.9963
0.31 0.46 1.84±0.31 −1.60±0.20 0.15±0.01 0.9938
0.46 0.72 1.63±0.17 −1.80±0.21 0.18±0.02 0.9767
0.72 1.14 1.42±0.06 −2.38±0.29 0.27±0.03 0.7102
1.15 2.00 1.53±0.19 −2.47±0.31 0.37±0.04 -0.8783

Pressure
xin xout A B (slope) σint ρA,B

0.01 0.09 5.75±2.39 −0.31±0.13 0.65±0.09 0.9353
0.09 0.22 1.84±1.06 −0.72±0.28 0.39±0.05 0.9321
0.22 0.39 0.68±0.24 −1.27±0.28 0.27±0.04 0.9550
0.39 0.65 0.27±0.07 −2.27±0.36 0.29±0.04 0.9636
0.65 0.88 0.26±0.05 −2.19±0.65 0.34±0.05 0.9371
0.89 1.28 0.24±0.02 −2.09±0.61 0.38±0.06 -0.3866
1.29 2.65 0.27±0.07 −3.21±0.40 0.40±0.07 -0.9363

Temperature
xin xout A B (slope) σint ρA,B

0.01 0.12 1.29±0.16 0.12±0.04 0.18±0.02 0.9713
0.12 0.32 0.96±0.11 −0.04±0.07 0.14±0.02 0.9804
0.32 0.56 0.74±0.10 −0.22±0.15 0.14±0.02 0.9789
0.56 0.87 0.65±0.04 −0.34±0.18 0.13±0.02 0.9388
0.88 1.90 0.65±0.02 −0.31±0.11 0.08±0.02 -0.4798

Entropy
xin xout A B (slope) σint ρA,B

0.01 0.10 0.82±0.38 0.61±0.14 0.56±0.07 0.9394
0.11 0.24 1.57±0.32 0.93±0.11 0.28±0.03 0.9665
0.24 0.45 1.14±0.20 0.72±0.16 0.16±0.02 0.9783
0.45 0.66 1.11±0.16 0.65±0.23 0.16±0.02 0.9748
0.67 0.95 1.20±0.08 0.87±0.25 0.14±0.02 0.9057
0.96 1.90 1.27±0.08 1.09±0.27 0.21±0.05 -0.6778
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5.3.6 Scatter

The high data quality of X-COP allows us to probe the intrinsic scatter of our profiles as a
function of radius. The piecewise fit using power laws allows us to measure the scatter in
a nearly model independent way, whereas the global fit with functional forms and scatter
described as a log-parabola provides a consistent description of both the profile shape and
the intrinsic scatter throughout the entire radial range. In Fig. 5.11 we show the scatter of all
our thermodynamic quantities obtained in both cases. We remind that our definition of the
intrinsic scatter is relative: a value of 0.1 on the y-axis indicates that the considered quantity
is intrinsically scattered by 10% of its value.

We notice that our thermodynamic profiles generally exhibit a high scatter in the central
parts of the profile. The scatter decreases towards the outskirts, reaching a minimum in the
range [0.2−0.8]R500, and increases slightly beyond this point. We find that temperature is
the least scattered thermodynamic quantity, with intrinsic scatters ranging from 10% to 20%.
On the contrary, and surprisingly, pressure is the most scattered quantity at all radii (looking
at the scatter reconstructed from the piecewise power law fits), ranging from 25% to 60%.

In all cases, we note that our profiles present a high degree of self-similarity in the radial
range [0.2− 0.8]R500, with a typical intrinsic scatter less than 0.3 (∼ 0.1 dex) in all the
measured quantities. This radial range corresponds to the region where gravity dominates
and baryonic physics (gas cooling, AGN and supernova feedback) is relatively unimportant,
whereas gas accretion still plays a subdominant role. This is consistent with tightly self-
regulated mechanical AGN feedback (e.g., via chaotic cold accretion Gaspari et al., 2012),
which can only affect the region < 0.1R500, with predicted moderate scatter in T/ne as
similarly retrieved here.

We note that the intrinsic scatter profiles shown in Fig. 5.11 include the scatter that is
induced by uncertainties on the cluster mass, hence on the self-similar scaling quantities.
In Sect. 5.3.7 we estimate numerically the residual scatter coming from uncertainties in
the self-similar scaling on the various thermodynamic quantities. We found that the scaled
pressure is the quantity that is most strongly affected by mass uncertainties, which introduce
a scatter of ∼ 11% at R500, compared to 6% for the temperature, 5% for the density and 3%
for the entropy. However, this effect appears insufficient to fully explain the difference in
scatter between e.g. density and pressure at 0.5R500. We also checked whether the higher
scatter in pressure could be explained by intrinsic differences between X-ray and SZ pressure
profiles (see Sect. 5.2.5). However, we find no statistically-significant differences between
the pressure profiles measured with the two methods, and the scatter in pressure remains the
same when considering X-ray and SZ data separately.
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Fig. 5.11 Measured intrinsic scatter of all our thermodynamic quantities, density (red),
pressure (green), temperature (blue), and entropy (black). The data points indicate the results
of piecewise power law fits on several radial range, whereas the dashed lines and shaded
areas show the intrinsic scatter described as a log-parabola (Eq. 5.6) around the best fitting
functional forms.

5.3.7 Mass-induced scatter in thermodynamic profiles

Since the scaling of our thermodynamic quantities depends on the cluster mass both through
the scale radius R500 and the self-similar quantities Q500 (see Sect. 5.3), the measured scatter
profiles presented in Fig. 5.11 depend on the accuracy of the adopted masses. Both statistical
and systematic fluctuations of the measured mass around the true mass will induce fluctuations
of the scaling quantities, thus introducing an irreducible source of scatter originating from
the limited accuracy of our mass calibration.

To take this effect into account, we estimated numerically the scatter in each quantity that
is induced by uncertainties in our mass scaling. We start from scatter-free universal profiles
following the measurements provided in Table 5.3, and perturb the mass scaling according to
the known statistical uncertainties and biases in our mass scaling. Namely, for each X-COP
cluster we randomly draw new values of the observed mass Mobs as

Mobs = Gauss((1−b)Mtrue,∆M) (5.14)
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Fig. 5.12 Scatter in the various thermodynamic profiles induced by uncertainties in the
mass calibration. The shaded area show the range of intrinsic scatter obtained from 1,000
simulations.

with Mtrue the assumed true mass, b the hydrostatic mass bias, and ∆M the statistical un-
certainty in our hydrostatic masses (see Ettori et al. 2018 for details). For the hydrostatic
mass bias, we use the distribution of non-thermal pressure values determined in Eckert et
al. (2018) from the measured gas fraction. We then scale the scatter-free profiles for each
quantity Q by the perturbed values of R500 and Q500.

We apply this procedure to each X-COP cluster and compute the resulting scatter as a
function of radius. We repeat this procedure 1,000 times with repetition to get an idea of
the uncertainty in this procedure introduced by sample variance. In Fig. 5.12 we show the
resulting mass-induced scatter for the scaled pressure, density, temperature and entropy. We
can see that the effect of the mass scaling is largest on the pressure and ranges between 6%
and 12% as a function of radius. Conversely, the effect on the entropy is minimal (2%-3%).
The scatter in temperature and density induced by uncertainties in the mass scaling lies
somewhat in between. Pressure is more affected than the other thermodynamic quantities
simply because its slope is the most steep among the quantities.
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Table 5.3 Best fit parameters of the functional forms describing the universal thermodynamic
quantities. In all cases, we provide the results of the fit to the entire population (ALL) as
well as for cool-core (CC) and non-cool-core (NCC) populations separately. σ1, σ0, and x0
are the parameters of the log-parabola describing the behaviour of the intrinsic scatter. We
indicate the priors adopted on the parameters, indicating uniform priors between a and b
with U(a,b).

Density: Eq. (5.7)
Data log(n0) log(rc) log(rs) α β ε σ1 x0 σ0

Priors U(-7, -2) U(-7, -2) U(-2.5, 2.5) U(0, 5) U(0, 5) U(0, 5) U(0, 0.5) U(0, 1) U(0, 0.5)
ALL −4.4±0.5 −3.0±0.5 −0.29±0.15 0.89±0.59 0.43±0.02 2.86±0.38 0.09±0.01 0.43±0.02 0.16±0.01
CC −3.9±0.4 −3.2±0.3 0.17±0.07 0.80±0.61 0.49±0.01 4.67±0.36 0.04±0.01 0.88±0.10 0.13±0.01

NCC −4.9±0.4 −2.7±0.5 −0.51±0.17 0.70±0.48 0.39±0.04 2.60±0.27 0.10±0.01 0.38±0.02 0.16±0.01

Pressure: Eq. (5.9)
Data P0 c500 γ α β σ1 x0 σ0

Priors U(0, 14) U(0, 5) U(0, 0.8) fix U(2, 8) U(0, 0.5) U(0, 2) U(0, 0.5)
ALL 5.68±1.77 1.49±0.30 0.43±0.10 1.33 4.40±0.41 0.02±0.01 1.63±0.36 0.25±0.02
CC 6.03±1.61 1.68±0.23 0.51±0.10 1.33 4.37±0.26 0.03±0.01 1.52±0.33 0.00±0.00

NCC 7.96±2.54 1.79±0.38 0.29±0.11 1.33 4.05±0.41 0.01±0.01 1.28±0.52 0.30±0.03
Temperature: Eq. (5.11)

Data T0 log(rcool) rt
Tmin
T0

acool c/2 σ1 x0 σ0

Priors U(0, 2) U(-7, 0) U(0, 1) U(0, 1.5) U(0, 3) U(0, 1) U(0, 0.5) U(0, 3) U(0, 0.5)
ALL 1.21±0.23 −2.8±1.1 0.34±0.10 0.50±0.24 1.03±0.78 0.27±0.04 0.01±0.01 2.13±0.67 0.09±0.01
CC 1.32±0.25 −2.8±0.7 0.40±0.10 0.22±0.17 0.74±0.30 0.33±0.06 0.01±0.01 0.08±0.04 0.03±0.01

NCC 1.09±0.10 −4.4±1.8 0.45±0.14 0.66±0.32 1.33±0.89 0.30±0.07 0.01±0.01 2.22±0.63 0.11±0.01

Entropy: Eq. (5.13)
Data log(K0) K1 α σ1 x0 σ0

Priors U(-7, 0) U(1, 2) U(0, 2) U(0, 0.5) U(0, 1) U(0, 0.5)
ALL −3.98±1.22 1.21±0.03 0.83±0.04 0.06±0.02 0.56±0.11 0.14±0.01
CC −5.50±1.10 1.35±0.06 0.93±0.04 0.03±0.02 0.60±0.22 0.17±0.03

NCC −2.77±0.55 1.14±0.03 0.84±0.07 0.05±0.02 0.57±0.16 0.14±0.01

5.3.8 CC vs NCC

We divide our cluster sample into two populations based on the central entropy value, shown
as the last column in Table 5.1. We use as an indicator of dynamical state the central entropy
of our clusters as measured by Chandra (Cavagnolo et al., 2009), which has a better spatial
resolution than XMM-Newton, and therefore is able to trace more accurately the behaviour
of the entropy profiles in the inner regions. Using this indicator we identify 4 clusters
as cool-core (CC) and 8 as non-cool-core (NCC) using the value of K0 = 30 keVcm2 as
discerning value.

In Fig. 5.13 we show the data split into the CC and NCC populations, together with the fit
using the functional forms used above, Eq. (5.7) for density, Eq. (5.9) for pressure, Eq. (5.11)
for temperature, and Eq. (5.13) for entropy. The best fitting functional forms for the CC and
NCC classes separately are provided in Table 5.3, and the results of piecewise power law
fits to the two populations individually are given in Table 5.4 and Fig 5.14. We immediately
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Fig. 5.13 Thermodynamic quantities of the X-COP clusters dividing the clusters in the two
populations of cool-core (CC, in blue) and non-cool-core clusters (NCC, in red), compared
with the entire population (ALL, in green). Top left: Density profiles fitted using the
functional form presented in Eq. (5.7) , over-plotted on the data and on the ‘universal’ density
profile of Eckert et al. (2012, pink shaded area). Top right: Pressure profiles fitted using the
functional form presented in Eq. (5.9), over-plotted on the data and compared to the Planck
results (Planck Collaboration et al., 2013, dotted black line) and the universal pressure profile
of Arnaud et al. (2010, dash-dotted black line). Bottom left: Temperature profiles fitted
using the functional form presented in Eq. (5.7) and over-plotted on the data. Bottom right:
Entropy profiles fitted using the functional form presented in Eq. (5.13), over-plotted on the
data and on the gravitational collapse predictions (Voit et al., 2005, solid black line).
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notice that in the core CC and NCC systems separate out. However, we do not observe any
significant differences between CC and NCC systems outside of the core: the properties
of our SZ selected clusters beyond 0.3R500 are not influenced by the properties of the core.
We remark that in the case of the temperature there is a slight difference between the two
best fits, with NCC having steeper temperature profiles, however well within the 1σ error
envelope. The only marginally significant difference is found in the entropy profiles, which
appear slightly flatter in the outskirts of NCC clusters. As shown in Table 5.3, we measure an
outer slope αCC = 0.95±0.03 for the CC populations, as opposed to αNCC = 0.85±0.07.
However, we note that this difference can be an artefact of the poor fit to the data obtained
with a simple power law with an entropy floor, Eq. (5.13). Indeed, similar to the case of the
fit to the overall population, we find a steeper slope at large radii when fitting the data points
for the two populations with a piecewise power law (αCC = 1.23±0.14, αNCC = 0.94±0.14,
see Table 5.4), which is consistent with the self-similar slope of 1.1 within 1σ . Thus, the
evidence for a flatter entropy slope beyond R500 in the NCC population is marginal.

In Fig. 5.15 we also show the best fit scatter of the populations as a function of radius,
splitting into CC and NCC clusters and comparing with the full population. In this case, we
caution that the number of systems in each category is small (4 CC and 8 NCC systems) and
the measurements of the scatter may be unreliable.
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Table 5.4 Same as Table 5.2 but discerning between cool-core and non-cool-core clusters.

Density
cool-cores (CC) Non-cool-cores (NCC)

xin xout A (10−4 cm−3) B (slope) σint xin xout A B (slope) σint
0.01 0.09 10.16±3.26 −0.80±0.10 0.42±0.04 0.01 0.16 8.33±1.27 −0.66±0.06 0.40±0.03
0.09 0.25 2.46±0.64 −1.32±0.14 0.31±0.03 0.16 0.34 2.66±0.29 −1.21±0.08 0.19±0.01
0.25 0.65 1.68±0.13 −1.56±0.08 0.18±0.02 0.35 0.72 1.75±0.08 −1.64±0.07 0.16±0.01
0.67 1.81 1.31±0.03 −2.47±0.09 0.15±0.02 0.72 2.09 1.39±0.04 −2.23±0.10 0.30±0.02

Pressure
cool-cores (CC) Non-cool-cores (NCC)

xin xout A B (slope) σint xin xout A B (slope) σint
0.02 0.11 6.23±2.63 −0.31±0.15 0.76±0.13 0.01 0.15 3.85±1.51 −0.40±0.13 0.48±0.07
0.12 0.29 1.12±0.48 −0.97±0.25 0.26±0.06 0.16 0.37 0.77±0.23 −1.18±0.21 0.33±0.04
0.32 0.66 0.30±0.05 −1.98±0.23 0.20±0.05 0.39 0.71 0.26±0.06 −2.36±0.37 0.36±0.05
0.69 1.17 0.22±0.02 −2.52±0.35 0.19±0.05 0.71 1.08 0.26±0.03 −2.07±0.58 0.39±0.06
1.23 2.65 0.30±0.07 −3.54±0.39 0.31±0.10 1.12 2.50 0.27±0.05 −3.03±0.36 0.43±0.08

Temperature
cool-cores (CC) Non-cool-cores (NCC)

xin xout A B (slope) σint xin xout A B (slope) σint
0.02 0.19 1.40±0.05 0.19±0.01 0.04±0.01 0.01 0.27 1.13±0.09 0.05±0.03 0.17±0.02
0.22 0.66 0.72±0.04 −0.23±0.05 0.07±0.02 0.28 0.68 0.68±0.05 −0.31±0.09 0.15±0.02
0.66 1.57 0.66±0.02 −0.22±0.10 0.08±0.03 0.69 1.90 0.64±0.02 −0.31±0.10 0.13±0.02

Entropy
cool-cores (CC) Non-cool-cores (NCC)

xin xout A B (slope) σint xin xout A B (slope) σint
0.02 0.19 1.30±0.29 0.90±0.08 0.33±0.05 0.01 0.27 0.83±0.14 0.54±0.06 0.37±0.04
0.22 0.66 1.26±0.16 0.81±0.12 0.19±0.03 0.28 0.68 1.19±0.09 0.78±0.09 0.15±0.02
0.66 1.57 1.37±0.06 1.32±0.17 0.12±0.04 0.69 1.90 1.22±0.04 0.92±0.13 0.17±0.03
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Fig. 5.14 Same as Fig. 5.13 but using the piecewise fit instead of global functional form. The
cluster population of X-COP is divided in cool-core (CC, in blue) and non-cool-core clusters
(NCC, in red), compared with the entire population (ALL, in green).
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Table 5.5 Stacked thermodynamic profiles. NX and NSZ indicates respectively the number or
objects reaching the indicated radius. We indicate the median of the 12 cluster profile, and
with the subscripts low and high we indicate the values which contain 68% of the objects.

Density
R

R500
neE(z)−2 (neE(z)−2)low (neE(z)−2)high NX

- cm−3 cm−3 cm−3 -
1.058e-02 8.814e-03 6.543e-03 1.503e-02 12
1.179e-02 8.751e-03 6.224e-03 1.416e-02 12
1.313e-02 8.684e-03 6.018e-03 1.457e-02 12
1.463e-02 8.712e-03 5.929e-03 1.421e-02 12
1.630e-02 8.409e-03 5.839e-03 1.324e-02 12
1.816e-02 8.110e-03 5.666e-03 1.269e-02 12
2.024e-02 8.007e-03 5.560e-03 1.314e-02 12
2.255e-02 7.720e-03 5.432e-03 1.100e-02 12
2.513e-02 7.627e-03 5.440e-03 1.167e-02 12
2.799e-02 7.593e-03 5.445e-03 1.165e-02 12
3.119e-02 7.513e-03 5.503e-03 1.133e-02 12
3.475e-02 7.334e-03 5.534e-03 1.089e-02 12
3.872e-02 7.086e-03 5.271e-03 1.058e-02 12
4.314e-02 6.889e-03 5.086e-03 1.000e-02 12
4.807e-02 6.675e-03 4.839e-03 9.519e-03 12
5.356e-02 6.408e-03 4.531e-03 8.860e-03 12
5.967e-02 6.161e-03 4.246e-03 8.219e-03 12
6.649e-02 5.628e-03 3.817e-03 7.509e-03 12
7.408e-02 5.255e-03 3.550e-03 6.841e-03 12
8.254e-02 4.875e-03 3.359e-03 6.049e-03 12
9.197e-02 4.473e-03 3.196e-03 5.461e-03 12
1.025e-01 4.141e-03 2.992e-03 4.983e-03 12
1.142e-01 3.813e-03 2.728e-03 4.495e-03 12
1.272e-01 3.429e-03 2.527e-03 4.023e-03 12
1.417e-01 3.011e-03 2.327e-03 3.565e-03 12
1.579e-01 2.678e-03 2.123e-03 3.089e-03 12
1.759e-01 2.385e-03 1.854e-03 2.676e-03 12
1.960e-01 2.142e-03 1.650e-03 2.296e-03 12
2.184e-01 1.892e-03 1.478e-03 1.992e-03 12
2.434e-01 1.675e-03 1.328e-03 1.723e-03 12
2.712e-01 1.444e-03 1.159e-03 1.475e-03 12
3.021e-01 1.193e-03 1.038e-03 1.238e-03 12
3.366e-01 1.013e-03 9.677e-04 1.039e-03 12
3.751e-01 8.583e-04 8.375e-04 8.741e-04 12
4.179e-01 7.145e-04 6.885e-04 7.349e-04 12
4.656e-01 5.997e-04 5.689e-04 6.211e-04 12
5.188e-01 4.926e-04 4.631e-04 5.208e-04 12
5.780e-01 4.043e-04 3.744e-04 4.390e-04 12
6.440e-01 3.391e-04 3.190e-04 3.530e-04 12
7.176e-01 2.742e-04 2.657e-04 2.832e-04 12
7.995e-01 2.199e-04 2.106e-04 2.277e-04 12
8.908e-01 1.783e-04 1.691e-04 1.843e-04 12
9.925e-01 1.423e-04 1.312e-04 1.493e-04 12
1.106e+00 1.142e-04 1.051e-04 1.213e-04 11
1.232e+00 8.635e-05 7.469e-05 9.571e-05 11
1.373e+00 6.274e-05 5.512e-05 6.934e-05 11
1.530e+00 4.767e-05 4.269e-05 5.336e-05 10
1.704e+00 3.720e-05 3.132e-05 4.402e-05 5
1.899e+00 2.769e-05 2.355e-05 3.228e-05 2

Continued on next page
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Table 5.5 continued.

Pressure
R

R500

(
P

P500

)
X

(
P

P500

)
X ,low

(
P

P500

)
X ,high

NX

(
P

P500

)
SZ

(
P

P500

)
SZ,low

(
P

P500

)
SZ,high

NSZ

2.283e-02 2.396e+01 1.380e+01 2.829e+01 10 - - - -
2.909e-02 2.110e+01 1.243e+01 2.603e+01 10 - - - -
3.706e-02 2.198e+01 1.420e+01 2.376e+01 11 - - - -
4.723e-02 1.995e+01 1.447e+01 2.123e+01 11 - - - -
6.018e-02 1.569e+01 1.025e+01 1.847e+01 12 - - - -
7.669e-02 1.318e+01 8.647e+00 1.557e+01 12 - - - -
9.772e-02 1.086e+01 7.665e+00 1.283e+01 12 - - - -
1.245e-01 8.800e+00 7.024e+00 1.022e+01 12 - - - -
1.587e-01 6.847e+00 5.763e+00 7.680e+00 12 - - - -
2.022e-01 5.144e+00 4.492e+00 5.694e+00 12 - - - -
2.577e-01 3.896e+00 3.390e+00 4.181e+00 12 - - - -
3.283e-01 2.702e+00 2.537e+00 2.837e+00 12 - - - -
4.184e-01 1.834e+00 1.748e+00 1.921e+00 12 - - - -
5.331e-01 1.093e+00 1.059e+00 1.152e+00 12 9.885e-01 9.060e-01 1.077e+00 11
6.794e-01 6.140e-01 5.636e-01 6.594e-01 12 6.075e-01 5.461e-01 6.765e-01 12
8.657e-01 3.260e-01 2.643e-01 3.803e-01 8 3.571e-01 3.031e-01 4.056e-01 12
1.103e+00 - - - - 1.939e-01 1.562e-01 2.242e-01 12
1.406e+00 - - - - 9.760e-02 7.288e-02 1.132e-01 12
1.791e+00 - - - - 4.649e-02 3.710e-02 5.343e-02 11

Temperature
R

R500

(
T

T500

)
X

(
T

T500

)
X ,low

(
T

T500

)
X ,high

NX

(
T

T500

)
SZ

(
T

T500

)
SZ,low

(
T

T500

)
SZ,high

NSZ

2.283e-02 7.606e-01 7.049e-01 8.741e-01 10 - - - -
2.909e-02 7.776e-01 7.338e-01 8.823e-01 10 - - - -
3.706e-02 8.259e-01 7.814e-01 9.534e-01 11 - - - -
4.723e-02 8.485e-01 8.086e-01 9.598e-01 11 - - - -
6.018e-02 8.759e-01 8.434e-01 9.510e-01 12 - - - -
7.669e-02 9.102e-01 8.705e-01 9.650e-01 12 - - - -
9.772e-02 9.460e-01 9.028e-01 9.913e-01 12 - - - -
1.245e-01 9.669e-01 9.314e-01 1.011e+00 12 - - - -
1.587e-01 9.717e-01 9.425e-01 1.021e+00 12 - - - -
2.022e-01 9.816e-01 9.354e-01 1.024e+00 12 - - - -
2.577e-01 9.751e-01 9.518e-01 1.005e+00 12 - - - -
3.283e-01 9.540e-01 9.347e-01 9.794e-01 12 - - - -
4.184e-01 9.317e-01 8.946e-01 9.662e-01 12 - - - -
5.331e-01 8.714e-01 8.409e-01 8.970e-01 12 7.616e-01 7.053e-01 8.134e-01 11
6.794e-01 7.529e-01 7.093e-01 7.937e-01 12 7.253e-01 6.779e-01 7.748e-01 12
8.657e-01 6.540e-01 6.061e-01 6.917e-01 8 6.872e-01 6.461e-01 7.280e-01 12
1.103e+00 - - - - 6.381e-01 6.001e-01 6.673e-01 12
1.406e+00 - - - - 5.664e-01 5.317e-01 6.012e-01 11
1.791e+00 - - - - 4.852e-01 4.380e-01 5.406e-01 6

Entropy
R

R500

(
K

K500

)
X

(
K

K500

)
X ,low

(
K

K500

)
X ,high

NX

(
K

K500

)
SZ

(
K

K500

)
SZ,low

(
K

K500

)
SZ,high

NSZ

2.283e-02 9.245e-02 5.696e-02 1.159e-01 10 - - - -
2.909e-02 1.058e-01 5.736e-02 1.192e-01 10 - - - -
3.706e-02 1.116e-01 7.998e-02 1.377e-01 11 - - - -
4.723e-02 1.303e-01 8.800e-02 1.516e-01 11 - - - -
6.018e-02 1.455e-01 1.059e-01 1.643e-01 12 - - - -
7.669e-02 1.701e-01 1.403e-01 1.863e-01 12 - - - -
9.772e-02 2.024e-01 1.745e-01 2.263e-01 12 - - - -
1.245e-01 2.367e-01 2.107e-01 2.637e-01 12 - - - -
1.587e-01 2.879e-01 2.584e-01 3.121e-01 12 - - - -
2.022e-01 3.412e-01 3.060e-01 3.960e-01 12 - - - -
2.577e-01 4.147e-01 3.895e-01 4.615e-01 12 - - - -
3.283e-01 4.881e-01 4.737e-01 5.074e-01 12 - - - -
4.184e-01 6.452e-01 5.985e-01 6.999e-01 12 - - - -
5.331e-01 7.886e-01 7.595e-01 8.156e-01 12 6.631e-01 6.304e-01 6.973e-01 11
6.794e-01 8.852e-01 8.467e-01 9.227e-01 12 8.607e-01 8.225e-01 8.982e-01 12
8.657e-01 1.027e+00 9.461e-01 1.104e+00 8 1.107e+00 1.046e+00 1.168e+00 12
1.103e+00 - - - - 1.460e+00 1.360e+00 1.569e+00 12
1.406e+00 - - - - 2.060e+00 1.779e+00 2.389e+00 11
1.791e+00 - - - - 2.774e+00 1.658e+00 4.491e+00 6
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5.4 Discussion

5.4.1 Systematic uncertainties

In this section we describe the potential systematic errors affecting our analysis.

• Gas density: As described in Sect. 3.2.2, we paid special attention to the minimization
of the systematics in the subtraction of the XMM-Newton background. The method
that we used to model the contribution of each individual background component
was calibrated using a large set of ∼ 500 blank-sky pointings and leads to residual
systematics of the order of 3% on the subtraction of the local background (see Appendix
A of Ghirardini et al., 2018b). For the present work, we conservatively increased
the level of systematics to 5% to include potential uncertainties associated with the
application of the method to a cluster field instead of a blank field. A systematic
error of 5% of the background value was thus added in quadrature to all our surface
brightness measurements. We note that the systematic uncertainty becomes comparable
to the statistical errors only beyond ∼ 2×R500. At R200 the systematic uncertainty is
typically 20% or less of the measured signal. Further improvements in the modelling
of the XMM-Newton background could allow us in the future to provide information
beyond the current limiting radii, since in many cases our SZ pressure profiles extend
beyond 2×R500.

• Pressure profiles: A possible source of systematics on the reconstruction of SZ
pressure profiles is the relativistic corrections to the SZ effect (Itoh et al., 1998), which
reduce the amplitude of the SZ increment in the high-frequency part of the CMB
spectrum. Several recent works claimed a detection of the relativistic SZ corrections on
stacked Planck data (Erler et al., 2018; Hurier, 2016). In particular, Erler et al. (2018)
noted that the relativistic corrections could lead to an underestimate of the integrated
SZ signal up to 15% for the hottest clusters, which could thus affect our pressure
profiles too. However, we note that the gas temperature decreases by a factor 2−2.5
from the core to the outskirts, such that the impact of SZ corrections should be limited
to the central regions, where spectroscopic X-ray measurements are preferred because
of their higher signal-to-noise and resolution. For typical temperatures of ∼ 5 keV at
R500 and beyond, the expected effect is less than 5% (Erler et al., 2018). For more
discussion on the impact of systematic uncertainties we refer to Planck Collaboration
et al. (2013).
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• Spectroscopic temperatures: Although our modelling of the XMM-Newton spectra
is fairly sophisticated (see Sect. 3.2.6), uncertainties in the subtraction of the XMM-
Newton background can lead to systematics in our spectral measurements in the
outermost regions considered. Following Leccardi and Molendi (2008) we do not
attempt to perform spectral measurements in the regions where our signal is less than
60% of the background intensity to avoid introducing biases. Another potential source
of systematics is the calibration of the telescope’s effective area. Schellenberger et al.
(2015) reported systematic differences at the level of 15% between XMM-Newton
and Chandra temperature measurements for the same regions, Chandra returning
systematically higher temperatures than XMM-Newton. As shown in Fig. 5.5 and
demonstrated in Sect. 5.2.5, we observe a very good agreement between XMM-Newton
and Planck pressure profiles, the only exception being ZwCl 1215, for which the
pressure measured by XMM-Newton actually exceeds the SZ pressure by ∼ 20%,
which could be explained by orientation effects since the X-ray and SZ signals have
different line-of-sight dependencies. Since our X-ray and SZ pressure profiles are
obtained in an independent way from different instruments and different techniques,
we conclude that our spectral measurements are robust.

• Self-similar scaling: Given that the scaling quantities depend on the measured mass,
and that we use as our reference mass model the backward NFW mass model (Ettori
et al., 2010; Ghirardini et al., 2018b), uncertainties on the mass measurements should
be taken into account. In Ettori et al. (2018) we discuss the accuracy of our mass
models by testing our mass measurements using various methods (forward fitting,
Gaussian processes and several functional forms for the mass model). We find that all
the methods agree with the NFW mass reconstruction, with the mass profiles scattered
by less than 5% at a fixed radius of 1.5 Mpc. The uncertainty in our scaling is therefore
less than 3% on P500 and K500, and less than 2% on R500. In Eckert et al. (2018) we
also assess the level of non-thermal pressure support by comparing the X-COP gas
fraction profiles with the expected universal gas fraction. We find that the bias in
our mass measurements at R500 is just 6% on average, again resulting in very small
corrections in the self similar quantities.

5.4.2 Regular outskirts

The wide radial range accessible with the X-COP data allows us to study the properties
of the gas at R500 and beyond and to constrain the shape of the universal thermodynamic
profiles throughout the entire cluster volume for the first time. Compared to previous works
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addressing the state of the gas in cluster outskirts (e.g. with Suzaku data), the study presented
here constitutes a substantial improvement in several ways: i) the ability of our azimuthal
median method to excise overdense regions down to scales of 10-20 kpc depending on the
cluster redshift (Eckert et al., 2015), which allows us to measure gas density profiles that are
free of the effects of gas clumping on the scales we are able to resolve (typically 30 kpc); ii)
a nearly uniform azimuthal coverage for all our clusters out to R200, which guarantees that
our measurements are representative of the global behaviour and were not obtained along
preferential directions; iii) an exquisite control of systematic uncertainties even in the faint
cluster outskirts regime (see above).

As described in Sect. 5.3, our reconstruction of clumping-free thermodynamic quantities
leads to results that differ substantially from the typical results obtained with Suzaku. We
recall that several studies found relatively flat density profiles, steep temperature profiles
and entropy profiles that fall below the prediction of gravitational collapse and sometimes
even roll over (e.g. Kawaharada et al., 2010; Simionescu et al., 2017; Urban et al., 2014;
Walker et al., 2012a,c). Conversely, our clumping-corrected reconstruction yields density and
pressure profiles that steepen steadily with radius (see Fig. 5.3 and 5.5), temperature profile
decreasing with a mild slope of −0.3 that is consistent with the slopes observed inside R500

by XMM-Newton and Chandra (Leccardi and Molendi, 2008; Pratt et al., 2007; Vikhlinin
et al., 2006), and entropy profiles rising with a slope that is consistent with the self-similar
slope of 1.1 beyond 0.6R500 and all the way out to the largest radii considered (2×R500).

All the results presented here point to gas clumping as the primary origin for the deviations
from the predictions reported so far by Suzaku, in agreement with the results presented in
Tchernin et al. (2016) for the case of Abell 2142. Indeed, the low resolution of Suzaku (∼ 2
arcmin) prevented the authors from excising cool, overdense structures that would bias at the
same time the gas density towards high values and the spectroscopic temperature towards
low values, resulting in underestimated values for the entropy that are not representative of
the bulk of the ICM. If the gas in such infalling structures is in pressure equilibrium with its
environment, as usually predicted (e.g. Planelles et al., 2017; Roncarelli et al., 2013), pressure
profiles reconstructed from the SZ effect are mildly affected by such inhomogeneities and
the combination of SZ pressure and clumping-free gas density is representative of the state
of the ICM well beyond R500.

The only exception to this scenario is the case of Abell 2319 (Ghirardini et al., 2018b),
which deviates systematically from the measured universal profiles even when the profiles
are corrected for clumping. In Ghirardini et al. (2018b) we showed that the deviations
from self-similarity cannot be explained by azimuthal variations, but rather that the ongoing
merging activity causes a high level of non-thermal pressure support. This conclusion is
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supported by the high hydrostatic gas fraction of this system and a clear deficit of entropy
beyond R500, even after excising clumps. Abell 2319 is the only system within the X-COP
sample that exhibits such a behaviour (see also Eckert et al. 2018), which suggests that this
system is currently experiencing a transient phase of high non-thermal pressure induced by a
violent merger with a mass ratio of 3 to 1(Oegerle et al., 1995).

Overall, the results presented here establish that in the majority of cases, the bulk of the
ICM is virialized and follows the predictions of gravitational collapse out to 2×R500 ≈ R100.
Accretion shocks that are expected to raise the entropy level of the smooth infalling gas
should be located approximately at 3−4×R500 (Lau et al., 2015), and one would expect
the entropy of the ICM to turn over around this radius. Such radii should also correspond
to the approximate location of the splashback radius (Diemer and Kravtsov, 2014; Diemer
et al., 2017), which represents a natural boundary of dark matter halos. Future X-ray and
SZ facilities such as ATHENA (Nandra et al., 2013a) and CMB-S4 (Abazajian et al., 2016)
will attempt to detect the ICM at the cluster boundary to constrain the location of accretion
shocks and the accretion rate. The results presented here highlight the need for relatively
high angular resolution experiments with a low and highly reproducible background to reach
these goals.

5.4.3 Self-similarity of the profiles

Our analysis shows that the thermodynamic profiles exhibit a high level of similarity once
the profiles are rescaled according to the self-similar model (Kaiser, 1986). The level of self-
similarity is particular remarkable beyond the core (R > 0.3R500) and it reaches a maximum
in the radial range [0.2−0.8]R500. As already discussed in Sect. 5.3.6, the region of minimum
scatter observed in this study corresponds to the region where the gas is highly virialized and
baryonic effects are negligible. In the central regions (R < 0.3R500) baryonic effects (cooling,
AGN feedback) lead to a substantial scatter within the cluster population. Beyond ∼ R500,
we again observe an increase in the measured scatter, which might be explained by different
accretion rates from one system to another. Importantly, our study shows that the properties
of the X-COP cluster population beyond 0.3R500 are not correlated with the core state (CC or
NCC). While the core state probably retains memory of past major mergers, it does not trace
the accretion rate on large scales at the present epoch. This result agrees with the predictions
of Planelles et al. (2017), which did not find differences in the accretion rate of simulated CC
and NCC systems. For instance, the case of A2029 is striking. This cluster hosts a strong
cool-core and it is one of the most regular in our sample. However, our large-scale mosaic
reveals that it is located within a chain of at least 3 X-ray detected structures (see Fig. 3.4)
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with overlapping R200, and the optical information shows that this system is part of a larger
filamentary structure extending over ∼ 20 Mpc (Smith et al., 2012).

Another important result of our study is that beyond the central regions pressure is the
most scattered thermodynamic quantity (see Fig. 5.11). The scatter in Pe = TX ×ne is about
50% larger than the scatter in either TX or ne, which is expected in case fluctuations in
temperature and density are uncorrelated. This result is opposite to the widely accepted view
that temperature and density variations are anti-correlated, which has lead people to postulate
that the quantity YX = Mgas ×TX has the lowest scatter at fixed mass (Kravtsov et al., 2006).
Our results disagree with this conclusion and imply that the scatter in Mgas is less than the
scatter in YX at fixed mass. These results are consistent with the recent predictions of Truong
et al. (2018), which found that in the simulation runs including gas cooling and sub-grid
thermal AGN feedback, temperature and density are essentially uncorrelated (see their Fig.
10), implying that the scatter in Mgas and TX is less than that in YX . Beyond the core, X-ray
observables appear to behave self similarly to a high level of precision. In case a selection
based on the integrated gas mass or the core-excised X-ray luminosity can be achieved, future
X-ray surveys such as eROSITA (Predehl et al., 2010) will yield large cluster catalogues and
low-scatter mass proxies, even in comparison to SZ surveys (Mantz et al., 2018).

5.5 Conclusion

In this chapter, we presented the universal thermodynamic properties of the intracluster
medium for 12 SZ-selected galaxy clusters observed with XMM-Newton and Planck. Our
observational strategy allowed us to construct radial profiles of gas density, pressure, temper-
ature and entropy over an unprecedentedly wide radial range from 0.01R500 to 2×R500, i.e.
covering the entire cluster volume. We fitted our self-similar scaled profiles with universal
functional forms and provided estimates of the radial dependence of the slope and intrinsic
scatter. Our findings can be summarized as follows:

• Our gas density and pressure profiles are in excellent agreement with previous deter-
minations of the universal density (Eckert et al., 2012) and pressure profiles (Planck
Collaboration et al., 2013). The typical uncertainties in the gas density and pressure at
R200 are at the level of 10%, allowing us to perform a detailed analysis of the shape
and intrinsic scatter.

• The logarithmic slope of the density and pressure profiles steepens steadily with radius,
reaching a value of −2.5 and −3.0 at R200 for density and pressure, respectively. These
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results are consistent with the expectations for an ideal gas in hydrostatic equilibrium
within a NFW potential well.

• Beyond ∼ 0.3R500 the temperature profiles decrease steadily with radius with a loga-
rithmic slope of −0.3, which is somewhat shallower than the slope of ∼−1.0 observed
in the outer regions of several systems with Suzaku (Reiprich et al., 2013).

• With the exception of one system, beyond ∼ 0.5R500 all clusters follow the gravitational
collapse prediction for entropy generation in galaxy clusters (Voit et al., 2005) out
to the largest radii considered (2×R500). This result is at odds with the conclusions
usually reached from Suzaku observation, which often show a deficit of entropy
beyond R500. The difference is explained by the steep slope of the Suzaku temperature
profiles compared to ours and by our treatment of gas clumping. We postulate that the
impossibility of properly excising clumps in low-resolution Suzaku data is responsible
for biasing the observed temperatures low and gas densities high.

• The outer regions of galaxy clusters exhibit a high level of self-similarity. Beyond
∼ 0.3R500 we find no significant difference between the cool-core and non-cool-core
cluster populations in any of the quantities of interest. This result implies that the core
properties are determined by the merging history of a system but do not trace efficiently
the current accretion rate, which determines the state of the gas in the outskirts.

• We determined for the first time the scatter of each thermodynamical quantity within
the cluster population as a function of radius. The scatter of all quantities is maximum
in the core and reaches a minimum in the radial range [0.2−0.8]R500, see Table 5.2
and Fig. 5.11. We find that the gas temperature is the least scattered quantity at nearly
all radii.

A recently accepted XMM-Newton program will extend the X-COP sample to objects that
were initially excluded (A754, A3667, and A3827), which will allow us to perform a similar
analysis on a statistically complete SZ-selected sample. Furthermore, since pressure profiles
extend beyond 2×R500, a further reduction of the systematics on the surface brightness
profile would be useful to extend the thermodynamic profiles beyond the current limits,
provided that observations with higher statistical quality can be performed.
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6.1 Introduction

In this chapter we present the reconstruction of the hydrostatic mass profiles in the XMM-
Newton cluster outskirts project (X-COP, Eckert et al., 2017a, see Chapter 3) using ther-
modynamic profiles of the gas temperature, density, and pressure that have been spatially
resolved out to (median value) 0.9R500, 1.8R500, and 2.3R500.

The hydrostatic masses are recovered with a relative (statistical) median error of 3 %
at R500 and 6% at R200. The unprecedented accuracy of these hydrostatic mass profiles
out to R200 allows us (i) to assess the level of systematic errors in the hydrostatic mass
reconstruction method, (ii) to evaluate the intrinsic scatter in the NFW c−M relation, (iii)
to quantify robustly differences among different mass models, different mass proxies and
different gravity scenarios.

For the purpose of this Chapter only, to the original X-COP list of 12 clusters, Chapter 3,
we added HydraA (Abell 780) due to the availability of a high-quality XMM-Newton mapping
(De Grandi et al., 2016). The X-ray signal for this cluster extends out to R200 and therefore it
is possible to recover its hydrostatic mass with very high precision, even though the Planck
signal for this cluster is contaminated by a bright central radio source.

The chapter is organized as follows. We describe in Sect. 6.2 the different techniques
adopted to recover the hydrostatic masses. In Sect. 6.3, we compare these dark matter
profiles with the ones recovered from scaling laws, weak lensing and galaxy dynamics. A
comparison with predictions from the modified Newtonian dynamics and the “Emergent
Gravity” scenario is discussed in Sect. 6.4. We summarize our main findings in Sect. 6.5.

Throughout the chapter, we assume a ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7 and
H0 = 70 km/s/Mpc. Note that since our clusters are local (z < 0.1) the results have a very
mild dependence on the adopted cosmology.

6.2 The total gravitating mass with the Hydrostatic Equi-
librium Equation

Under the assumption that the intracluster medium has a spherically-symmetric distribution
and follows the equation of state for a perfect gas, Pgas = kTgasngas, where k is the Boltzmann’s
constant, the combination of the gas density ngas, as the sum of the electron and proton
densities ne + np ≈ 1.83ne, with the X-ray spectral measurements of the gas temperature
and/or the SZ derived gas pressure, allows to evaluate the total mass within a radius r through
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Fig. 6.1 (From top to bottom panel) Reconstructed electron density, projected temperature
and SZ pressure profiles, with the statistical error bars overplotted aginast the radius in scale
units of R500. The two vertical lines indicate R500 and R200.

the hydrostatic equilibrium equation (see e.g. Ettori et al., 2013a)

Mtot(< r) =−
r Pgas

µmuGngas

d logPgas

d logr
, (6.1)

where G is the gravitational constant, mu = 1.66× 10−24 g is the atomic mass unit, and
µ = ρgas/(mungas)≈ (2X +0.75Y +0.56Z)−1 ≈ 0.6 is the mean molecular weight in atomic
mass unit for ionized plasma, with X , Y and Z being the mass fraction for hydrogen, helium
and other elements, respectively (X +Y +Z = 1, with X ≈ 0.716 and Y ≈ 0.278 for a typical
metallicity of 0.3 times the Solar abundance from Anders and Grevesse, 1989).

In the present analysis, we apply both the backward and the forward method (see e.g.
Ettori et al., 2013a), as discussed and illustrated in our pilot study on A2319 (Ghirardini
et al., 2018b). We combine all the information available (measured pressure Pm, temperature
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Tm, and emissivity, εm) to build a joint likelihood L :

logL =−0.5
[
(P−Pm)Σ

−1
tot (P−Pm)

T +n log(det(Σtot))
]

−0.5
nT

∑
i=1

[
(Ti −Tm,i)

2

σ2
T,i +σ2

T,int
+ log

(
σ

2
T,i +σ

2
T,int
)]

−0.5

[
nε

∑
j=1

(ε − εm,j)
2

σ2
ε, j

]
,

(6.2)

that includes in the fitting procedure both an intrinsic scatter σT,int to account for any tensing
between X-ray and SZ measurements, and the covariance matrix Σtot among the data in the
Planck pressure profile (see for details Appendix D in Ghirardini et al., 2018b).

The emissivity ε is obtained from the Multiscale fitting (Eckert et al., 2016a, ; see also
Sect. 2.2.5 in Ghirardini et al. 2018) of the observed X-ray surface brightness. In the
backward method, a parametric mass model is assumed and combined with the gas density
profile to predict a gas temperature profile T that is then compared with the one measured
Tm in the spectral analysis and the one estimated from SZ as P/ngas (losing the spatial
resolution in the inner regions because of the modest 7 arcmin FWHM angular resolution
of our Planck SZ maps, but gaining in radial extension due to the Planck spatial coverage;
Planck Collaboration et al., 2013) to constrain the mass model parameters. In the forward
method, some functional forms are fitted to the deprojected gas temperature and pressure
profiles, as detailed in Ghirardini et al. (2018b), with, on reverse, no assumptions on the form
of the gravitational potential. Note that we neglect the 3 innermost Planck points for the
analysis to avoid possible biases induced by the Planck beam. The hydrostatic equilibrium
equation (Eq. 6.1) is then directly applied to evaluate the radial distribution of the mass.

The profiles are fitted using an MCMC approach based on the code emcee (Foreman-
Mackey et al., 2013a) with 10000 steps, about 100 walkers, and throwing away the first 5000
points because of ‘burnt-in’ time. From the resulting posterior distribution on our parameters
we estimate the reference values using the median of the distributions, and the errors as half
the difference between the 84th and 16th percentiles. In the present analysis, we investigate
different mass models (Sect. 6.2.1), and adopt as reference model a NFW mass model with
two free parameters, the mass concentration and R200 (see Sect. 6.2.2).

6.2.1 Comparison among different mass models with the backward method

We apply the backward method with the following set of different mass models and estimate
their maximum likelihood in reproducing the observed profiles of gas density, temperature
and SZ pressure.
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The mass profile is parametrized through the expression

M(< r) =n0 r3
s fc F(x)

n0 =
4
3

π ∆ρc,z = 1.14×1014 h2
z M⊙Mpc−3

fc =
c3

log(1+ c)− c/(1+ c)
(6.3)

where ∆ = 200, hz = Hz/H0 and x = r/rs, with the scale radius rs and the "concentration" c
being the two free parameters of the fit. The function F(x) characterizes each mass model
and is defined as follows:

NFW F(x) = log(1+ x)− x/(1+ x) (Navarro et al., 1997);

EIN F(x) = a1−a1/2a1ea0γ(a1,a0x1/a) with a = 5, a0 = 2n, a1 = 3n and γ(a,y) being the
incomplete gamma function equal to

∫ y
0 ta−1 exp(−t)dt (from eq. A2 in Mamon and

Łokas, 2005);

ISO F(x) = log(x+
√

1+ x2)− x√
1+x2 , that is the King approximation to the isothermal

sphere (King, 1962);

BUR F(x) = log(1+ x2)+2log(1+ x)−2arctan(x) (Salucci and Burkert, 2000);

HER F(x) = x2

(x+1)2 (Hernquist, 1990).

We note that our observed profiles can not provide any robust constraint on the third
parameter a of the Einasto profile that is therefore fixed to the value of 5 as observed
for massive halos (e.g. Dutton and Macciò, 2014). Moreover, the parameter c is defined
as the “concentration” in the NFW profile, whereas it represents a way to constrain the
normalization for the other mass models. In our MCMC approach, we adopt for c an uniform
a-prior distribution in the linear space in the range 0.1-15. The a-prior distributions on the
scale radius (or R200 = c× rs for the NFW case) are still defined as uniform in the linear
space in the following ranges: 1-3 Mpc (NFW); 0.1-2.8 Mpc (EIN); 0.02-0.8 Mpc (ISO);
0.02-0.8 Mpc (BUR); 0.2-3 Mpc (HER).

In Table 6.1, we quote all the best-fit parameters, and the relative Bayesian Evidence E
estimated, for each mass model, as the integral of the likelihood function L (equation 6.2)
over the a-prior distributions P(θ) of the parameters θ (E =

∫
L (θ)P(θ)dθ ; as implemented

in e.g. MultiNest, Feroz et al., 2009).
In Fig. 6.2, we present the Bayes factor estimated for each object as the difference

between the logarithm of the Bayesian Evidence of the mass model with the highest Evidence
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Fig. 6.2 Left: Bayes factor of the mass models investigated with respect to the one with
the highest Evidence (see Table 6.1). Shaded regions identify values of the Bayes factor
where the tension between the models is either weak (< 2.5) or strong (> 5) according to
the Jeffreys’s scale (Jeffreys, 1961). Right: Relative error (at 1σ ) on the hydrostatic mass
recovered with the backward method and a NFW model (see Table 6.2).

with respect to the others. Nine, out of 13, objects prefer a NFW model fit and have data that
are significantly inconsistent (Bayes factor > 5) with an isothermal/Burkert mass model. The
remaining four objects prefer different mass models (ISO for A2255 and A2319, HER for
A1644, and BUR for A644) but do not show any statistically significant (Bayes factor < 5)
tension with NFW.

6.2.2 Reference mass model: backward method with NFW mass model

We present the results of our analysis with a backward method and a NFW mass model
in Table 6.2. We measure mean relative (statistical only) errors lower than 8% (median,
mean and dispersion at ∆ = 1000, 500, and 200, respectively: 3,4,2%; 4,5,2%; 6,7,3%; see
Fig. 6.2).

In the Cold Dark Matter scenario, the structure formation is hierarchical and allows the
build-up of the most massive gravitationally-bound halos, like galaxy clusters, only at later
cosmic times. Considering that the central density of halos reflects the mean density of the
Universe at the time of formation, halos with increasing mass are expected to have lower
mass concentration at given redshift (e.g. Bullock et al., 2001; Diemer and Kravtsov, 2015;
Dolag et al., 2004; Navarro et al., 1997).
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We can investigate how our best-fit results on NFW concentration and M200 (quoted in
Table 6.2) reproduce the predictions from numerical simulations. We can also assess the level
of the intrinsic scatter in the c200 −M200 relation in this mass range. Simulations suggest that
this scatter is related to the variation in formation time and is expected to be lower in more
massive halos that form more recently (e.g. Neto et al., 2007).

We model the relation with a standard power law,

c200 = 10α

(
M200

Mpivot

)β

. (6.4)

The intrinsic scatter σc|M of the concentration around a given mass, c200(M200), is taken to
be lognormal.

We fit the data with a linear relation in decimal logarithmic (log) variables with the
R-package LIRA1. LIRA is based on a Bayesian hierarchical analysis which can deal with
heteroscedastic and correlated measurements uncertainties, intrinsic scatter, scattered mass
proxies and time-evolving mass distributions (Sereno, 2016).

The mass distribution of the fitted clusters has to be properly modelled to address
Malmquist/Eddington biases (Kelly, 2007). The Gaussian distribution can provide an ad-
equate modelling (Sereno and Ettori, 2015). The parameters of the distribution are found
within the regression procedure. This scheme is fully effective in modelling both selection
effects at low masses and the steepness of the cosmological halo mass function at large
masses.

Performing an unbiased analysis of the c-M relation requires to properly address un-
certainties connected to the correlations and intrinsic scatter. Indeed, measured mass and
concentration are strongly anti-correlated, causing the c-M relation to appear steeper (Auger
et al., 2013; Du and Fan, 2014; Dutton and Macciò, 2014; Sereno et al., 2015). By correcting
for this effect, it is possible to obtain a more precise, significantly flatter, relation (Sereno
et al., 2015). On the other hand, the intrinsic scatter of the measurable mass with respect to
the true mass can bias the estimated slope towards flatter values (Rasia et al., 2013; Sereno
and Ettori, 2015). To correct for this effect, we measure the mass-concentration uncertainty
covariance matrix for each cluster from the MCMC chains whereas we model the intrinsic
scatter as a free fit parameter to be found in the regression procedure.

Adopting non-informative priors (Sereno et al., 2017a), we find α = 0.89±0.90, β =

−0.42± 0.98 in agreement with theoretical predictions for slope and normalization (see

1LIRA (LInear Regression in Astronomy) is available from the Comprehensive R Archive Network at
https://cran.r-project.org/web/packages/lira/index.html.

https://cran.r-project.org/web/packages/lira/index.html
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Fig. 6.3) Statistical uncertainties are very large and we cannot discriminate between the
different theoretical predictions.
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Fig. 6.3 (Left) The mass–concentration relation of the X-COP clusters. The dashed black
lines show the median scaling relation (full black line) plus or minus the intrinsic scatter at
redshift z= 0.06. The shaded grey region encloses the 68.3 per cent confidence region around
the median relation due to uncertainties on the scaling parameters. As reference, we plot the
mass-concentration relations of Bhattacharya et al. (2013, blue line), Dutton and Macciò
(2014, green line), Ludlow et al. (2016, orange line), and Meneghetti et al. (2014, solid and
dashed red lines). The dashed red lines enclose the 1-σ scatter region in the theoretical
mass-concentration relation from the MUSIC-2 N-body/hydrodynamical simulations. (Right)
Probability distributions of the parameters of the mass-concentration relation. The thick and
thin black contours include the 1-, 2-σ confidence regions in two dimensions, here defined
as the regions within which the probability is larger than exp(−2.3/2), or exp(−6.17/2) of
the maximum, respectively. The red disk represents the parameters found by Meneghetti
et al. (2014) for the relaxed sample. The bottom row plots the marginalised 1D distributions,
renormalised to the maximum probability. The thick and thin black levels denote the
confidence limits in one dimension, i.e. exp(−1/2) and exp(−4/2) of the maximum.

On the other hand, mass measurement uncertainties are very small and we can estimate
the intrinsic scatter of the hydrostatic masses, σMHE|M = 0.15± 0.08. Even though the
marginalized posterior distribution of σMHE|M is peaked at ∼ 0.15 (see Fig. 6.3), smaller
values are fully consistent. The (posterior) probability that σMHE|M is less than 10 per cent (i.e.
σMHE|M < 0.043) is 15 per cent. Our estimate of hydrostatic mass scatter is in agreement with
results from higher-z samples (Sereno and Ettori, 2015) and larger, even though compatible
within uncertainties, with results from numerical simulations (Rasia et al., 2012).

The intrinsic scatter of the c-M relation, σc|M = 0.18±0.06, is compatible with theoretical
predictions (Bhattacharya et al., 2013; Meneghetti et al., 2014, σc|M ∼ 0.15) and previous
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observational constraints (e.g. Ettori et al., 2010; Mantz et al., 2016). The relation between
mass and concentration for subsamples can differ from the general relation due to selection
effects. Intrinsically over-concentrated clusters may be overrepresented in a sample of
clusters selected according to their large Einstein radii or to the apparent X-ray morphology
(Meneghetti et al., 2014; Sereno et al., 2015). Intrinsic scatter of the c-M relation for relaxed
samples is expected to be smaller than for the full population of mass selected halos. However,
given the statistical uncertainty on the measured σc|M, we cannot draw any firm conclusion
on the equilibrium status of the clusters.

6.2.3 Comparison among different methods and systematic errors

To evaluate some of the systematic uncertainties affecting our measurements of the hydrostatic
mass, we estimate the mass at some fixed physical radii (500, 1000 and 1500 kpc) and at
two overdensities (R500 and R200) using the forward method and the other mass models
described in Sect. 6.2.1, and compare them to the results obtained from our model of
reference (backward NFW). We summarize the results of this comparison in Table 6.3.

We observe that the use of the forward method (with or without SZ profiles) introduces a
systematic error of few percent at any radius, with a median difference of about 4% at R500,
and <2% (1st-3rd quartile: -5.4 / +8.1 %) at R200.

Any other mass model constrained with the backward method introduces some systematic
uncertainties that depends mainly on the shape characteristic of the model and on the fact
that all the models have 2 only parameters, implying not so large flexibility to accommodate
the distribution in the observed profiles. For instance, we note that cored profiles, like ISO
and BUR, present larger positive (negative) deviations in the core (outskirts), up to about
25%.

We notice that this budget of the systematic uncertainties does not include other sources
of error, such as any non-thermal contribution to the total gas pressure (e.g. Nelson et al.,
2014a; Sereno et al., 2017b), and terms that account for either departures from the hydrostatic
equilibrium (e.g. Biffi et al., 2016; Nelson et al., 2014b) or the violation of the assumed
sphericity of the gas distribution (e.g. Sereno et al., 2017b). All these contributions have
been shown to affect more significantly the clusters’ outskirts and tend to bias higher (by
10-30%) the total mass estimates at r > R500, with smaller effects in the inner regions. In
particular, by imposing the distribution of the cluster mass baryon fraction estimated in the
state-of-art hydrodynamical cosmological simulations, we evaluate in Eckert et al. (2018) a
median value of about 6% and 10% at R500 and R200, respectively, for the relative amount of
non-thermal pressure support in the X-COP objects.
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Name NFW

kpc c σT,int lnE
A1644 1778+55

−48 1.46+0.14
−0.14 0.001+0.000

−0.000 -2.5
A1795 1755+22

−21 4.55+0.16
−0.14 0.009+0.012

−0.007 9.0
A2029 2173+35

−33 4.26+0.19
−0.17 0.023+0.006

−0.005 -2.5
A2142 2224+29

−25 3.14+0.10
−0.10 0.001+0.000

−0.000 -0.6
A2255 2033+88

−74 1.37+0.24
−0.23 0.002+0.006

−0.001 -4.2
A2319 2040+34

−30 4.86+0.51
−0.37 0.055+0.009

−0.008 -12.4
A3158 1766+34

−37 2.88+0.26
−0.17 0.002+0.015

−0.001 1.2
A3266 2325+74

−75 2.04+0.25
−0.20 0.036+0.008

−0.009 -7.1
A644 1847+61

−58 5.58+0.65
−0.51 0.063+0.017

−0.016 -9.7
A85 1921+30

−24 3.31+0.13
−0.13 0.019+0.012

−0.005 7.5
HydraA 1360+58

−55 5.51+0.67
−0.61 0.079+0.020

−0.016 698.1
RXC1825 1719+24

−25 3.35+0.20
−0.19 0.001+0.001

−0.000 1.7
ZW1215 2200+74

−64 2.11+0.22
−0.18 0.003+0.006

−0.002 5.4

Name EIN

kpc c σT,int lnE
A1644 1119+107

−207 0.66+0.15
−0.06 0.005+0.047

−0.003 -3.1
A1795 480+23

−21 1.92+0.08
−0.07 0.009+0.007

−0.006 3.5
A2029 571+29

−38 1.95+0.13
−0.08 0.020+0.010

−0.008 -3.4
A2142 866+42

−39 1.27+0.05
−0.05 0.001+0.000

−0.000 -3.1
A2255 959+97

−124 0.88+0.14
−0.09 0.002+0.009

−0.001 -6.5
A2319 403+46

−47 2.64+0.34
−0.26 0.067+0.017

−0.013 -15.9
A3158 530+34

−52 1.57+0.16
−0.09 0.004+0.028

−0.003 -0.2
A3266 765+61

−91 1.34+0.18
−0.10 0.057+0.015

−0.013 -9.1
A644 325+60

−53 2.99+0.52
−0.42 0.062+0.017

−0.012 -12.7
A85 636+40

−73 1.49+0.18
−0.08 0.026+0.021

−0.008 4.6
HydraA 299+33

−29 2.45+0.21
−0.21 0.046+0.009

−0.006 696.3
RXC1825 495+26

−66 1.71+0.25
−0.08 0.002+0.011

−0.001 -1.9
ZW1215 1341+145

−161 0.75+0.10
−0.07 0.004+0.008

−0.002 1.1

Name ISO

kpc c σT,int lnE
A1644 298+19

−13 4.50+0.16
−0.19 0.001+0.000

−0.000 -4.0
A1795 144+8

−6 9.45+0.32
−0.39 0.055+0.012

−0.008 -8.5
A2029 195+13

−10 8.81+0.37
−0.39 0.078+0.015

−0.012 -15.4
A2142 240+13

−11 7.35+0.27
−0.26 0.060+0.011

−0.008 -13.5
A2255 444+42

−41 3.62+0.28
−0.22 0.001+0.001

−0.000 -2.3
A2319 241+14

−9 7.22+0.23
−0.32 0.041+0.018

−0.009 -8.4
A3158 223+15

−13 6.19+0.33
−0.29 0.030+0.009

−0.011 -5.8
A3266 312+30

−21 5.61+0.31
−0.30 0.076+0.015

−0.013 -13.4
A644 168+9

−12 9.03+0.59
−0.32 0.029+0.028

−0.027 -6.2
A85 190+9

−9 7.71+0.29
−0.28 0.057+0.011

−0.008 -9.5
HydraA 221+63

−31 6.22+0.45
−0.42 0.324+0.029

−0.028 687.0
RXC1825 233+10

−9 5.98+0.19
−0.18 0.001+0.001

−0.000 -6.6
ZW1215 313+18

−16 5.25+0.19
−0.17 0.001+0.000

−0.000 -6.0

Name BUR

kpc c σT,int lnE
A1644 294+17

−16 2.74+0.13
−0.11 0.001+0.000

−0.000 -3.7
A1795 146+7

−6 5.86+0.22
−0.22 0.047+0.012

−0.009 -6.8
A2029 186+9

−10 5.73+0.25
−0.21 0.064+0.010

−0.009 -14.2
A2142 237+11

−11 4.59+0.19
−0.16 0.060+0.014

−0.010 -12.4
A2255 409+28

−28 2.31+0.14
−0.12 0.002+0.002

−0.001 -2.9
A2319 229+11

−13 4.68+0.23
−0.18 0.042+0.013

−0.012 -9.2
A3158 217+12

−13 3.90+0.21
−0.17 0.026+0.013

−0.022 -5.3
A3266 313+30

−26 3.44+0.26
−0.21 0.074+0.015

−0.013 -14.2
A644 172+6

−7 5.64+0.16
−0.15 0.001+0.000

−0.000 -6.8
A85 188+9

−11 4.87+0.21
−0.19 0.060+0.013

−0.009 -7.3
HydraA 96+15

−11 7.01+0.53
−0.57 0.097+0.019

−0.013 688.4
RXC1825 220+10

−10 3.86+0.15
−0.14 0.001+0.000

−0.000 -4.5
ZW1215 303+20

−19 3.30+0.15
−0.14 0.002+0.002

−0.001 -4.7

Name HER

kpc c σT,int lnE
A1644 2026+230

−188 0.72+0.07
−0.06 0.001+0.001

−0.000 -2.4
A1795 721+31

−37 2.37+0.12
−0.09 0.017+0.016

−0.007 5.2
A2029 925+69

−42 2.27+0.10
−0.13 0.028+0.008

−0.007 -5.8
A2142 1262+46

−49 1.63+0.06
−0.05 0.006+0.011

−0.004 -2.7
A2255 2235+203

−289 0.73+0.11
−0.05 0.001+0.001

−0.000 -6.2
A2319 674+55

−77 2.99+0.41
−0.22 0.068+0.014

−0.010 -12.5
A3158 1203+137

−80 1.36+0.09
−0.12 0.001+0.001

−0.000 -0.4
A3266 1952+285

−189 1.03+0.10
−0.12 0.036+0.008

−0.008 -8.7
A644 478+73

−74 3.73+0.67
−0.45 0.090+0.027

−0.022 -10.5
A85 914+55

−109 1.92+0.26
−0.09 0.027+0.019

−0.010 5.8
HydraA 473+64

−43 2.86+0.24
−0.26 0.055+0.010

−0.007 694.9
RXC1825 913+49

−69 1.76+0.14
−0.09 0.002+0.007

−0.001 0.1
ZW1215 1325+86

−113 1.38+0.12
−0.07 0.004+0.020

−0.002 1.4
Table 6.1 We list the best-fit parameters (scale radius rs -R200 in the case of NFW- and the
"concentration" -or normalization- as defined in equation 6.3), the intrinsic scatter σT,int of
equation 6.2, and the logarithmic value of the evidence E for the mass models discussed in
Sect. 6.2.1.
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Name z c200 0.5 Mpc 1 Mpc 1.5 Mpc R500 M500 R200 M200
1014M⊙ 1014M⊙ 1014M⊙ Mpc 1014M⊙ Mpc 1014M⊙

A1644 0.0473 1.46+0.14
−0.14 1.15±0.02 3.24±0.10 5.47±0.26 1.054±0.020 3.48±0.20 1.778±0.051 6.69±0.58

A1795 0.0622 4.55+0.16
−0.14 1.95±0.02 4.06±0.08 5.77±0.15 1.153±0.012 4.63±0.14 1.755±0.021 6.53±0.23

A2029 0.0773 4.26+0.19
−0.17 2.78±0.03 6.25±0.13 9.24±0.26 1.423±0.019 8.82±0.35 2.173±0.034 12.57±0.59

A2142 0.0909 3.14+0.10
−0.10 2.48±0.02 6.08±0.09 9.44±0.19 1.424±0.014 8.95±0.26 2.224±0.027 13.64±0.50

A2255 0.0809 1.37+0.24
−0.23 1.39±0.06 4.08±0.11 7.10±0.36 1.196±0.026 5.26±0.34 2.033±0.081 10.33±1.23

A2319 0.0557 4.86+0.51
−0.37 2.61±0.08 5.58±0.12 8.01±0.25 1.346±0.017 7.31±0.28 2.040±0.035 10.18±0.52

A3158 0.0597 2.88+0.26
−0.17 1.59±0.02 3.76±0.09 5.70±0.21 1.123±0.016 4.26±0.18 1.766±0.035 6.63±0.39

A3266 0.0589 2.04+0.25
−0.20 2.02±0.05 5.57±0.15 9.32±0.39 1.430±0.031 8.80±0.57 2.325±0.074 15.12±1.44

A644 0.0704 5.58+0.65
−0.51 2.36±0.09 4.74±0.26 6.59±0.45 1.230±0.035 5.66±0.48 1.847±0.059 7.67±0.73

A85 0.0555 3.31+0.13
−0.13 1.94±0.02 4.53±0.08 6.81±0.18 1.235±0.013 5.65±0.18 1.921±0.027 8.50±0.36

HydraA 0.0538 5.51+0.67
−0.61 1.28±0.07 2.40±0.20 3.22±0.32 0.904±0.032 2.21±0.23 1.360±0.056 3.01±0.37

RXC1825 0.0650 3.35+0.20
−0.19 1.64±0.02 3.69±0.07 5.46±0.15 1.105±0.012 4.08±0.13 1.719±0.024 6.15±0.26

ZW1215 0.0766 2.11+0.22
−0.18 1.93±0.03 5.22±0.15 8.61±0.39 1.358±0.031 7.66±0.52 2.200±0.069 13.03±1.23

Table 6.2 Values of the total gravitating mass as estimated with the backward method and a
NFW model at some radii of reference (0.5, 1, 1.5 Mpc) and at the overdensities of 500 and
200 with respect to the critical density of the universe at the cluster’s redshift.

Mi B (inter-quartile range) %
0.5 Mpc 1 Mpc 1.5 Mpc R500 R200

Forw +0.6(−1.1/+3.3) −2.0(−5.9/+1.4) −4.6(−7.9/+1.3) −4.7(−10.9/−0.5) +1.2(−5.4/+8.1)
Forw (no SZ) −1.5(−3.4/+4.1) −1.9(−8.0/+0.6) −1.3(−5.4/+4.5) −4.2(−9.0/+1.8) +1.3(−11.9/+8.0)

EIN −0.3(−1.7/+1.3) −1.7(−6.5/−0.2) −1.0(−9.7/+1.5) −0.8(−7.6/+1.0) −0.8(−10.3/+4.3)
ISO +14.1(+11.8/+21.0) −3.0(−3.5/+5.4) −13.3(−19.0/−9.7) −8.2(−13.0/−5.3) −23.5(−28.7/−16.5)
BUR +11.4(+10.4/+15.1) −3.1(−5.8/+4.0) −13.7(−19.2/−8.3) −8.3(−12.9/−5.2) −20.8(−24.2/−17.9)
HER +1.6(+0.9/+2.1) −0.7(−5.6/+0.2) −5.5(−11.4/−2.4) −3.7(−5.3/−1.9) −9.3(−13.5/−6.8)

Table 6.3 Systematic differences between the forward method ("Forw") and the other mass
models described in Sect. 6.2.1 with respect to the model of reference defined as backward
NFW. These differences are quoted as the median (1st-3rd quartiles, in parenthesis) of the
quantity B = (Mi/NFW−1)×100 %, where Mi is listed in the first column.
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6.3 Comparison with mass estimates from scaling laws, weak
lensing and galaxy dynamics

We compare our estimates of the hydrostatic mass with constraints obtained from (i) X-ray
based scaling relations applied to YX = Mgas ×T (Vikhlinin et al., 2009), gas mass fraction
(Mantz et al., 2010, also including a correction factor of 0.9 for Chandra calibration updates
-see caption of their Table 4), SZ signal (the Planck mass proxy MYz in Planck Collaboration
et al., 2016f), (ii) weak lensing signal associated to the coherent distortion in the observed
shape of background galaxies (as measured in the Multi Epoch Nearby Cluster Survey -
MENeaCS, Herbonnet et al. in prep.) and (iii) galaxy dynamics either through the estimate
of the velocity dispersion (Zhang et al., 2017) or via the Caustic method (Rines et al., 2016),
that calculates the mass from the escape velocity profile which is defined from the edges (i.e.
the "caustics") of the distribution in the redshift-projected radius diagram. The comparison is
done by evaluating the hydrostatic MNFW at the radius defined by the other methods at given
overdensity (∆ = 500 for X-ray and SZ scaling laws, galaxy dynamics and WL; ∆ = 200 for
WL and Caustics).

Mass estimates based on X-ray scaling laws provide a very reassuring agreement: we
measure a median ratio M/MNFW of 1.06 and 1.03 for the 9 and 6 objects in common with
Vikhlinin et al. (2009) and Mantz et al. (2010), respectively. For the 11 objects in common
with Planck-SZ catalog (Hydra-A and Zw1215 are not included there), we measure a median
(1st-3rd quartile) of 0.98 (0.92–1.01) and an error-weighted mean of 0.96 (r.m.s. 0.08).

Similar good agreement is obtained with the 6 WL measurements in common: the error-
weighted means are 1.18 (± 0.12; r.m.s. 0.26; median: 1.16) and 1.14 (± 0.12; r.m.s. 0.32;
median: 1.17) at R500 and R200, respectively.

Considering the eight clusters in common with Zhang et al. (2017), we measure a median
of 0.96, with 1st-3rd quartiles of 0.78–1.10. On the other hand, a clear tension is measured
with respect to the 6 mass values obtained from Caustics: MCau/MNFW has an error-weighted
mean of 0.59 (± 0.02; r.m.s. 0.06), with ratios smaller than 0.5 in 3 objects (A85, A2142,
ZW1215). Simulations in e.g. Serra and Diaferio (2013) show this might be the case when
an insufficient number of spectroscopic member galaxies are adopted to constrain the caustic
amplitude.

We plot the medians and weighted-means of the ratios M/MNFW in Fig. 6.4.
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Fig. 6.4 Comparison between the backward NFW model and estimates of the mass from
X-ray scaling relations (YX from Vikhlinin et al. (2009) and fgas from Mantz et al. (2010)),
dynamical analysis for the HIFLUGCS sample (Zhang et al., 2017), Planck PSZ2 catalog
(Planck Collaboration et al., 2016f), lensing (Herbonnet et al. 2018 in prep.), caustics (Rines
et al., 2016). The number of objects in common is shown. Shaded regions indicate the <10%
(darkest) and <30% differences.

Fig. 6.5 (Left) Typical hydrostatic, EG and MOND radial mass profiles (here for A2142; see
Ettori et al., 2018, for the remaining 12 objects). Vertical lines indicate R1000 (dotted line),
R500 (dash-dotted line) and R200 (dashed line). (Right) Medians (and 1st and 3rd quartiles) of
the ratio between the hydrostatic mass and the value predicted from EG and MOND for the
whole X-COP sample. Shaded regions indicate the <10% (darkest) and <30% differences.
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6.4 Comparison with predictions from the Emergent Grav-
ity scenario and MOND

The lack of a valuable candidate particle for the Cold Dark Matter has induced part of the
community to search for alternative paradigms on how gravity works at galactic and larger
scales. In galaxy clusters, the largest gravitationally bound structures in the universe, visible
matter can account for only a fraction of the total gravitational mass. These systems represent
thus a valid and robust test for models that want to explain this missing mass problem.
Among these rivals of the current cosmological paradigm, we consider here two models, one
that introduces modifications in the Newtonian dynamical laws (MOND, Milgrom, 1983),
the other that compensates for the required extra gravitational force by an “Emergent Gravity”
(Verlinde, 2016). They both can be described by similar equations, are able to describe the
behaviour of the gravity on galactic scales, but are also known to be in trouble when applied
on larger scales (the so-called “upscaling problem” in Massimi, 2018), where for instance
MOND predicts a gravitational acceleration that is too weak, suggesting that it can be an
incomplete theory, to say the least.

In the “Emergent Gravity”, dark matter can appear as manifestation of an additional
gravitational force describing the “elastic” response due to the displacement of the entropy
that can be associated to the thermal excitations carrying the positive dark energy, and with
a strength that can be described in terms of the Hubble constant and of the baryonic mass
distribution. For a spherically symmetric, static and isolated astronomical system, Verlinde
(2016) provides a relation between the emergent dark matter and the baryonic mass (see his
equation 7.40) that can be rearranged to isolate the dark matter component MDM. Following
Ettori et al. (2017), we can write

M2
DM,EG(r) =

cH0

6G
r2MB(r)(1+3δB) , (6.5)

where MB(r) =
∫ r

0 4πρBr′2dr′ = Mgas(r)+Mstar(r) is the baryonic mass equal to the sum
of the gas and stellar masses, and δB is equal to ρB(r)/ρ̄B, with ρ̄B = MB(r)/V (< r) rep-
resenting the mean baryon density within the spherical volume V (< r). In our case, the
gas mass has been obtained from the integral over the cluster’s volume of the gas density
(Fig. 6.1). The stellar mass has been estimated using a Navarro-Frenk-White (NFW, Navarro
et al., 1997) profile with a concentration of 2.9 (see e.g. Lin et al., 2004) and by requiring the
Mstar(< R500)/Mgas(< R500) = 0.39

(
M500/1014M⊙

)−0.84 (Gonzalez et al., 2013). For the
X-COP objects, we measure a median Mstar/Mgas of 0.09 (0.07–0.12 as 1st and 3rd quartile)
at R500.
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As we discuss in Ettori et al. (2017), Equation 6.5 can be expressed as an acceleration
gEG depending on the acceleration gB induced from the baryonic mass

gEG = gB

(
1+ y−1/2

)
, (6.6)

where y = 6/(cH0)×gB/(1+3δB).
Equation 6.6 takes a form very similar to the one implemented in MOND (e.g. Milgrom

and Sanders, 2016) with a characteristic acceleration a0 = cH0(1+ 3δB)/6. MOND is
another theory that accounts for the mass in galaxies and galaxy clusters without any dark
component and by modifying Newtonian dynamics, and requires an acceleration gMOND =

gB

(
1+ y−1/2

)
, with y = gB/a0 and a0 = 10−8 cm/s2. For sake of completeness, we have

also estimated a gravitating mass associated to a MOND acceleration.
The results of our comparison are shown in Fig. 6.5 (where we present as an example the

case of A2142; the other mass profiles are shown in the Appendix of Ettori et al. (2018)).
Although in the inner cluster’s regions the mismatch is indeed significant, with mass values
from modified gravities that underestimate the hydrostatic quantities by a factor of few,
over the radial interval between R1000 and R200, the medians of the distribution of the ratios
between the mass estimates obtained from modified accelerations and from the hydrostatic
equilibrium equation are in the range 0.6−0.87 for the MOND (consistent with previous
studies; e.g., Pointecouteau and Silk, 2005) and between 0.88 and 1.19 for EG, with the
latter that indicates a nice consistency at R500 where MEG/MHyd ≈ 1.07 (0.99−1.12 as 1st
and 3rd quartiles).

6.5 Conclusions

We have investigated the hydrostatic mass profiles in the X-COP sample of 13 massive X-ray
luminous galaxy clusters for which the gas density and temperature (from XMM-Newton
X-ray data) and SZ pressure profiles (from Planck) are recovered at very high accuracy up to
about R500 for the temperature and at R200 for density and pressure.

We constrain the total mass distribution by applying the hydrostatic equilibrium equation
on these profiles, reconstructed under the assumption that the ICM follows a spherically
symmetric distribution and using two different methods and five mass models. By adopting
as reference model a NFW mass profile constrained with the backward method, we estimate
the radial mass distribution up to R200 with a mean statistical relative error lower than 8%. A
forward method, that is independent from any assumption on the shape of the gravitational
potential, provides consistent results within 5% both at R500 and R200.
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Other sources of systematic uncertainties, like any non-thermal contribution to the total
gas pressure that we discuss in a companion X-COP paper (Eckert et al. 2018), or departures
from the hydrostatic equilibrium (e.g. Biffi et al., 2016; Nelson et al., 2014b), or the violation
of the assumed sphericity of the gas distribution (e.g. Sereno et al., 2017b), could push our
mass estimates to higher values by a further 10-20%, in particular at r > R500.

A NFW mass profile represents the best-fit model for nine objects, where we measure
a statistically significant tension with any cored mass profile. The remaining four clusters
prefer different mass models but are also consistent with a NFW. The latter systems are
also the ones that deviate more in the NFW c200 −M200 plane ith respect to the theoretical
predictions from numerical simulations. Overall, we measure a scatter of 0.18 in the c−M
relation and of 0.15±0.08 (with a-posteriori probability of 15 per cent to be below 10%) in
the hydrostatic mass measurements. The latter is in agreement with results from literature
(Sereno and Ettori, 2015) and larger, but still compatible within uncertainties, with those
obtained from numerical simulations (Rasia et al., 2012).

For a subsample of X-COP objects, we can quantify the average discrepancy between
hydrostatic masses and estimates obtained from (i) scaling relations based on X-ray data
and applied to the SZ signal, (ii) weak-lensing, and (iii) galaxy dynamics. Overall, we
obtain a remarkably good agreement (with an error-weighted mean and median of the ratios
between hydrostatic and other masses around 1 ± 0.2), apart from the caustic method that
underestimates severely the hydrostatic values in this massive local relaxed systems by more
than 40 per cent on average.

Then, we compare these mass estimates to predictions from scenarios in which the
gravitational acceleration is modified. We note that both the traditional MOND acceleration
and the one produced as manifestation of apparent dark matter in the “Emergent Gravity”
theory predict masses that are a factor of few below the hydrostatic values in the inner 1
Mpc, with EG providing less significant tension in particular at R500 as estimated from MHyd,
where we measure MEG/MHyd ≈ (0.9 –1.1).

We conclude that these estimates of the hydrostatic masses represent the best constraints
ever measured, with a statistical error budget that is in the order of the systematic uncertainties
we measure, and both within 10 per cent out to R200. Future extension of the X-COP sample,
with comparable coverage of the X-ray and SZ emission out to R200, to dynamically non-
relaxed systems, even at higher redshifts, will permit to build a proper collection of hydrostatic
masses that will provide the reference to study in details the robustness of the assumption of
the hydrostatic equilibrium. A complete census of any residual kinetic energy in the gas bulk
motions and turbulence as major bias in the estimates of the hydrostatic mass requires direct
measurements of the Doppler broadening and shifts of the emission lines in the ICM over
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the entire cluster’s volume. Hitomi has provided the first significant results in the field, but
limited to the inner parts of the core of the Perseus cluster (Hitomi Collaboration et al., 2016,
2018, 2017; ZuHone et al., 2018). The next generation of X-ray observatories equipped
with high-resolution spectrometers, like XARM (Ota et al., 2018) and Athena (Ettori et al.,
2013b; Nandra et al., 2013b), will deepen our knowledge on the state of the ICM enlarging
the sample and the regions of study.



7
NON-THERMAL PRESSURE SUPPORT IN

X-COP GALAXY CLUSTERS
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7.1 Introduction

In this chapter, we use high-precision hydrostatic masses obtained from the XMM-Newton
cluster outskirts project (X-COP, Eckert et al., 2017a, see Chapter 3) out to R200 to estimate
the level of non-thermal pressure. We present a high-confidence estimate of the universal gas
fraction of galaxy clusters and use our assessment of the universal gas fraction to probe the
level of systematics in our hydrostatic mass measurements. We apply the same technique to
examine potential systematics in the mass calibration adopted by the Planck team to derive
cosmological parameters from Sunyaev-Zeldovich (SZ) cluster counts, which has resulted in
the well-known tension between cosmic microwave background (CMB) and cluster counts
(Planck Collaboration et al., 2014b).

The chapter is organized as follows. In Sect. 7.2 we present the dataset and the methods
used to derive gas fraction profiles. In Sect. 7.3 we estimate the universal gas fraction and
describe our method to derive the non-thermal pressure fraction. Our results are presented in
Sect. 7.4 and discussed in Sect. 7.5.

Throughout the chapter, we assume a ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7 and
H0 = 70 km/s/Mpc. Note that since our clusters are local (z < 0.1) the results have a very
mild dependence on the adopted cosmology.

7.2 Data analysis

7.2.1 Hydrostatic masses and gas fraction

Our hydrostatic mass measurements and the procedure to obtain them are described in detail
in Chapt. 6. In short, we adopt as our reference mass model the backward NFW model (Ettori
et al., 2010), which describes the mass profile using a Navarro-Frenk-White (NFW, Navarro
et al., 1996) mass model, we assume that the ICM is in hydrostatic equilibrium (HSE) within
the gravitational potential well, and that the kinetic energy has been fully converted into
thermal energy, in which case the HSE equation reads like in Eq. (1.17).

To determine, at each radius, the enclosed gas mass, we integrate the gas density profiles:

Mgas(< r) =
∫ r

0
4πr2

ρgas(r)dr (7.1)

where ρgas = µmp(ne+np), with ne ≈ 1.17np the number densities of electron and proton in
a fully ionized gas, µ ≈ 0.6 the mean molecular weight, and mp the mass of the proton. The
hydrostatic gas fraction profiles are then computed as fgas,HSE(r)=Mgas(< r)/MHSE(< r). In
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Fig. 7.1 Hydrostatic gas fraction profiles fgas,HSE(R) = Mgas(< R)/MHSE(< R) as a function
of scale radius R/R500 for the X-COP clusters; in particular we observe that all the profiles
flattens at about 0.15 at R500, with the exception of A2319 which is the only one going much
above the average. The gray shaded area shows the Planck universal baryon fraction Ωb/Ωm
(Planck Collaboration et al., 2016e).

Fig. 7.1 we show the hydrostatic gas fraction profiles as a function of the scale radius R500,HSE

for the 12 X-COP clusters. The radial range of each profile corresponds to the regions for
which information on both the density and the pressure are available. For 10 objects out
of 12 our gas fraction profiles extend out to R200 without requiring any extrapolation. The
typical statistical uncertainties in fgas,HSE are ∼ 5% at R500 and ∼ 10% at R200. In the case
for which our measurements do not extend all the way out to R200 (A3266), the NFW mass
model is extrapolated out to R200 to estimate the values of fgas,HSE.

7.3 Methodology

7.3.1 Parameters of the universal gas fraction

The gas mass fraction can be calculated as in Eq. (2.4), here we add details to the various
components which make up the formula, Yb, Ωb, Ωm, and f⋆.
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Fig. 7.2 Baryon depletion factor Yb at R500 for the clusters in the300 simulation (filled circles).
The blue points show the objects with a mass M500 > 3×1014M⊙. The hashed grey shaded
area shows the mass range covered by X-COP clusters and our determination of the universal
baryon depletion factor and its scatter.

7.3.2 Baryon depletion factor

For the purpuse of this chapter, we utilize simulated clusters with masses in the X-COP
range extracted from The Three Hundred Project simulations (hereafter the300, Cui et al. in
preparation) to estimate the baryon depletion factor Yb. the300 is a project which is comprised
of zoom-in re-simulations of more than three hundred Lagrangian regions, of 15–20h−1Mpc
radius, centered on the most massive cluster-size haloes selected from one of the dark matter
only MultiDark Simulations run carried out with Planck cosmology (Planck Collaboration
et al., 2016e).

All the regions have been re-simulated at higher resolution (with dark-matter particle
mass around 2×109M⊙) using a modified version of the Smoothed-Particle-Hydrodynamics
(SPH) GADGET-3 code (Springel et al., 2005). The re-simulations include the treatment
of a large variety of physical processes to describe the baryonic component, such as gas
cooling, star formation, chemical enrichment, stellar and Active Galactic Nuclei (AGN)
feedback (see Rasia et al. 2015 and references therein). For a more detailed description of the
hydrodynamical code used, and Cui et al, in prep., for details on the resimulation technique).
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Table 7.1 Baryon depletion factor in the simulated clusters from the clusters in the300 project
with M500 > 3×1014M⊙.

∆ Median 16th 84th Min Max
500 0.938 0.897 0.966 0.794 1.026
200 0.951 0.923 0.982 0.875 1.024

Column description: Overdensity ∆; Median value of Yb in the sample; 16th and 84th
percentiles of the values; minimum and maximum values.

Thanks to the large statistics afforded by these simulations, we can constrain the value
of Yb and its scatter with good precision. In Fig. 7.2 we show the measurements of Yb

at R500 for the whole sample of simulated clusters. As previous studies pointed out (e.g.
Planelles et al., 2013), the value of Yb at large radii is typically about 0.9-0.95. For masses
M500 ≥ 3×1014M⊙, corresponding to the X-COP mass range, the baryon depletion factor is
approximately constant albeit with a large scatter. The median, 1σ percentiles, and extreme
values of Yb at R500 and R200, in X-COP mass range, are provided in Table 7.1. Smaller
systems are instead largely influenced by the AGN activity that on one side pushes outside
the hot gas and on the other quenches star formation, consequentially reducing both baryonic
components.

7.3.3 Stellar fraction

While the ICM is contains the vast majority of the baryons in galaxy clusters, a fraction of
the baryons are locked into stars, both inside galaxies and in the form of intracluster light
(ICL, Budzynski et al., 2014; Montes and Trujillo, 2014; Zibetti et al., 2005a). Predicting
the exact amount of stars in numerical simulations is a quite difficult, because star formation
rate and its evolution depend critically on the adopted physical setup describing gas cooling
and feedback from supernovae and AGN (e.g. Kravtsov et al., 2005). However, the stellar
content of galaxy clusters has been extensively studied in the literature (Andreon, 2010; Chiu
et al., 2018; Giodini et al., 2009; Gonzalez et al., 2013, 2007; Laganá et al., 2013) and the
stellar fraction can be robustly set by its observed value.

In Fig. 7.3 we present a compilation of recent results on the stellar fraction of dark-matter
halos as a function of their mass. Results obtained by directly integrating the stellar mass
of member galaxies (Andreon, 2010; Chiu et al., 2018; Giodini et al., 2009; Gonzalez et al.,
2013; Laganá et al., 2013) and from the halo occupation distribution (Coupon et al., 2015;
Eckert et al., 2016a; Leauthaud et al., 2012; Zu and Mandelbaum, 2015a) are compared.
While the results obtained with the two methods differ substantially in the galaxy group
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Fig. 7.3 Stellar fraction within R500 estimated in several works from the literature. The
hashed grey area represents the mass range of X-COP clusters and the range of f⋆ adopted in
this work.

regime (M500 ≲ 1014M⊙). However in the mass range covered by X-COP clusters, i.e.
3×1014 < M500 < 1.2×1015M⊙, all studies are broadly consistent and converge to a median
stellar fraction of about 1.2%. The contribution of ICL was included in some, but not all
cases; measurements indicate that ICL can account for ∼ 20−30% (Lin and Mohr, 2004;
Zibetti et al., 2005b) of the total stellar mass. To encompass the uncertainty associated with
the ICL fraction and with the various studies shown in Fig. 7.3, for the present study we
conservatively set the value of the stellar fraction to be

f⋆,500 = 0.015±0.005. (7.2)

Beyond the central regions the stellar fraction has been shown to be nearly constant (van der
Burg et al., 2015), thus we adopt the same value for f⋆,200.

7.3.4 Cosmological parameters and estimated universal gas fraction

The cosmological parameters Ωb, Ωm, and their ratio, are measured by CMB probes, as
WMAP or Planck. In the present work we take the most recent measurement from the Planck
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probe, therefore Ωb/Ωm = 0.156±0.003 (Planck Collaboration et al., 2016e), slightly lower
but consistent compared with the WMAP9 measurement (0.166± 0.009, Hinshaw et al.,
2013).

Combining the results from the previous sections, from Sect. 7.3.4 to 7.3.3, and through
Eq. 2.4 we estimate the following values for the universal gas fraction:

fgas,500 = 0.131±0.009 , fgas,200 = 0.134±0.007. (7.3)

The errors reported here include both the actual uncertainties in Ωb/Ωm, f⋆, and on the
measured scatter in Yb in the300 simulation.

7.3.5 Non-thermal pressure fraction

The non-thermal pressure support contaminating this sample is computed similarly as in the
case of A2319, see Sect. 4.6. The idea is that since our X-ray emissivity profiles are corrected
for the effects of gas clumping (Eckert et al., 2015) down to the limiting resolution of our
observations (10-20 kpc), we expect that any residual deviation of the gas mass fraction with
respect to the universal gas fraction should be caused by an additional non-thermal pressure
component. In absence of hydrostatic equilibrium, the state of the gas in the presence of a
gravitational potential is described by the Euler equation, see Eq. (1.16), where the extra
terms compared with HEE, Eq. (1.17), can be described like in the following equation by a
non-thermal component

d
dr

(Pth(r)+PNT (r)) =−ρgas
GMtot(< r)

r2 (7.4)

where the subscript “NT ” indicates the non-thermal component, while the subscript “th”
indicates the thermal part. Setting α(r) = PNT (r)/Ptot(r), the non-thermal pressure fraction,
i.e. PNT = αPtot =

α

1−α
Pth, we rewrite Eq. (7.4) as

Mtot(< r) = MHSE(< r)+α(r)Mtot(< r)− Pthr2

(1−α)ρgasG
dα

dr
(7.5)

with MHSE(< r) = − r2

ρgasG
dPth
dr is the mass from hydrostatic equilibrium, see Eq. (1.17).

Therefore the gas mass fraction as a function of radius can be written as

fgas(r) =
Mgas(< r)
Mtot(< r)

= fgas,HSE(r)(1−α)

(
1− Pthr2

(1−α)ρgasGMHSE

dα

dr

)−1

(7.6)
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Thus, if the true gas fraction is known, the non-thermal pressure fraction α(r) can be
estimated by comparing the measured fgas,HSE with the universal value (Ghirardini et al.,
2018b). For α(r) we use the functional form introduced by Nelson et al. (2014a),

α(r) =
PNT

Ptot
(r) = 1−A

(
1+ exp

{
−
[

r
Br200

]γ})
(7.7)

with A,B, and γ being free parameters. This functional form was shown to reproduce the
behavior of the non-thermal pressure fraction in the simulations of Nelson et al. (2014a)
and should be approximately valid in the range [0.3−2]R200. For the present work, we fix
B = 1.7 to the best fitting value in the300 simulation. Note that in case α(r) is constant this
quantity is simply equal to the usual hydrostatic bias b = 1−MHSE/Mtot.

As already discussed, the gas fraction predicted by various simulations was found to be
consistent (Sembolini et al., 2016). The predictions however diverge in the inner regions
(see their Fig. 10). Thus, we focus on the gas fraction at large radii to compare fgas,HSE to
fgas,univ and determine the parameters of α(r). We set the universal gas fraction at R500 and
R200 to the values derived in previous Sect. 7.3.4, and solve numerically Eq. (7.6) for the
parameters A and γ . Since this procedure results in a corrected estimate for M500 and M200,
we iteratively repeat the procedure with the revised mass estimates until it converges.

We use the output MCMC chains of our mass models to propagate the uncertainties in
fgas,HSE into our estimate of α(r). We also propagate the dispersion and uncertainties in the
universal gas fraction (see Sect. 2.2.5) by randomizing the value of fgas in Eq. 7.6. The
best-fit curves for α(r) are then computed from the posterior distributions of the parameters.

7.4 Results

7.4.1 Non-thermal pressure fraction in X-COP clusters

In Fig. 7.4 we show the values of fgas,HSE for the 12 X-COP clusters at R500,HSE and
R200,HSE compared to the universal baryon fraction (Planck Collaboration et al., 2016e)
and the universal gas fraction predicted from the300 simulation. With the exception of
A2319 (Ghirardini et al., 2018b), for which a substantial non-thermal pressure support
was clearly detected, at R500 our measurements of fgas,HSE lie very close to the universal
gas fraction, albeit ∼ 7% higher on average (median fgas,500 = 0.141± 0.005, with 12%
scatter), implying a mild contribution of non-thermal pressure. Conversely, at R200, the
majority of the measurements (9 out of 12) slightly exceed the universal gas fraction (median
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Table 7.2 Hydrostatic gas fraction, non-thermal pressure fraction, and total (bias-corrected)
masses at R500 and R200 in X-COP clusters.

Cluster MHSE,500 MHSE,200 fgas,500 fgas,200 α(R500) α(R200) Mtot,500 Mtot,200
[1014M⊙] [1014M⊙] [%] [%] [1014M⊙] [1014M⊙]

A1644 3.48±0.20 6.69±0.58 0.128±0.008 0.126±0.011 < 10.5 < 14.8 3.52+0.20
−0.22 6.58+0.72

−0.59
A1795 4.63±0.14 6.53±0.23 0.139±0.005 0.144±0.005 2.2+5.6

−2.2 6.7+6.0
−4.5 4.77+0.35

−0.31 6.76+0.37
−0.35

A2029 8.65±0.29 12.25±0.49 0.141±0.005 0.152±0.006 6.0+5.8
−5.7 10.4+9.0

−10.4 8.98+0.84
−0.83 13.29+0.78

−0.60
A2142 8.95±0.26 13.64±0.50 0.158±0.005 0.168±0.006 15.8+4.5

−4.8 18.6+7.1
−8.8 10.50+0.57

−0.89 16.37+0.95
−0.82

A2255 5.26±0.34 10.33±1.23 0.153±0.011 0.146±0.018 5.6+6.8
−5.6 6.1+6.3

−6.1 5.87+0.47
−0.45 10.70+0.77

−0.58
A2319 7.31±0.28 10.18±0.52 0.189±0.008 0.237±0.012 43.6+3.5

−3.6 52.3+3.4
−4.6 11.44+1.06

−1.11 20.11+1.14
−1.31

A3158 4.26±0.18 6.63±0.39 0.145±0.007 0.155±0.010 8.5+5.7
−5.8 12.5+8.9

−11.6 4.53+0.38
−0.37 7.34+0.46

−0.35
A3266 8.80±0.57 15.12±1.44 0.132±0.009 0.108±0.018 < 11.2 < 15.9 8.94+0.60

−0.53 14.49+3.01
−2.39

A644 5.66±0.48 7.67±0.73 0.132±0.012 0.139±0.015 3.2+6.4
−3.2 5.6+6.4

−5.6 6.03+0.62
−0.69 8.35+0.70

−0.52
A85 5.65±0.18 8.50±0.36 0.150±0.005 0.159±0.007 10.2+4.9

−5.6 11.5+8.9
−9.5 6.22+0.54

−0.44 9.56+0.53
−0.46

RXC1825 4.08±0.13 6.15±0.26 0.133±0.005 0.155±0.007 5.1+5.1
−5.1 15.2+6.4

−7.8 3.94+0.36
−0.28 6.87+0.40

−0.37
ZwCl1215 7.66±0.52 13.03±1.23 0.106±0.008 0.092±0.009 < 11.9 < 15.7 7.67+0.59

−0.47 13.03+1.37
−1.12

Median 0.141+0.006
−0.005 0.149+0.009

−0.008 5.9+2.9
−3.3 10.5+4.3

−5.5

Column description: Cluster name; masses reconstructed using hydrostatic equilibrium
(see Ettori et al. 2018); hydrostatic gas fractions; non-thermal pressure ratio α = PNT/Ptot;
total masses corrected for non-thermal pressure. Upper limits are at the 90% confidence
level.

fgas,200 = 0.149+0.006
−0.008). With just two exceptions (A3266 and ZwCl 1215), the gas fraction

of all systems is at least as large as our determination of the Universal gas fraction.
To investigate any dependence of the measured gas fraction on the core state, we split

our sample into cool core (CC) and non cool core (NCC) classes based on their central
entropy K0 as measured by Chandra (Cavagnolo et al., 2009), as in Chapter 3. At R500,
we estimate median values fgas,CC = 0.142±0.006 and fgas,NCC = 0.141±0.008, i.e. there
is no difference in the hydrostatic gas fraction of the two sub-populations. The values of
fgas,HSE in the NCC population appear to be more scattered than in the CC population (15%
versus < 7%). However, the small number of objects in our sample makes it difficult to make
any strong statistical claim about the scatter of the two populations.

We used the distribution of output values for the parameters of the non-thermal pressure
fraction (Eq. 7.7) to determine the non-thermal pressure fraction at R500 and R200. The
normalization of the non-thermal pressure term A in Eq. 7.7 is usually well determined
and lies in the range 0.4−0.8 (median 0.65). The slope γ is however poorly constrained,
given that we are constraining it using only two anchor points (R500, R200). In the cases
where no modification to the gas fraction was required we computed upper limits at the 90%
confidence level. In Table 7.2 we provide our measurements of the hydrostatic gas fraction,
of the non-thermal pressure ratio, and of the total cluster masses after applying the method
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Fig. 7.4 Hydrostatic gas fractions at R500,HSE (blue points) and R200,HSE (red points) obtained
from our reference hydrostatic mass model as a function of cluster mass. The dashed magenta
line and shaded area represent the universal gas fraction at R500 estimated in Sect. 2.2.5
and its uncertainty. The green shaded area indicates the cosmic baryon fraction (Planck
Collaboration et al., 2016e).

described in Sect. 7.3.5 (labelled as Mtot hereafter). In the cases for which no evidence for
non-thermal pressure was found, Mtot is just equal to MHSE.

In Fig. 7.5 we show the non-thermal pressure fractions at R500 and R200 for the entire
X-COP sample. We immediately see that in the vast majority of cases non-thermal support in
X-COP clusters is mild. We use a bootstrap method to compute the median of the distribution
and the uncertainties on the median. We find a median non-thermal pressure of 5.9+2.9

−3.3% and
10.5+4.3

−5.5% at R500 and R200, respectively. For comparison, in Fig. 7.5 we show the average
non-thermal pressure ratio in two sets of numerical simulations (Ω500, Nelson et al. (2014a);
the300, Rasia et al. in prep.), with the scatter of the population indicated as the shaded areas.
Assuming that the non-thermal pressure support is due to random gas motions, the level
of non-thermal pressure in numerical simulations was defined as the ratio of the pressure
induced by random motions Prand =

1
3ρσ2

gas to the sum of random and thermal pressure (Biffi
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Fig. 7.5 Non-thermal pressure fraction in X-COP clusters at R500 and R200. The positions on
the X axis are slightly shifted for clarity. The blue and green curves and shaded areas show
the mean non-thermal pressure ratio predicted from the numerical simulations of Nelson
et al. (2014a) and Rasia et al., respectively.

et al., 2016; Nelson et al., 2014a),

PNT

Ptot
=

σ2
gas

σ2
gas +(3kT/µmp)

, (7.8)

with σgas the velocity dispersion of gas particles in spherical shells, k the Boltzmann constant,
µ the mean molecular weight and mp the proton mass. Interestingly, most of our measure-
ments lie substantially below the Nelson et al. (2014a) curve, possibly indicating a higher
level of thermalization in the real population compared to the simulations. A somewhat lower
level of non-thermal pressure is predicted in the300 simulation, in better agreement with our
results. We discuss this comparison in further detail in Sect. 7.5.2.

While the selection of the X-COP sample was designed to be fairly clean (see Chapter 3),
our original selection excluded 4 systems for which we were unsure whether the strategy
adopted for the project could be applied. This includes clusters with obvious substructures,
aspherical morphology, bad visibility for XMM-Newton, or an apparent size barely larger than
the Planck beam (see Sect. 2.1 of Ghirardini et al. 2018). Two of these systems (A754 and
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A3667) are extreme mergers which may deviate substantially from hydrostatic equilibrium
in a way similar to A2319, thus the average level of non-thermal pressure support in our
sample may be biased by the exclusion of these objects. To investigate the potential impact
of these systems on our results, we assumed that these two missing objects show a level of
non-thermal pressure similar to that of A2319 and that the remaining two are representative of
the population. Such a choice has no influence on the median non-thermal pressure fraction,
but increases the mean value from 9% to 13% at R500. We can thus conclude that our analysis
sets an upper limit of 13% to the mean level of non-thermal pressure in the Planck cluster
population.

7.4.2 Comparison with Planck SZ masses

Following the discovery of the tension between Planck CMB cosmology and SZ number
counts (Planck Collaboration et al., 2014b), considerable effort has been devoted to evaluating
the accuracy of the mass calibration adopted by the Planck collaboration. Planck SZ masses
were derived from a relation between SZ flux YSZ and total mass that was calibrated using
XMM-Newton HSE masses. Biases in the estimation of the mass might arise from the potential
impact of non-thermal pressure in the calibration sample and/or from the measurement of
the total SZ flux from Planck data. Cosmological constraints from Planck CMB and cluster
counts could be reconciled in case the YSZ −M500 relation adopted by the Planck team is
biased low by a factor 1− b = MSZ/Mtrue = 0.58± 0.04, presumably because of strong
non-thermal pressure support (Nagai et al., 2007; Rasia et al., 2006). Numerous studies have
addressed this issue by directly comparing masses derived using X-ray and weak lensing
techniques (e.g. Hoekstra et al., 2015; Smith et al., 2016; von der Linden et al., 2014),
resulting in somewhat divergent values for the Planck mass bias (1−b in the range 0.7-1.0,
Sereno and Ettori, 2015). Here we take a different route and combine our high-quality
measurements of hydrostatic masses with our robust assessment of the universal gas fraction
to probe the reliability of Planck SZ masses. Indeed, in case SZ masses are incorrect we
expect the corresponding gas fractions to deviate from the universal gas fraction, which can
be easily tested with our data.

We retrieved the masses of X-COP clusters from the PSZ2 catalog (Planck Collaboration
et al., 2016d) and determined the value of R500,SZ accordingly. We recall that the PSZ2
masses were determined by applying a relation between SZ signal Y500 and total mass
M500,SZ calibrated using HSE masses. ZwCl 1215 does not have an associated mass in PSZ2
because of an updated point-source mask, thus in this case we use the mass provided in
PSZ1 (Planck Collaboration et al., 2014a). We integrated our gas masses out to R500,SZ and
computed the corresponding values of fgas,SZ. We repeated the exercise by correcting the
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Fig. 7.6 Left: ICM gas fraction at R500 obtained from our reference hydrostatic-based mass
model (blue squares) as a function of the total mass corrected for non-thermal pressure
support (see Sect. 7.4.2). The red points show the gas fraction obtained using the Planck
PSZ2 masses estimated from the YSZ −M500 relation, whereas the green triangles show
the gas fraction one would get by correcting the PSZ2 masses with a uniform mass bias
1−b= 0.58±0.04 (Planck Collaboration et al., 2014b). The dashed magenta line and shaded
area represent the universal gas fraction estimated in Sect. 2.2.5. Right: Comparison between
HSE (blue squares)/SZ (red dots) and total masses corrected for non-thermal pressure as
a function of mass. The magenta line and shaded area show our best fit to the SZ data
with a power law, whereas the green area displays the expectation for a constant mass bias
1−b = 0.58±0.04.

PSZ2 masses assuming a mass bias 1−b = 0.58±0.04, and derived the corresponding gas
fractions. In Fig. 7.6 we show the gas fractions determined using the hydrostatic equilibrium
assumption (see Table 7.2) as a function of total cluster masses corrected for non-thermal
pressure support. We also show the gas fractions fgas,SZ measured from the PSZ2 masses
and from the masses corrected to reconcile CMB and SZ number count cosmology.

In Fig. 7.6 we can clearly see that the gas fraction of X-COP clusters exceeds the
expected value in case the Planck masses are assumed to be correct. The median gas fraction
is fgas,SZ = 0.150+0.006

−0.004, i.e ∼ 15% higher than the universal gas fraction. We also notice a
trend of increasing gas fraction with cluster mass, which may indicate a mass-dependent
bias. Conversely, when correcting the SZ masses by a factor 1−b = 0.58 the gas fraction is
substantially lower than expected, with a median value fgas,1−b=0.58 = 0.108±0.006. All
objects but one would lie outside of the allowed range for fgas,univ. Reconciling CMB and SZ
cosmology would thus imply that the most massive local clusters are missing about a third of
their baryons.

As shown in Fig. 7.6, measurements of fgas,500 are very sensitive to the adopted mass
calibration and thus they can be used to assess systematics in the Planck mass calibration.
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We compared our masses corrected for non-thermal pressure support under the assumption
of a universal gas fraction (see Table 7.2) to the Planck SZ-derived masses. In Fig. 7.6
we show the ratio of SZ masses to total masses. We measure a median value 1− b =

M500,SZ/M500,tot = 0.85±0.05 for the Planck mass bias in our systems. As noted in several
previous studies (Ettori, 2015; von der Linden et al., 2014), we observe a substantial mass
dependence of the SZ mass bias, with the most massive objects (M500 ∼ 1015M⊙) being
biased at the ∼ 25% level, while for M500 ∼ 4×1014M⊙ SZ masses appear to be unbiased.
For comparison, in Fig. 7.6 we also show the ratio between our direct HSE measurements
and the masses corrected for non-thermal pressure support. In the latter case we find that
with the notable exception of A2319 our masses require little correction, with a median bias
M500,HSE/M500,tot = 0.94±0.04.

To assess the dependence of the Planck bias on the mass, we describe the relation
between SZ mass and total mass as a power law and use the Bayesian mixture model code
linmix_err (Kelly, 2007) to fit the data. The resulting parameters read

MSZ

Mtot
= (0.87±0.05)

(
Mtot

5×1014M⊙

)−0.21±0.12

(7.9)

i.e. a mass dependence is detected at ∼ 2σ . The best-fitting curve and error envelope are
displayed in Fig. 7.6. A high, constant bias 1−b = 0.58±0.04 is rejected at the 4.4σ level.

7.5 Discussion

7.5.1 Systematic uncertainties

Beyond uncertainties associated with the determination of the universal gas fraction (see
Sect. 2.2.5), our results can also be affected by potential systematics in our measurements of
fgas,HSE. Here we review potential sources of systematic uncertainties.

• Reconstruction of MHSE: As described in Sect. 7.2.1, we adopt as our reference mass
reconstruction method the backward NFW method (Ettori et al., 2010), which assumes
that the mass profile can be accurately described by a NFW parametric form. However,
this method may be inaccurate if the true mass distribution differs substantially from
NFW. In Ettori et al. (2018) we compare the results obtained with our reference
backward NFW method with the results obtained with methods that do not make any
assumption on the shape of the dark matter halo (forward fitting, Gaussian processes).
We find that the results obtained with the various methods agree within ∼ 5% at a
radius of 1.5 Mpc, with the NFW method returning on average slightly higher masses.
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This propagates to a systematic uncertainty of ∼ 5% on the hydrostatic gas fraction,
and thus on the non-thermal pressure fraction.

• Gas mass measurements: The gas mass of local clusters is one of the quantities
that can be most robustly computed from X-ray observations. Studies on mock X-ray
observations of simulated clusters have shown that measurements of Mgas are accurate
down to the level of a few percent and exhibit very little scatter, even in situations of
violent mergers (Eckert et al., 2016a; Nagai et al., 2007). The measured gas densities
tend to be biased high in cluster outskirts by the presence of accreting substructures
and large-scale asymmetries (Nagai and Lau, 2011; Roncarelli et al., 2013), which
introduces a systematic uncertainty of 5-10% on the true gas mass at R200. However,
thanks to the use of the azimuthal median as a robust estimator of the surface brightness
(Eckert et al., 2015), the bias introduced by infalling substructures has been taken into
account in our study. Residual clumping on scales smaller than the resolution of our
study (≲ 20 kpc) can still introduce a slight positive bias in our estimates of Mgas,
however we expect the residual effect to be less than a few percent.

• Calibration uncertainties: Temperature measurements are known to be affected
by systematics of the order of ∼ 15% in the high-temperature regime because of
uncertainties in the calibration of the effective area of the instrument (Nevalainen et al.,
2010; Schellenberger et al., 2015), with Chandra returning systematically higher gas
temperatures than XMM-Newton. If Chandra temperatures are correct, our masses
should be underestimated by ∼ 15%, meaning that our estimates of the non-thermal
pressure should be overestimated. However, we note that our mass reconstruction
makes use of joint XMM-Newton and Planck data. In the radial range where data
from both instruments are available, we do not observe a systematic offset between
X-ray and SZ pressure (see also Adam et al., 2017). While effective area calibration
introduces some uncertainty in the recovered temperature, its effect on the gas density
and gas mass is mild. Bartalucci et al. (2017) compared XMM-Newton and Chandra
reconstructions of gas density profiles and gas masses and found an exquisite agreement
between the two missions at the level of 2.5%.

7.5.2 Implications on the thermalization of the ICM

As described in Sect. 7.4.1, our gas fraction data imply a low level of non-thermal pressure
in our population, α = PNT/Ptot = 6% and 10% at R500 and R200, respectively. If we ascribe
the excess gas fraction entirely to residual isotropic gas motions (Eq. 7.8), we can relate the
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measured non-thermal pressure to the velocity dispersion by rewriting Eq. 7.8 as

σ2
gas

c2
s

= M 2
3D(r) =

3
γ

α(r)
1−α(r)

, (7.10)

with cs = (γkT/µmp)
1/2 the sound speed in the medium, M3D the Mach number of residual

gas motions, γ = 5/3 the polytropic index, and α(r) the functional form for PNT/Ptot(r)
following the definition of Eq. 7.7. The values estimated here thus imply an average Mach
number at R500

M3D,500 = 0.33+0.08
−0.12, (7.11)

i.e. isotropic gas motions in the X-COP cluster population are clearly subsonic. This
value broadly agrees with the Mach numbers estimated from the amplitude of relative ICM
fluctuations (Eckert et al., 2017b; Hofmann et al., 2016; Zu and Mandelbaum, 2015b).

As shown in Fig. 7.5, our values are somewhat smaller than the predictions of non-
radiative adaptive mesh refinement (AMR) simulations by Nelson et al. (2014a) and closer to
the curves extracted from the the300 simulation with the smoothed particle hydrodynamics
(SPH) code GADGET-3. While in the past legacy SPH codes (employing a typically large
artificial viscosity to handle shocks) tended to predict a more clumped and inhomogeneous
ICM than grid codes (Rasia et al., 2014), we observe the opposite here.

A few possible reasons can be given for this difference. First, to better reproduce
standard hydrodynamics tests, the300 simulation incorporates a number of advanced features
compared to previous SPH codes, including a higher-order Wendland C4 kernel function,
the implementation of a time-dependent artificial viscosity scheme, and artificial conduction
(Beck et al., 2016). Compared to previous SPH codes, the SPH scheme included in the300
leads to a more efficient mixing of the gas phases with different entropies. This promotes a
faster thermalization of the accreting gas and of small merging substructures, thus reducing
the non-thermal pressure fraction. On top of that, the300 simulation implements a wide range
of baryonic processes (including radiative cooling, star formation, and AGN and supernova
feedback) whereas the predictions of Nelson et al. (2014a) are extracted from non-radiative
simulations. The balance of cooling and AGN feedback implemented in these simulations
substantially changes the appearance of galaxy- and group-scale halos by removing the
most structured phase of the ICM from the X-ray emitting phase and by increasing their gas
entropy, which leads to smoother and flatter density profiles compared to simulations without
powerful feedback mechanisms. The AGN activity provides extra energy to the gas residing
in the shallow potential well of small systems, further enhancing its mixing with the cluster
ICM during, or immediately after, a merger. The subsequent clumping factor is thus reduced
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compared to the non-radiative case (Planelles et al., 2017) where the entropy difference
between the medium and the denser and colder substructure is substantially larger. As a
result, infalling motions get virialized on shorter timescales and the non-thermal pressure
fraction is reduced.

It should be stressed that the estimate of the non-thermal pressure support in the simulated
ICM is by itself non-trivial, owing to the complexity of gas motions in the stratified cluster
atmosphere. While all modern simulations overall agree on the predicted radial trend of
turbulent motions moving from the cluster centers to the periphery (e.g. Biffi et al., 2016;
Nelson et al., 2014a; Vazza et al., 2011), their quantitative answer may change depending
on the adopted filtering techniques to disentangle the various velocity components of the
ICM (e.g. bulk motions, shock jumps and small-scale chaotic motions), which is particularly
crucial in cluster outskirts (e.g. Vazza et al., 2017). For example, if motions along the radial
direction are predominantly directed inwards, the missing pressure estimated with radial
averages in simulations may overestimate the non-thermal pressure recovered here using the
method devised in Sect. 7.3.5. More detailed comparisons using exactly the same technique
as used here are necessary to test this hypothesis.

7.5.3 Implications for cosmology

The results presented in Sect. 7.4.2 have important implications for the use of galaxy clusters
as cosmological probes. They imply that galaxy cluster masses derived under the assumption
of hydrostatic equilibrium in a fully thermalized ICM require little correction from non-
thermal pressure support. This conclusion is further supported by our direct comparison
of hydrostatic and weak lensing masses when available (see Sect. 4 of Ettori et al. 2018),
which finds a median ratio M500,HSE/M500,WL = 0.87± 0.10 and M200,HSE/Mrm200,WL =

0.86± 0.13 for the 6 X-COP clusters with available weak lensing measurements, fully
consistent with the non-thermal pressure and the mass ratio M500,HSE/M500,tot = 0.94±0.04
estimated from the universal gas fraction method used here.

At face value, our results strongly disfavor a large hydrostatic bias as the origin of the
tension in the Ωm −σ8 plane between SZ cluster counts and primary CMB. As shown in Fig.
7.6, our hydrostatic gas fraction measurements are very close to the values obtained with the
Planck mass calibration, although we note a mildly significant trend of increasing bias in
the Planck calibration with cluster mass. However, the median mass of the systems in the
Planck cosmological sample is ∼ 5×1014M⊙, where our analysis shows that the SZ masses
are biased only at the 10% level. Although quantifying the exact impact of our results on the
cosmological parameters is beyond the scope of this chapter, it is fair to say that our study
favors lower values of σ8 compared to primary CMB, similar to what was obtained from
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essentially all cluster count (de Haan et al., 2016; Vikhlinin et al., 2009) and weak lensing
tomography studies (Heymans et al., 2013; Hildebrandt et al., 2017).

Obviously, the conclusions reached here rest on the premise that our determination of the
universal gas fraction is accurate. As shown in Fig. 7.6, a large, constant hydrostatic bias
would imply that the most massive galaxy clusters are missing about a third of their baryons.
We also note that our estimate of the stellar fraction (Sect. 7.3.3) lies on the high side of
the published measurements (see Fig. 7.3), thus our estimate of fgas is probably on the low
side. Extreme AGN feedback would be required to push a substantial fraction of the baryons
outside of R200, which would lead to high-entropy cores and large offsets from the observed
scaling relations (e.g. Le Brun et al., 2014). High-resolution hydrodynamic simulations
testing different AGN feedback models have shown that the feedback must be gentle and
tightly self-regulated (e.g. Gaspari et al., 2014), thus affecting only the regions within
∼ 0.1R500. An extreme thermal/Sedov blast (∼ 1062 erg) would be required to evacuate a
substantial fraction of the gas away from R500, which would transform any CC cluster into
a NCC cluster, with cooling times well above the Hubble time. The gentle preservation of
many cool cores up to redshift ∼ 2 (e.g. McDonald et al., 2017) rules out the strong and
impulsive AGN feedback scenario. In the absence of evidence for such extreme phenomena,
we conclude for the time being that our estimate of the universal gas fraction does not need
to be revised.

7.6 Conclusion

In this chapter, we presented high-precision measurements of the hydrostatic gas fraction
from the X-COP project, a sample of 12 clusters with high-quality X-ray and SZ data from
XMM-Newton and Planck. The statistical uncertainties in fgas,HSE are less than 10% in all
cases and measurements at R200 are achieved for 10 out of 12 objects without requiring any
extrapolation. We used our measurements to estimate the level of non-thermal pressure in
our sample. Our results can be summarized as follows.

• Combining a large set of clusters simulated with a state-of-the-art SPH code with
literature measurements of the stellar fraction in observed clusters, we robustly esti-
mate the universal gas fraction of massive clusters to be fgas,500 = 0.131±0.009 and
fgas,200 = 0.134±0.007 at R500 and R200, respectively. The uncertainties quoted here
include both statistical uncertainties and scatter in the simulated cluster population.

• Our hydrostatic gas fractions are on average consistent with the estimated universal gas
fraction, lying just 7% and 11% above the universal value at R500 and R200, respectively.
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• To determine the integrated level of non-thermal pressure support, we modified the
hydrostatic equilibrium equation to incorporate the contribution of a non-thermal
pressure term, which we describe using the parametric function of Nelson et al. (2014a)
(see Sect. 7.3.5). The parameters of the non-thermal pressure component were
then determined by comparing the measured hydrostatic gas fraction profiles with
the universal gas fraction. Our procedure leads to revised mass measurements that
incorporate the contribution of non-thermal pressure.

• With the notable exception of A2319 (Ghirardini et al., 2018b), the required lev-
els of non-thermal pressure are mild, with median values PNT/Ptot(R500) ∼ 6% and
PNT/Ptot(R200) ∼ 10%. These values are lower than the predictions of numerical
simulations (Biffi et al., 2016; Nelson et al., 2014a), possibly implying a faster ther-
malization of the kinetic energy in the real population compared to hydrodynamical
simulations.

• Assuming that the residual non-thermal pressure can be entirely ascribed to random gas
motions, we infer an average Mach number M3D = 0.33+0.08

−0.12, implying that residual
kinetic motions are clearly subsonic.

• We used our masses corrected for the effects of non-thermal pressure to test the
accuracy of Planck SZ masses in our systems. We find that PSZ2 masses lead to
an average gas fraction fgas,SZ = 0.150± 0.005 at R500, indicating that SZ masses
are slightly underestimated. Comparing PSZ2 masses with our masses corrected for
non-thermal pressure support, we infer a median bias 1−b = 0.85±0.05. As noted in
previous studies (Ettori, 2015; von der Linden et al., 2014), the bias appears to depend
slightly on cluster mass, MSZ/Mtot ∝ M−0.21±0.12

tot .

• If instead we assume that the PSZ2 masses are biased low by a constant factor
MSZ/Mtrue = 0.58± 0.04 to reconcile Planck primary CMB and SZ cluster counts,
the gas fraction of X-COP clusters would fall short of the universal baryon fraction
(median fgas,1−b=0.58 = 0.108±0.006), implying that the most massive local clusters
would be missing about a third of their baryons. This would pose a serious challenge
to our understanding of cluster formation processes and feedback energetics.
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8.1 Introduction

In this chapter we study the relation between pressure and density from the core out to the
outskirts in the X-COP cluster sample. We constrain the effective polytropic index, its radial
dependence, its implication regarding applications on mass reconstruction, and how it can be
used to build new universal functional form for the thermodynamic quantities. The chapter
is organized as follows. In Sect. 8.2 we study the relation between pressure and density, as
function of density and as function of radius. In Sect. 8.3 we introduce the NFW polytropic
model showing how it provides a very good description for clusters outside the core, and
we show how the polytropic approximation can provide a very tight mass probe. Finally
we draw our conclusions in Sect. 8.4. Throughout the chapter, if not otherwise stated, we
assume a flat ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7 and H0 = 70 km s−1 Mpc−1, and
use the Bayesian nested sampling algorithm MultiNest (Feroz et al., 2009) to constrain the
best-fit parameters.
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Fig. 8.1 Left: Rescaled pressure profile for the X-COP objects compared with density
corrected by redshift evolution, a clear trend with very small scatter over several orders of
magnitude is evident. Right: Piecewise power law fit of the density against density. Solid
lines and contour indicate the best fitting result with statistical uncertainties, dashed lines
indicate the intrinsic scatter in the distribution around the best fit.

8.2 The polytropic equation

The hydrostatic equilibrium equation (HEE) relates the thermodynamic quantities on one
side, and the gravitational potential on the other side:

1
µmpne

dPe

dR
=−GM(< r)

r2 . (8.1)
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The polytropic equation reads the following relation between the gas pressure and density

Pe = K nΓ
e (8.2)

where K is a constant, and Γ is the effective polytropic index. Combining Eq. (1.17) and
(8.2) with a functional form which describes the gravitational potential allows to construct a
functional form of the thermodynamic profiles, i.e. how density, pressure, temperature, and
entropy vary with radius (e.g. as shown in Bulbul et al., 2010, using a generalized NFW to
describe the gravitational potential).

In Ettori et al. (2018), we have shown that the NFW (Navarro et al., 1997) is the best
representation for the gravitational potential in the X-COP objects, as evaluated by computing
the Bayesian evidence for several possible mass models, with or without a core and with
different slopes in the external parts. Also in the few cases where NFW is not the best fitting
mass model, it does not show any statistically significant tension with the best fitting mass
model.

As discussed in Bulbul et al. (2010), a NFW mass model, M(< r) ∝ log(1+ x)− x
1+x ,

where x = r/rs = c500 r/R500 and rs and c500 are the NFW scale radius and concentration,
respectively, permits to recover analytically a profile for the thermodynamic quantities, once
the HEE is assumed (Eq. 1.17) with a polytropic gas (Eq. 8.2):

ne(x)Γ−1
∝

log(1+ x)
x

. (8.3)

However, in order to introduce a physically motivated analytic model to describe the
average behaviour of the thermodynamic quantities, we have to verify whether gas pressure
and density are correlated, at which degree, and ultimately if this relation is a polytrope.

8.2.1 Relations between gas pressure, gas density and radius

We start our analysis by studying how the pressure depends on density, and how the slope of
this relation depends on both density and radius. We have indeed three quantities neE(z)−2,

Pe
P500

, and R
R500

that correlate among them, allowing us to study, for instance, how the effective
index Γ depends on the measured quantities and on radius.

We refer to Ghirardini et al. (2018a) for a detailed description on the measurements of
the gas density and pressure in the X-COP clusters out to 2 ×R500. In Fig. 8.1, we show
these estimates for all the data of our sample. A tight power-law-like relation between the
rescaled thermodynamic quantities is evident, with just a mild change in slope in the high
density regime.
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Table 8.1 Results of the piecewise power-law fits on pressure against density, also in several
radial intervals, using the function described in Eq. (8.4).

ninE(z)−2 noutE(z)−2 A Γ σint
7.22e-06 8.75e-05 8.87±0.47 1.16±0.05 0.11±0.02
8.88e-05 2.54e-04 9.43±0.66 1.23±0.08 0.15±0.02
2.60e-04 6.04e-04 8.67±0.65 1.14±0.08 0.15±0.02
6.06e-04 1.32e-03 8.60±0.67 1.12±0.10 0.19±0.02
1.33e-03 3.11e-03 6.47±0.34 0.77±0.06 0.25±0.03
3.16e-03 2.81e-02 6.42±0.33 0.76±0.06 0.26±0.03

xin xout xaverage Γ σint
0.013 0.112 0.058 0.764±0.058 0.26±0.03
0.113 0.251 0.168 0.848±0.075 0.20±0.03
0.263 0.451 0.327 1.078±0.093 0.17±0.02
0.451 0.712 0.565 1.322±0.068 0.14±0.02
0.720 1.148 0.885 1.204±0.078 0.16±0.02
1.162 2.645 1.729 1.200±0.045 0.11±0.03

To constrain the significant parameters of this relation, and compute the effective poly-
tropic index Γ, we implement a method similar to the piecewise power-law fitting procedure
described in Ghirardini et al. (2018a). We define 6 intervals in density (see Table 8.1) and fit
the following functional form:

Pe

P500
= A

[
neE(z)−2]Γ exp(±σint) (8.4)

with A being the normalization, Γ the effective polytropic index, and σint the intrinsic scatter
in the relation.

We find that the relation between pressure and density is pretty tight, with small scatter
of about 0.15 on average. We show the resulting best fitting function in Fig. 8.1, and the
resulting best-fit parameters in Table 8.1.

We notice that there are two different regimes: one where Γ is about 0.8, and the other
where Γ is about 1.2. This suggests a transition in the slope of the temperature profile (Γ < 1
and > 1 indicate positive and negative radial gradient in the temperature profile, respectively)

To constrain the value of the density where this transition occurs, we proceed with another
fit

Pe

P500
=

A0
[
neE(z)−2]Γ0 exp(±σint,0), if Y ≥ Y0

A1
[
neE(z)−2]Γ1 exp(±σint,1), if Y ≤ Y0,

(8.5)
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Fig. 8.2 Effective polytropic index as function of radius, as fitted with the NFW polytropic
analitic solution (Eq. 8.13). The horizontal blue and red lines indicate the location of
the isothermal and isentropic limits respectively. The horizontal green stripe indicate the
predicted values from Capelo et al. (2012).

where Y = neE(z)−2 and allowing Y0 = n0 to be a free parameter indicating the “transition”
density. We impose continuity by forcing A1 = A0 · nΓ0−Γ1

0 . We find n0 = (2.45± 0.46) ·
10−3cm−3, Γ0 = 1.17±0.01 and Γ1 = 0.79±0.07.

Then, we study the dependence upon the radius. We divide our profiles in 6 radial bins,
fitting Eq. (8.4) in each of them to estimate the effective polytropic index. The best-fit values
are shown in Fig. 8.2. We notice how Γ increases from the center to the outskirts, flattening
in the outermost bins to values around 1.2, as expected from hydrodynamical simulations
(Capelo et al., 2012). Similarly to the case above, we notice two regimes in Γ. Hence, we fit
equation 8.5 again, where we define Y = r/R500 and Y0 = r0. We measure r0 = 0.19±0.04,
Γ0 = 1.17±0.01, and Γ1 = 0.78±0.04.

We have thus demonstrated that it is possible to define well distinct regions associated to
a “core”, where neE(z)−2 > (2.45±0.46) ·10−3cm−3 and r/R500 < 0.19(±0.04), and to the
outskirts of galaxy clusters. In the latter region, the scatter in the relation between pressure
and density is very small (0.10–0.15) and the relation follows an almost precise power-law
where the effective polytropic index is almost constant to the value of ∼ 1.2.
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8.2.2 Functional form for pressure against density

It is convenient to describe the relation between pressure and density using a single func-
tion such that it is continuous with also continuous first derivative, i.e. a C1 function for
mathematicians. The simplest function we think of is very similar to the one defined in
Eq. (8.5) where the transition at Y0 between the “core” and the outskirts is smooth. To make
the transition smooth we use the Gauss error function erf(x) defined as

erf(x) =
∫ x

−x
e−t2

dt

which is simply a step function which has the property of being C1. Therefore we adopt the
following constraints

A1 = A0 · x
(Γ0−Γ1)
0

A(x) = (A1 −A0) · erf(log(x)−x0)+1
2 +A0

Γ(x) = (Γ1 −Γ0) · erf(log(x)−x0)+1
2 +Γ0

σint(x) = (σint,1 −σint,0) · erf(log(x)−x0)+1
2 +σint,0

(8.6)

Thus the simple modified broken power law that describes the dependence of pressure
upon density can be described by the following function:

y = A(x)xΓ(x) exp(±σint(x)) (8.7)

where x = neE(z)−2, y = Pe
P500

, and A(x), Γ(x), and σint(x) defined by Eq. (8.6). x0 = log(n0),
Γ0,Γ1, A0, σint,0, and σint,1 the parameters of this functional form.

The resulting best fitting parameters are x0 = −6.38± 0.16, thus n0 = (1.70± 0.27) ·
10−3cm−3, Γ0 = 1.16±0.01 and Γ1 = 0.81±0.04, A0 = 0.90±0.10, σint,0 = 0.14±0.01,
and σint,1 = 0.25 ± 0.02. The representation of this functional form, and the posterior
distribution on the best fitting parameters are shown in Fig. 8.3.

8.2.3 Application of the functional form P(n) in mass reconstruction

The tightness of the relation between pressure and density can be exploited in order to solve
HEE using only one thermodynamic quantity. In fact if by modeling the relation between
rescaled pressure and rescaled density using a function f

Pe

P500
= F (neE(z)−2)
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Fig. 8.3 Left: Pressure against density plot fitted using the functional form Eq. 8.7. Right:
Posterior distribution of the fitting parameters of the functional form Eq. 8.7.

then HEE Eq. (1.17) is re-casted as

dF (neE(z)−2)

d(neE(z)−2)

d log(neE(z)−2)

d log(R)
E(z)−2 =−

µmpG
P500

M(< R)
R

(8.8)

therefore, by knowing this function F , we just need to measure its derivative to get the mass
profile. In fact, from the definition of P500 from Ghirardini et al. (2018a), we can simplify
previous equation.

P500 = Te,500 ·ne,500 =
µmpGM500

2R500
· 500 fbρc

µemp
(8.9)

using µ and µe from Anders and Grevesse (1989), and fb from Planck Collaboration et al.
(2016e).

Therefore HEE can be rewritten as:

dF (neE(z)−2)

d(neE(z)−2)

d log(neE(z)−2)

d log(R)
E(z)−2 500 fbρc

2µemp
=−M(< R)

M500

R500

R
(8.10)

which can be solved using only the density profile at R = R500:

− dF (neE(z)−2)

d(neE(z)−2)

d log(neE(z)−2)

d log(R)
E(z)−2 500 fbρc

2µemp
= 1 (8.11)
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and finally by substituting the physical constants:

− dF (neE(z)−2)

d(neE(z)−2)

d log(neE(z)−2)

d log(R)
·1.93 ·10−4cm−3 fb

0.16

(
µe

1.14

)−1
= 1 (8.12)

This equation can be directly solved for R500, which then can be reintroduced in the Eq. (8.10)
to obtain the entire total mass profile, given only the slope of the density profile.

A possible functional form F (neE(z)−2) is the one introduced in Eq. 8.7, with best
fitting parameters and shape shown in Sect. 8.2.2.

8.3 A polytropic NFW model for the gas

The tight correlation between gas density and pressure, combined with the observational
evidence that the NFW is the best fitting mass model in our sample (Ettori et al., 2018),
allows us to use the NFW-polytropic profile described in Sect. 8.2 (see also Bulbul et al.,
2010), and properly re-written as function of x = r/R500, to model the stratification of the
gas:

E(z)−2 ne(x) = n0 f (x)
1

Γ−1 , (8.13)

where f (x) = log(1 + c500x)/x and the correlated relations, P(x)/P500 = P0 f (x)Γ/(Γ−1),
T (x)/T500 = T0 f (x), K(x)/K500 = K0 f (x)(Γ−5/3)/(Γ−1) hold, with n0, P0, T0, and K0 be-
ing the normalization factors, c500 the NFW concentration, and Γ the effective polytropic
index.

In principle, if these were just generic universal functional forms, the parameters do not
have any physical sense, meaning that their values are no expected to be the same in different
forms. However, if the physical assumption behind this model is true and robust, then the
values of c500 and Γ should be the same for all the thermodynamic quantities.

Since the assumption of constant Γ is strictly valid only beyond ∼ 0.2R500, we evaluate
in this radial range the performance of the NFW-polytropic functional form with other
functional forms (see Ghirardini et al., 2018a).

First, we fit each thermodynamic quantities independently. We show the results of the
fit in Table 8.2. We notice that c500 and Γ from the fits are compatible at the 1σ level. This
indicates that the NFW-polytropic model is a very good model to characterize the outer
regions of galaxy clusters.

Then, we proceed with a joint-fit, i.e. forcing c500 and Γ to be the same for all thermody-
namic quantities, showing the best fitting results in the last row of Table 8.2, and the posterior
distribution of the parameters in Fig. 8.5. . We show the best fitting results in Fig. 8.4,
comparing with the functional forms described in Ghirardini et al. (2018a). We observe that
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Table 8.2 Best fitting parameters for the functional form described in Sec. 8.3. We define the
following priors: (−13,−9) on log(n0); (−5,−1) on log(P0); (−2,2) on log(T0); (−4,4)
on log(K0); (0.73,0.52) on log(c500); (1,1.5) on Γ.

Density log(n0) log(c500) Γ

−10.3±0.4 0.99±0.16 1.20±0.01

Pressure log(P0) log(c500) Γ

−2.94±0.61 0.96±0.21 1.19±0.02

Temperature log(T0) log(c500)
−0.60±0.10 0.85±0.15

Entropy log(K0) log(c500) Γ

0.92±0.34 1.07±0.35 1.21±0.02

Joint fit log(n0) log(P0) log(T0)
−10.2±0.2 −2.99±0.26 −0.68±0.06

log(K0) log(c500) Γ

0.87±0.08 0.97±0.09 1.19±0.02

the NFW-polytropic is a very good fit to the data, with a Bayesian Evidence just slightly
larger than the one obtained from other functional forms available in the literature (Vikhlinin
et al. (2006) for density and temperature; Nagai et al. (2007) for pressure; Cavagnolo et al.
(2009) for entropy). On the other hand, the improvement is dramatic for what concerns both
the physical interpretation of the best-fit parameters, and the simplification of the fitting
procedure, considering the limited number of parameters in this new functional forms and
the lack of any degeneracy among the parameters.
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Fig. 8.4 Fit on the thermodynamic quantities using NFW-polytropic functional form, and the
functional form used in (Ghirardini et al., 2018a)
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Fig. 8.5 Posteriors on the parameters of the thermodynamic profiles by performing a joint fit
and using the functional forms introduced in Sect. 8.3
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8.3.1 NFW polytropic model with Γ(r)

The functional forms presented in Sect. 8.3 can be also generalized by assuming that Γ is a
function of radius. From the equation of the hydrostatic equilibrium (Eq. 1.17) with a NFW
potential, we can write

1
ρ

dρΓ

dx
= ρ

Γ−1 d
dx

(Γ logρ) =−GM(< r)
r2 = K

d
dx

(
log(1+ x)

x

)
. (8.14)

Adopting the NFW polytropic modelling of the gas (Eq. 8.3; ρΓ−1
gas = A log(1+x)/x), we

can expand the first term of the above equation:

ρ
Γ−1 d

dx
(Γ logρ) = A

log(1+ x)
x

d
dx

[
Γ

Γ−1
log
(

A
log(1+ x)

x

)]
. (8.15)

By using this expansion in Eq. 8.14, and moving the terms with y = log(1+x)/x on the same
side, we can write:

K
A

dy
dx
y

=
d
dx

[
Γ

Γ−1
log(Ay)

]
. (8.16)

Finally, converting from 1
y

dy
dx to d log(y)

dx , integrating both side of the equation and adding an
integration constant C, we have:

K
A

logy+ log(C) =

[
Γ

Γ−1
log(Ay)

]
. (8.17)

Moving all the Γ terms to one side and rearranging them, we obtain a functional form for the
radial dependence of Γ:

Γ(r) =

(
1− A

K
log(Ay)
log(C y)

)−1

(8.18)

The fit with this functional form on the measured Γ’s is shown in Fig. 8.2. This functional
form allows for a global fit for all thermodynamics considering the dependence of Γ in
Eq. (8.18).

Therefore we fit density and pressure jointly as function of radius, but also considering
the dependence of Γ in Eq. (8.18).
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Fig. 8.6 Density (top left), pressure (top right), and entropy (bottom) with the fit as in
Ghirardini et al. (2018a) in green, and using the new NFW polytropic with Γ(r) in red. The
bottom panels show the ratio between the the two best fitting results.

8.3.2 Derivation of Γ(r)

We know that density should be written in the form:

ρ =

(
A

log(1+ x)
x

) 1
Γ−1

(8.19)

In the same way hydrostatic equilibrium equation (with an NFW potential) can be recasted by
absorbing all constant term in a constant ‘K’, which does not just include physical constants
but also the ‘k’ in the polytropic equation of state P = kρΓ

K
d
dx

(
log(1+ x)

x

)
=

1
ρ

dρΓ

dx
= ρ

Γ−1 d
dx

(Γ logρ) (8.20)
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As we have already seen, indroducing Eq. 8.19 of Bulbul et al. (2010) we have an exact
solution to HEE. However we insert it back but allowing Γ to be a function of x:

K
d
dx

(
log(1+ x)

x

)
= A

log(1+ x)
x

d
dx

[
Γ

Γ−1
log
(

A
log(1+ x)

x

)]
(8.21)

By moving the term in front of the right derivative to the left:

K
A

d
dx

(
log(1+x)

x

)
log(1+x)

x

=
d
dx

[
Γ

Γ−1
log
(

A
log(1+ x)

x

)]
(8.22)

and remembering that 1
f

d f
dx = d log( f )

dx

K
A

d
dx

[
log
(

log(1+ x)
x

)]
=

d
dx

[
Γ

Γ−1
log
(

A
log(1+ x)

x

)]
(8.23)

therefore by integrating both left and right this equation and adding an integration constant
we have:

K
A

[
log
(

log(1+ x)
x

)]
+ log(C) =

[
Γ

Γ−1
log
(

A
log(1+ x)

x

)]
(8.24)

and moving all the Γ terms to one side we have:

Γ

Γ−1
=

K
A

log
(

C log(1+x)
x

)
log
(

A log(1+x)
x

) (8.25)

which can be rearranged into:

Γ =
1

1− A
K

log
(

A log(1+x)
x

)
log
(

C log(1+x)
x

) (8.26)

We notice that without introducing the integration constant log(C), the final solution for
Γ would have just been a constant value:

Γ =
1

1− A
K

. (8.27)
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8.4 Conclusions

We present the relation between the ICM pressure and density in the outskirts of 12 SZ-
selected galaxy clusters observed with XMM-Newton and Planck for the XMM-Newton
Cluster Outskirt Project (X-COP, Eckert et al., 2017a). We use their radial profiles as
recovered in Ghirardini et al. (2018a), and investigate the polytropic relation between them,
P ∝ nΓ, and the dependence of the slope on the radius.

Our main results are:

• we identify a core region by identifying the transition where the slope of the effective
polytropic index Γ changes from the inner value of ∼ 0.8 to the outer value of ∼ 1.2,
both in gas density and in radius; this core is defined by the region where the gas
density is larger than (2.45±0.46) ·10−3cm−3, or the radius is < 0.19(±0.04)R500;

• pressure and density are tightly correlated; beyond the core, they are well represented
by a single power-law with index Γ = 1.17±0.01;

• relying on the tight single power-law relation between pressure and density in the
outskirts of the X-COP clusters, and using the NFW mass model (Navarro et al.,
1997), which is the one which best reproduces the observed thermodynamic quantities
assumed to be in hydrostatic equilibrium (see Ettori et al., 2018), we adopt the model
introduced by (Bulbul et al., 2010) to fit the thermodynamic quantities; we find that
this model fits the observed quantities slightly better than the models found in the
literature, with the advantage of being physically motivated and with parameters with
important physical interpretations;

• having demonstrated that the relation between gas pressure and density is tight and is
well described by a functional form, see Eq. 8.7, we can also reduce the application of
the hydrostatic equilibrium equation to recover a gravitational mass profile to the more
simple exercise to measure the density gradient at some specific radius; indeed, from
equation 1.17, we can write

dPe

dρe

d logne

d log(r)
=−GM(< r)

r
, (8.28)

where dPe/dρe is obtained from our functional form and what is missing is the gradient
of the gas density.
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9.1 Introduction

In this chapter, we use the results of the analysis of the mass distribution in a sample of
47 galaxy clusters in the redshift range 0.405–1.235 presented in Amodeo et al. (2016) in
order to study the radial shape of some thermodynamic properties, in particular pressure and
entropy, at different redshifts, looking for deviations from the self-similar behaviour (Voit
et al. (2005) and Arnaud et al. (2010)), and in particular looking for a possible evolution with
cosmic time.

The chapter is organized as follow: in Sect. 9.2, we present the method we applied to
reconstruct the entropy and pressure profiles, and how we model their radial dependence. The
data analysis is detailed in Sect. 9.3, with an exhaustive discussion of our results presented in
Sect. 9.4. We draw our Conlcusions in Sect. 9.5.

In the present study, we assume a flat ΛCDM cosmology, with matter density parameter
ΩM = 0.3 and an Hubble constant of H0 = 70 km s−1 Mpc−1. All the quoted statistical
uncertainties are at 1σ level of confidence.

9.2 The method to reconstruct K(r) and P(r)

In Figure 9.1, we show the redshift and mass distributions of the objects in our sample, with
9 systems at z > 0.8 and 8 with an estimated M500 larger than 2×1015M⊙. Being massive
objects, the relatively long Chandraexposure time (texp > 75 ksec) considered for each cluster
permits to extract at least 4 independent spectra over the cluster’s emission which allows to
make a complete X-ray analysis as it is usually done for low redshift clusters (see Amodeo
et al., 2016, for details on the sample selection and X-ray analysis).

Fig. 9.1 Redshift (left) and total mass (right) distribution of the clusters in our sample.
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Fig. 9.2 Entropy profiles measured in the three redshift bins considered. Each color represents
data from a single cluster.

In Amodeo et al. (2016), we present the method applied to constrain the mass distribution
of the galaxy clusters in our sample under the assumption that a spherically symmetric ICM
is in hydrostatic equilibrium with the underlying dark matter potential. The backward method
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adopted (see Ettori et al., 2013a) allows to constrain the parameters of a mass model, i.e. the
concentration and the scale radius for a NFW model (Navarro et al., 1997), using both the gas
density profile, obtained from the geometrical deprojection of the X-ray surface brightness
profile, and the spatially resolved spectroscopic measurements of the gas temperature. As
by-product of the best-fit mass model, we obtain the 3D temperature profile associated
to the gas density measured in each radial bin. In other words, we obtain an estimates
of the ICM temperature in each volume’s shell where a gas density is measured from the
geometrical deprojection of the X-ray surface brightness profile in such a way that, inserting
the temperature and density profiles into the hydrostatic equilibrium equation, the best-fit
mass model is reproduced. From the combination of these profiles, the thermodynamical
properties, like pressure and entropy, are recovered.

In our study, we consider also a rescaling dependent on the halo’s mass. To apply this,
we measure the quantities of interest over the cluster’s regions defined as overdensity ∆ with
respect to the critical density of the universe ρc ≡ 3H2(z)

8πG =
3H2

0
8πGE2(z)≈ 136 M⊙

kpc3 E2(z), where

E(z) ≡ H(z)/H0 =
[
ΩM(1+ z)3 +ΩΛ

]1/2. In the following analysis, we choose ∆ = 500,
considering that our profiles do not extend much further than R500. By definition, M500 is then
equal to 4/3π 500ρc R3

500. Following Voit et al. (2005), temperature, entropy and pressure
associated to this halo’s overdensity are, respectively:

kBT500 =10.3 keV
(

M500

1015h−1M⊙

) 2
3

E(z)2/3

P500 =1.65 ·10−3 keV cm−3
(

M500

3 ·1014M⊙

)2/3

E(z)8/3

K500 =103.4 keV cm2
(

M500

1014M⊙

)2/3

E(z)−2/3 f−2/3
b

K(R)/K500 =1.42
(

R
R500

)1.1

,

(9.1)

where the radial dependence of K has been here rescaled from ∆ = 200 to 500 using the
ratio R500

R200
≈ 0.66 as predicted from a NFW for massive systems.
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Fig. 9.3 Distribution of the rescaled innermost (Top) and outermost (Middle) radial spatial
bin color coded with redshift. (Bottom) Distribution of the median relative error on gas
density.

9.3 Data Analysis

The gas density profiles in our sample cover the median radial range of [0.04 R500 – 0.76
R500], with a mean relative error of 21%; for the complete distribution of minumum radius,
maximum radius and relative error we refer to Fig. 9.3. We point out that half of the clusters
have a radial extent which stops before reaching 0.77 R500.
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Because of the poor statistic of each single profile, we combined them. First, we have
extrapolated the data using the best-fit power law plus a constant for the entropy profile, and
the functional introduced by Nagai et al. (2007) for the pressure profile, in order to have at
least one point in each radial bin, chosen logarithmically with an increment of 1.141, over the
range [0.015R500,R500]. We have then calculated the value of the thermodynamical quantities
in the extrapolated radial points. The error associated to each radial point is the sum of the
fitting error plus the mean error on the data. 2

Furthermore, to investigate the average behaviour of these profiles as function of redshift,
we divided the dataset into 3 redshift bins, chosen in order to have approximatively the
same number of clusters: 15 objects with z ∈ [0.4,0.52]; 20 clusters with z ∈ [0.52,0.77]; 12
systems with z > 0.77. In each redshift bin, the profiles are stacked using the inverse of the
1−σ error as weights, meaning that at each radial point the weighted mean is:

< x >=
Σwixi

Σwi
with wi = σ

−2
i

where x refers to the logarithm of the considered thermodynamic quantities, which in our
case can be pressure or entropy. This “stacking” procedure ensures an higher statistical
significance of the measured entropy and an higher precision associated to the best-fit
parameters of the functional forms adopted.

9.3.1 Fitting procedure for the entropy profile

In Figure 9.2, we show the reconstructed entropy profiles, rescaled as described below, of the
47 clusters in our sample.

A power law, with a constant to reproduce the inner value representing the net effect
of the combined action of the central cooling and heating feedbacks (see Cavagnolo et al.
(2009)), has been widely used to describe the radial behaviour of the entropy distribution:

K = K0 +K100

( R
100kpc

)α

(9.2)

This functional form has an underlaying physical sense when we rescale with 100 kpc,
since typically deviations from non-radiative simulations are seen below this radius, where
cool core clusters and not cool core clusters actually differ. K0 has the meaning of central
entropy, which has been used in several work (i.e. Cavagnolo et al. (2009) Voit et al. (2005),

1The increment of 1.14 has been chosen to guarantee a proper radial coverage
2The mean error on the data is just the mean value of the errors associated to the data points.
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Fig. 9.4 The complete sample of our data has been plotted color coded with respect to redshift.
We can see the effect of rescaling from top to bottom, from largely scattered data to coherent
ones. No error bar are drawn for sake of clarity.

McDonald et al. (2013)) to discriminate between relaxed Cool-Core clusters, with K0 ∼ 30
keV cm2, and disturbed non-CC systems, with K0 > 70 keV cm2.

We have also considered a functional form where the inner properties refers to 0.15R500

to rescale more properly the dimension of the core in systems at different mass and redshift:

K
K500

= K′
0 +K′

0.15

( R
0.15R500

)α ′

. (9.3)

As shown in Pratt et al. (2010), we expect the scatter among clusters’ entropy profiles to
be suppressed even more when the renormalization includes both the global and the radial
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Fig. 9.5 Here we see the distributions of the fitting parameters of Eq.(9.2) for all clusters.

dependence on the gas mass fraction:

E(z)2/3 K
K500

(
fgas

fb

)2/3

= K′′
0 +K′′

0.15

( R
0.15R500

)α ′′

, (9.4)

where fb is fixed to 0.15.
In Figure 9.4 we show how our refinement in the rescaling procedure of the entropy

profiles, from “no rescaling” at all to the inclusion of the dependence upon the gas fraction
(see Equation 9.4), reduces the scatter among the profiles, improving the agreement with the
self-similar prediction (Voit et al., 2005).

9.3.2 No rescaling

In the first panel of Figure 9.4 we plot all the entropy profiles without applying any rescaling,
meaning that on the x-axis we see the actual physical size in kpc and on the y-axis the entropy
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in keV cm2. We call this kind of data “raw data”, because the physical values are reported
without any rescaling. We point out that the clusters in our dataset had many different
thermodynamic histories because they have very different shape for the entropy profiles
which do not indicate any presence of self-similarity.

We fit all the entropy profiles using Equation 9.2, in order to look at the occupation of
the parameter space in our sample. For each cluster we obtain a value for each one of the
parameters K0, K100 and α and we plot all those values in Figure 9.5. For each one of the
three histograms we tried to look for a best fit in the form of a single or a double gaussian. In
this Figure we show only the fit with the lowest value of the χ2.

Regarding the paramenter K0 the best fit is obtained using two gaussians, with χ2
red = 2.5.

The best fit may indicate the presence of a bimodality, like Cavagnolo et al. (2009) found in
their study, with a peak at 5 keV cm2 and one at 160 keV cm2. However, as we are going to
show in a following subsection, this bimodality is barely significant from a statistical point
of view.

The distribution of the parameter K100 is better fitted by a single gaussian with χ2
red = 2.1.

The distribution of this parameter shows that renormalizing with respect to 100 kpc is a
choice which makes sense considering the fact that the distribution of this parameter spans
less than one order of magnitude.

Finally, in the last panel, we plot the distribution of the power law index α . We fit it
with a double gaussian with χ2

red = 1.6. The presence of two peaks is evident. One peak
is at measured at 1.4, with a dispersion of 0.5, which is compatible with the non-radiative
prediction (Voit et al., 2005).

9.3.3 Rescaling using K500

Galaxy clusters have the same entropy profiles, in general all the thermodynamical properties,
once we rescale them using a proper quantity. Non-radiative simulations (see Voit et al.,
2005) have shown that we should rescale using quantities defined with respect to the critical
density in order to achieve this. As it was stated above, we use an overdensity of 500, and
rescale the entropy profile using K500, defined in Eq. 9.1. We can observe the effect of the
scaling in the third panel of Figure 9.4. The profiles we get are less scattered, even though
the scatter is still quite high, about one order of magnitude. Nevertheless we observe that
above 0.15R500 most of the clusters have a self similar behaviour. It is due to the fact that
non gravitational processes are less relevant in the outskirts of galaxy clusters (Voit, 2005).

As described above, we rebin radially the data and we fit using Eq. (9.3). We show the
rebinned data and the fitting results with their errors bars in Figure 9.6 and in top part of
Table 9.1.
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Fig. 9.6 Fits in the different redshift bins, the shaded area represents the errors on the fit. The
colors of the points are representative of the redshift bin considered, blue for z > 0.77, green
for z ∈ [0.52−0.77] and red for z ∈ [0.4−0.52].

As we can observe from the ratio between the data and the predicted profile, self-
similarity is present below 0.5R500 for the two low redshift bins while it is reached only
between 0.15R500 and 0.5R500 at high redshift (z > 0.77). Moreover the high redshift stacked
profile is quite flatter than the others, with a slope of 0.85±0.07.

9.3.4 Rescaling using the gas fraction

The entropy distribution depend on baryon fraction with a mass (or equivalently, temperature)
dependence. Consequently entropy has both a radial and global dependence in the gas
fraction (Pratt et al., 2010). Correcting by this effect, data becomes compatible with the
non-radiative prediction (Voit et al., 2005) and the dispersion drops dramatically.

A practical way to quantify the deviation from the self-similar prediction is shown in
Figure 9.7. Here we see the behaviour of the entropy profiles at some specific radii (0.15R500,
R2500 and R1000) with respect to the mass. It’s clear that when the mass decreases the
deviation from the self-similar prediction increases. Modelling this dependance with a simple
power law we obtain a slope value which becomes smaller (in modulus) for large radii. We
particularly point out that at the higher radius considered (R1000), the profile is compatible
with a flat profile, even though the influence of just 2 or 3 points makes the best fit slope of
the fit slightly negative.



196 Entropy and pressure profiles in X-ray galaxy clusters at z > 0.4

Fig. 9.7 Dimensionless entropy K/K500 as a function of mass M500 at different radii. Here
the radii of 0.15R500, R2500 and R1000 have been used since we can measure directly this data
point by interpolating the surrounding point to the specific radii. Whether radii as big as R500
are mostly extrapolated and therefore would not yield robust results and are therefore not
shown. The black dashed curve is the prediction from self-similarity, and the magenta line is
the best fit using a power law with index -α

Fig. 9.8 (Left) Gas fraction profile for all our clusters. (Right) Fits in different redshift bins
showing the errors on the fits using the shaded area. The blue profile (z > 0.77) is compatible
with the low redshift profiles for intermediate radii (R > 0.07R500) while at low radii there is
a difference with the high redshift entropy profile having a flat profile.

The gas fraction fgas is defined at each radial point as the ratio between gas mass and
total mass ( fgas(R) = mgas(R)/Mtot(R)) where the gas mass is the integrated density profile
and the total mass is recovered from the hydrostatic equilibrium equation. Therefore the gas
fraction, like entropy or pressure, can be directly reconstructed from the data and it is shown
in Figure 9.8.

Therefore we renormalized the entropy profiles multiplying them by gas fraction profiles
(K → K × (E(z) fgas(R)/ fb)

2/3). The resulting profiles are visible in the last panel of Fig-
ure 9.4. The self similarity of the entropy profile is now finally clear in our dataset of clusters
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Parameters of Eq. (9.3) and Figure 9.6
bin K

′
0.15 α ′ K

′
0 χ2

red
z ∈ [0.4,0.52] 0.185±0.002 1.06±0.01 0.000±0.000 2.96

z ∈ [0.52,0.77] 0.189±0.002 1.08±0.01 0.000±0.000 3.25
z > 0.77 0.19±0.01 0.85±0.07 0.023±0.009 0.65

Parameters of Eq. (9.4) and Figure 9.8
bin K

′′
0.15 α ′′ K

′′
0 χ2

red
z ∈ [0.4,0.52] 0.169±0.002 1.16±0.01 0.000±0.000 1.66

z ∈ [0.52,0.77] 0.181±0.002 1.14±0.01 0.000±0.000 1.30
z > 0.77 0.167±0.007 1.00±0.05 0.008±0.004 0.31

Table 9.1 Values and errors on the parameters of the fits. For the bin z > 0.77 we have a
value for the central entropy which indicates the presence of much more NCC systems at
high redshift. The exponent α and the term K100 are compatible with the prediction of Voit
et al. (2005). We also see that the goodness of the fit improves a lot when we correct by the
gas fraction

at high redshift. At 0.15R500, for instance, the scatter is reduced by a factor ∼3 when the
rescaling by the gas fraction is applied.

We then stacked out profiles and we show the resulting entropy radial distribution in
the right plot of Figure 9.8. We notice that the stacked profiles are compatible with the
non-radiative prediction (Voit et al., 2005) in the radial range [0.05R500–0.7R500], with the
two low redshift stacked profile pushing this compatibility down to the lower limit of our
analysis. Moreover at large radii, R > 0.7R500, all the stacked profiles are flatter than the
prediction, indicating some sort of flattening of the entropy profiles.

We fit the stacked entropy profiles with a power law plus a constant and we show the
results in Figure 9.8 and in Table 9.1. We notice that the goodness of the fit has improved,
with respect to the rescaling without gas fraction, and the parameters we get are closer to the
non-radiative prediction.

The slope values we obtain for the two bins at low redshift are slightly larger than 1.1,
indicating a profile steeper than the simulated one, in agreement with several recent work
(Voit et al. (2005), McDonald et al. (2013), Morandi et al. (2007), Cavagnolo et al. (2009)).
However for the highest redshift profile the situation is different, the value of the central
entropy is not zero for the bin with the highest redshift, which seems to indicate a high
average central entropy K′′

0 . The implications of this results will be discussed later on.
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9.4 Discussion

In the recent past the dichotomy between the two types of clusters, cool core clusters with a
steep density profile and a drop of the temperature in the center, and non cool core clusters
with a rather flat density profile and a flat temperature profile in the center, has been studied
in numerous work. The particular shape of the density profile reflects in the behaviour of the
entropy profile, where CC have a low entropy floor in the center while NCC have a higher
one.

9.4.1 Self-similarity

Non-radiative simulations predict from several years that the thermodynamic properties of
clusters of galaxies should be self-similar once rescaled to specific physical quantities. In
the previous section we have shown that using a proper rescaling we reach self-similarity
(see Fig. 9.2). Even when we regroup the data in radial bins, the self-similarity is preserved.
However, only a proper rescaling using the gas fraction makes the agreement within 20%
above 0.05R500. This is shown in the bottom panel of Figure 9.6 and 9.8, where we show the
ratios between our rebinned data rescaled as indicated in Eq. 9.3 and 9.4, respectively, and
the non-radiative prediction in Voit et al. (2005). We observe that, only in the high redshift
bin, the rescaling by the gas fraction is needed to recover the self similar behaviour, that is
reached between 0.1 and 0.7 R500 within 20% from the theoretical value.

The deviations present in the inner part of the profiles may be interpreted as some form
of residual energy (Morandi et al. (2007)).

Even though the agreement with simulations is remarkable, we get slightly steeper
entropy profiles, 1.15±0.01 for the low redshift bins, while we get a flatter profile in the
high redshift bin, with 1.00±0.05 instead than 1.1. This is compatible with the results of
Morandi et al. (2007), where they find an outer slope of the entropy profile between 1 and
1.18, while the agreement with the results of Cavagnolo et al. (2009) is excellent in the lower
two redshift bins, in fact they have found the slope to be between 1.1 and 1.2. However for
the high redshift bins, our results are compatible with both non-radiative predictions (Voit
et al., 2005) and observations (Cavagnolo et al., 2009) at the 2σ level.

The excess with respect to Voit et al. (2005) self-similar prediction is present at low radii
where most of our data are above the prediction. This extra entropy is more pronounced in
low mass systems, as shown in Figure 9.7 and consistent with the results obtained by Pratt
et al. (2010).



9.4 Discussion 199

9.4.2 Angular resolution effect

In a thermalized system, low entropy gas sinks in the center while high entropy gas floats
out in the outskirts, producing an entropy profile that increases monotonously with the
radius. The net effect is that larger is the central bin considered for the analysis, higher
will be the measured value of the entropy. In top panel of Figure 9.9, we plot the value of
K0 for each cluster against the radius of the innermost data point and measure an evident
positive correlation (Pearson’s rank correlation of 0.79, corresponding to a significance of
7.5×10−9 of its deviation from zero that is associated to the case with no correlation). This
correlation becomes even more significative if we consider the same points rescaled by the
halos’ properties. This is shown in the bottom panel of Figure 9.9, where we measure a very
significant Pearson’s rank correlation of 0.87. A similar result was shown by Panagoulia et al.
(2014): the smaller the innermost radial bin, the smaller the central entropy we measure.

However, as we show in Fig. 9.9, the correlation between the rescaled central entropy and
the innermost radial bin does not reproduce the expected radial dependence from Voit et al.
(2005), suggesting that the flattening has a different origin form the lack of spatial resolution.

Fig. 9.9 (Top) Central entropy versus the innermost data point. A clear postiive correlation is
measured. (Bottom) Central entropy versus innermost data point rescaled, an even tighter
correlation is present.
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9.4.3 Bimodality

Cavagnolo et al. (2009) have shown that the distribution of the values of the cluster central
entropy reflects the dichotomy between cool-core and non-cool-core clusters, finding two
distinct populations with peaks at 15 keV cm2 and 150 keV cm2. This bimodality has not
been confirmed in later work (e.g. Pratt et al., 2010; Santos et al., 2010).

In our work we try to verify the presence of bimodality in the central entropy distribution.
In top panel of Figure 9.5, we show the distribution of K0. Since we have not many clusters
we make a 10000 steps bootstrap of our distribution randomizing the choice of the clusters to
be used (allowing repetition). This will allow us to determine whether a bimodal distribution
fits our data significantly better than a unimodal one. Therefore at each step of the bootstrap
we fit the distribution with a single gaussian and with two gaussians, by comparing their
reduced χ2 we get that 98% of the times the double gaussian fits better than the single
one. However this is not a surprise and it is not even what we are looking for to prove the
bimodality, but is just an expected result since increasing the the number of fitting parameters
should also increase the goodness of the fit. We investigate whether this change of the fit
gives a significant improvement in the fitting process.

In order to do this we execute at each step an F-test. This test gives the significance of
the improvement in the fitting process. Among the 10000 bootstraps we get a mean value for
this test of 0.79 with a dispersion of 0.14, therefore failing to go beyond the 95% required to
be a significant improvement. Even though the bimodality cannot be proven, about 10% of
the bootstrapped replica of the F-test has proved self similarity, with a significance higher
than 95%, these are false positive, which are typical for a bootstrap analysis.

In Figure 9.10 the effect of redshift on the distribution of the central entropy is shown.
Due to the small number of clusters in each redshift bin we are not able to prove any evolution
of the central entropy with redshift: the number of clusters in each redshift bin is too small to
make an accurate statistical analysis. However we report that we have some indication that a
well defined evolution may be present.

At high redshift we have a moderate peak at low entropy which represents the cool-core
systems, and a quite concentrated peak at about 200 KeV cm2 which contains half of the
clusters at this redshift. In the intermediate redshift bin we have a slightly bigger peak at low
entropy and the rest of the distribution is basically flat. At low redshift we just have one peak
at low entropy with no other significative peaks.

There is evidence of evolution from many NCC systems at high redshift toward mostly
relaxed CC clusters at low redshift. We point out that due to the poor statistic of the sample
we are not able to prove this scenario using statistical tests.
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Fig. 9.10 Evolution of the central entropy distribution with redshift. We can clearly see an
evolution with evidence of bimodality at high redshift.

9.4.4 Evolution with redshift

We observe an evolution with redshift of the entropy within the central region (r < 0.1R500).
It suggests that the entropy profiles were flatter at high redshifts in massive objects. However
this does not resemble an evolution in the entropy profiles or in the cooling properties of the
gas, but it is a confirmation of some results in the cited work above: at z > 0.77 the clusters
in our dataset are not able to develop a cool core like their low redshift counterparts do,
meaning that cool cores were less common in the past. Several studies (e.g. McDonald, 2011;
McDonald et al., 2013; Santos et al., 2008, 2010; Vikhlinin et al., 2007) have investigated
recently the evolution of the cool-coreness of clusters, finding that at high redshift there is a
lower relative abundance of cool-cores, in particular of the strongest ones.

To characterize our finding we adopt the threshold found by Cassano et al. (2010), using
the morphological parameters centroid shift w and the concentration cSB, taken from Amodeo
et al. (2016), we classify the clusters with w < 0.012 and cSB > 0.2 to be relaxed. We point
out that 50% of clusters at z > 0.77 are not relaxed.

We combine this information, visible in Figure 9.11, together with the evolution of the
central entropy distribution, visible in Figure 9.10 to assert that in the low redshift bins 60%
of clusters are CC, percentage which reduces to 30% and 25% in the intermediate and high
redshift bins respectively.

This result should not be a surprise from the point of view of the hierarchical growth
of structure, because at high redshift (z ∼ 1) clusters were in the middle of their formation
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Fig. 9.11 Morphological parameters distribution in the plane of w versus concentration cSB

history and cool core could have easily been destroyed by one of the many merger events,
or not even built, if they did not have enough time to relax in the center. Moreover, it is
remarkable that even in a X-ray selected sample, like the one we are studying, we get much
more NCC than CC. In fact X-ray signal depends on the gas density squared, and therefore it
is easier to see a cluster with a peaked density, like the cool core ones.

9.4.5 Pressure

For the same dataset, we study the behaviour of the electronic pressure profile P(r) =
ne(r)T (r).

A generalized NFW profile, as introduced by Nagai et al. (2007), has been widely used
to study the radial rescaled pressure profile, resulting in precise best fitting parameters which
represents the “universal pressure profile” (see Arnaud et al., 2010).

P(x)
P500

=
P0

(c500x)γ [1+(c500x)α ]
β−γ

α

(9.5)

where x = R/R500 and γ , α and β are respectively the central slope, the intermediate slope
and the outer slope defined by a scale parameter rs = R500/c500 (R << rs, R ∼ rs and
R >> rs respectively). The best fitting parameters found by Arnaud et al. (2010) were
[P0,c500,γ,α,β ] = [8.403,1.177,0.3081,1.0510,5.49]
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Fig. 9.12 (Top) Pressure profiles for all our clusters rescaled using an overdensity of 500
(color coded with respect to the redshift bin each curve belong, indicated in Figure), compared
with the best fit of Arnaud et al. (2010) (black solid line). (Bottom) Stacked pressure profiles
(in logarithmic space) compared with the best fit of Arnaud et al. (2010); For the two low
redshift bins the agreement with the “universal” pressure profile spans the whole radial range
consider in the analysis while for the high redshift bin there is a good agreement only in the
outskirts (R > 0.1R500).

Pressure is the quantity less affected by the thermal history of the cluster (Arnaud et al.,
2010). Indeed McDonald et al. (2014) found no significant evolution of the pressure profile
in the analysis of SPT SZ-selected clusters, just a mild flattening of the profile below 0.1R500.
Battaglia et al. (2012), however, suggested from the analysis of cosmological hydrodynamical
simulations that a significant evolution of the pressure profile should occur beyond z = 0.7,
and only outside R500, as consequence of the increasing non-thermal support toward the
outskirts of galaxy clusters.

In order to fit our data we use the functional form introduced by Nagai et al. (2007)
with the parameters β and γ fixed to the fiducial value found in the work of Arnaud et al.
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(2010). We decided to fix these parameters because they are degenerate, and therefore fixing
at least one of the slopes is advised in order to have tighter parameters distribution and better
comparison (Arnaud et al., 2010).

The pressure profiles are plotted in the top panel of Figure 9.12, with the curve of the
universal profile in order to compare. All the profiles show a very similar shape, surrounding
the “universal” one from both sides with an apparent discrepancy only in the normalizazion
of the profiles. At each radius the scatter is of about one order of magnitude.

We applied the same procedure described above in the analysis of the entropy profiles on
these pressure profiles. We obtain that the stacked curves in the two low redshift bins are
compatible with the “universal” pressure profile at all radii and the best fit on these stacked
data points comprehend the Arnaud et al. (2010) result in all radii.

On the other hand the high redshift scaled profile is about 25% below the “universal”
pressure profile at intermediate radii, 0.07R500 < R < 0.7R500, while the best fit is compatible
at any radii above 0.1R500. For the inner part of these profile we observe a distinctive
flattening below 0.1R500 (Figure 9.12).

Pressure is indeed a thermodynamic properties that is only very little affected by the
thermodynamic history of clusters. The observed flattening at high redshift and low radii
was also observed in the work of McDonald et al. (2014) and can be easily explained by the
little presence of CC clusters at high redshift.

In Table 9.2 we show the best fit of Equation 9.5 where we have kept β and γ fixed to the
“universal” pressure profile best fit. We obtain a quite good fit in all the three redshift bins;
only the normalization of this functional in the high redshift bin shows a distinct discrepancy
with the results of Arnaud et al. (2010). In fact from the bottom panel of Figure 9.12 is evident
that the low redshift bins points are almost on top of the “universal” profile, while the high
redshift ones are compatible only above 0.1R500, and below this threshold the discrepancy
grows to be factor 2 at 0.01R500.
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Parameters of Eq. 9.5
bin P0 c500 γ α β χ2

red
z ∈ [0.4,0.52] 8.9±0.3 0.67±0.07 0.308 0.71±0.03 5.49 1.82

z ∈ [0.52,0.77] 8.6±0.2 0.86±0.07 0.308 0.85±0.03 5.49 2.25
z > 0.77 3.4±0.1 0.89±0.17 0.308 1.14±0.12 5.49 1.47
Universal 8.403 1.177 0.308 1.0510 5.49 –

Table 9.2 Values and errors on the parameters of the fits for pressure. We leave β and γ

frozen to their “universal” value in order to have better chances at comparing the results. The
goodness of the fit is quite decent. The value of the parameters are not too far away from the
“universal” results of Arnaud et al. (2010) considering how degenerate they are. We point out
that the parameter P0 for the high redshift bin is significantly smaller than both the other bins
and the “universal” value.

9.4.6 Polytropic index

The polytropic index γ , equal to the ratio of specific heats CP/CV for an ideal gas, is a
common proxy when evaluating the physical state of the gas. It is defined as

Pe = cost ·nγ
e (9.6)

and therefore gives informations about the thermal distribution of the gas, with values of γ

expected to be in the range [1,5/3], with the two extreme values indicating, respectively, an
isothermal gas, where thermal conduction is fast enough, and an isoentropic gas, when the
gas is well mixed and the gas entropy per atom is constant.

The hierarchical growth of structure has several implications on the c(M,z) relation:
systems with higher masses are less concentrated and lower concentrations are expected
at higher redshifts (e.g. Muñoz-Cuartas et al. (2011)). In the theoretical work of Komatsu
and Seljak (2001) they have found a linear relation between concentration and adiabatic
index assuming a constant baryon fraction at large radii. Moreover Ascasibar et al. (2006)
have shown that c and γ conspire to produce the observed scaling relations, matching the
self-similar slope at many overdensities. Therefore studying the evolution of the adiabatic
index with redshift and its relation with concentration is fundamental when trying to fully
understand the hierarchical structure formation.

We estimate γ by fitting the pressure as function of the gas density with a power law. As
a first step, it is calculated for each single cluster. Then, we evaluate the weighted mean in
each bin. We also calculate γ for the stacked profiles. In left panel of Figure 9.13, we show
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Fig. 9.13 (Left) Polytropic index for all clusters as function of redshift. Data are better fitted
by a linear relation: the adiabatic index grows with redshift. (Right) Polytropic index for all
cluster against concentration. γ grows with cNFW steeper than what was previously estimated.

the polytropic index as a function of redshift. We measure a positive evolution with redshift,
with larger values of γ (by more than 2–σ ) at higher redshift (see Table 9.3).

We have also looked for correlations between the polytropic index and the dark matter
concentration as recovered from the best-fit with a NFW model in Amodeo et al. (2016).
Ascasibar et al. (2006) and Komatsu and Seljak (2001) have shown that between concentration
and polytropic index there is a linear relation with slope of 0.005 and 0.01 respectively. In
the bottom part of Table 9.3 we fit the polytropic index as a function of concentration. We
point out that the MCMC code result is a quite steep dependence, much steeper than what has
been shown in the cited works. Nevertheless the uncertainty on the slope is important, 70%
of the value. Moreover the intercept we get is much smaller than what has been previously
calculated.
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Polytropic index γ

bin Mean Stacked
z ∈ [0.4,0.52] 0.935±0.008 0.942±0.008

z ∈ [0.52,0.77] 0.996±0.009 0.906±0.006
z > 0.77 1.076±0.031 1.041±0.018

γ = m · z + q
Method m q

Chi-squared 0.05±0.05 0.94±0.03
MCMC 0.24±0.22 0.97±0.14
Mean 0.29±0.05 0.80±0.030

Stacked 0.11±0.03 0.86±0.02

γ = m · cNFW + q
- m q

Chi-squared 0.0004±0.0057 0.98±0.03
MCMC 0.031±0.020 0.98±0.09

Ascasibar+06 0.005±0.002 1.145±0.007
Komatsu+01 0.01 1.085

Table 9.3 (Top) Values and errors on the polytropic index for the three redshift bins consider-
ing the mean and stacked values. We observe evolution with a significance greater than 2–σ .
(Middle) Fit of left panel of Figure 9.13 using different methods. (Bottom) Fit of right panel
of Figure 9.13 using different methods and comparing with other works.



208 Entropy and pressure profiles in X-ray galaxy clusters at z > 0.4

9.5 Conclusion

From the sample described in Amodeo et al. (2016), which contains the largest collection
of clusters at z > 0.8 homogeneously analyzed in their X-ray spectral properties, we have
extracted the entropy and pressure profiles of 47 clusters observed with Chandrain a redshift
range from 0.405 to 1.235.

We observed a higher values of the gas entropy in the central region at higher redshift,
that we cannot explain as an effect due to the spatial resolution. A plausible explanation of
this result is the fact that at high redshift we observe a lack of cool core clusters with respect
to the low redshift sample.

Moreover at intermediate radii, between 0.1R500 and 0.7R500, the self similarity is re-
covered when we use entropy dependent both on redshift and gas fraction. The best fit of
the stacked profiles is very similar to the Voit et al. (2005) prediction from non radiative
simulations.

We also show that the pressure profiles flattens at high redshift at radii below 0.1R500,
with lower values, by about 50%, than the ones observed at z > 0.5.

Overall, these results suggest a scenario in which galaxy clusters are the last gravitationally-
bound structures to form according to the hierarchical evolution. They start forming at z ≈ 3,
and at z ∼ 1−1.5 they are still in the middle of their formation. A first implication of this, it
is that cool core clusters would have been easily destroyed by merger events, or could not
even have been build in time, reducing their relative number at earlier epoch. Moreover, the
merging processes ongoing at high redshift would imply that objects at z ∼ 1 are mostly
unrelaxed, with a flatter entropy profile, that produces a clear excess in the inner parts and a
deficit in the outskirts. As we show in Figures 9.6 and 9.8, high-redshift clusters have indeed
a rather flat stacked entropy profile, supporting the evidence that the floating and sinking of
the gas entropy has not been completed yet. The thermodynamical disturbed condition of the
high-redshift systems is further supported from the observed flattening of thermal pressure in
the inner part of the stacked pressure profile (see Fig. 9.12). Moreover there is evidence for
evolution of the polytropic index with redshift and concentration, meaning that at z ∼ 1 and
in systems which are more concentrated, the gas possesses a slightly larger polytropic index,
indicating that at high redshift the gas was slightly more isentropic, i.e. the entropy profiles
were flatter, as observed.
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10.1 Summary

In this thesis, we have extensively explored the properties of galaxy clusters in their outermost
regions accessible to X-ray and SZ observations. We have thoroughly exploited the capabili-
ties of XMM-Newton and Planck to recover at an unprecedented level the thermodynamic
properties in the outskirts of galaxy clusters, ranging a very wide radial range, from 0.01R500

to 2×R500, constraining any statistical and systematic uncertainties to just a few percent
over the entire cluster volume. This was possible thanks to the very accurate modeling of
the XMM-Newton background, see Sect. 3.2, allowing to reduce the systematic uncertainties
on the surface brightness profiles to an unprecedented level, smaller than ∼5%. The large
extension of the SZ signal resolved by Planck also plays a very big role, extending well
beyond the virial radius for these clusters, allows to have well resolved pressure profiles.

We have made used of the density profile corrected by clumpiness (Eckert et al., 2015),
to recover the quantities we are interested in. The exquisite quality of these X-ray and SZ
dataset enable us to constrain the hydrostatic mass with very high precision, with relatively
small uncertainties (∼5% statistical and ∼10% systematic), achieving an important level
where the systematic uncertainties dominate over the statistical. We have applied hydrostatic
equilibrium equation assuming a spherically symmetric distribution of both the ICM and of
the dark matter, using mainly 2 methods and 5 mass models. We have demonstrated how
the NFW mass profile (Navarro et al., 1996) is the best fit mass model for the majority of
these systems, and for the remaining objects it is still indistinguishable from the best fitting
mass model. Thus our reference masses are assumed to be the one recovered from the NFW
backward method (Ettori et al., 2010; Ghirardini et al., 2018b). The applied forward method,
which does not depend on any mass model, provides consistent results with the reference
mass within ≲5%. For a subsample of X-COP, we quantified the discrepancy with masses
estimated from other probes, like scaling relation applied to the SZ signal, weak lensing
measurements, galaxy dynamics, obtaining an overall remarkable agreement with mean ratio
between hydrostatic and other mass probes around 1.0±0.2 (Ettori et al., 2018).

We have demonstrated how the thermodynamic properties of the ICM in a well SZ-
selected sample of galaxy clusters are regular and self-similar in the outskirts. Density and
pressure are consistent with previous determinations (Eckert et al., 2012; Planck Collabora-
tion et al., 2013, respectively). In particular, the radial profile of the gas entropy is well in
agreement with the predictions for entropy generation in galaxy clusters (Tozzi and Norman,
2001; Voit et al., 2005), out to the outermost radial point of our observations, at odds with
conclusions generally reached from Suzaku observations (Walker et al., 2012b). We suggest
that this difference is due to how gas clumping is treated and corrected for in our sample,
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which however is not feasible for Suzaku given its large PSF. For the first time we have
determined the scatter of each thermodynamic quantities as function of radius, showing a
typical log-parabola shape. Surprisingly, we find that gas temperature, not pressure, is the
least scattered quantity at nearly all radii.

The unprecedented very high data quality allows also for refined analysis, like the unique
analysis in azimuthal sectors performed for Abell 2319, Sect. 4.5, which permits to study in
detail the azimuthal variation of all the thermodynamic properties for this cluster, revealing
clearly the strong deviation of the sectors in the North-West direction, where the merging
is still active with clear observable effects. These range from an overall enhanced gas mass
fraction to thermodynamic profiles very different from the self-similar expectations, i.e. flat
pressure and density, and entropy below the prediction. The presented idea of correcting by
the expected gas mass fraction alleviates a lot of tension, bringing pressure and density back
in agreement with expectations.

If Abell 2319 has a very high non thermal pressure contamination, we have demonstrated
how this is just the exception, because in the entire X-COP sample this cluster is the only
one with enhanced gas mass fraction, with average non thermal pressure contamination
in the order of ∼10%, lower than predicted in numerical simulation (Biffi et al., 2016;
Nelson et al., 2014a). Nevertheless, recently Vazza et al. (2018) were able to reproduce
this result in high-resolution simulations of galaxy clusters, by carefully disentangling the
bulk motion from the small-scale turbulent motion. The median mass bias, obtained by
comparing the reference hydrostatic masses with the one corrected by in X-COP, is about
1− b = 0.85± 0.05, much different from the 0.58± 0.04 implied by Planck to reconcile
CMB cosmology and SZ number counts (Planck Collaboration et al., 2014b, 2016f).

We have shown that the relation between density and pressure is very tight, with scatter
of about 15%, and a clear slope change that allows to define core and outskirt regions, with
discerning values of n0 ∼ (2.45±0.46) ·10−3cm−3 for density, or r0 ∼ (0.19±0.04)R500

for radius. Beyond the core (n < n0 or r > r0) the relation between pressure and density is
well described by a single power law with index Γ = 1.17±0.01, close to the value predicted
by numerical simulations (Capelo et al., 2012). Given that NFW is generally our best fitting
mass model (Ettori et al., 2018) and given this single power law relation between pressure
and density, i.e. a single polytrope, we adopt the model introduced by Bulbul et al. (2010)
to fit all together all the thermodynamic quantities, finding a very good agreement with the
observed quantities.

Future development for the X-COP project include the completion and submission of
the paper on the polytropic state of the ICM, and the extension of the clumpiness profile to
the entire X-COP sample, which until now has been done only for A2319. Furthermore, as
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stated in Chapter 3, a few objects which fall under the X-COP selection criteria were initially
excluded from the sample. The reason for exclusion for A754 and A3667 was that these are
clear major mergers, and for A3827 because it has both an apparent size very close to our cut
and is a merger along the line of sight (Carrasco et al., 2010). However with the analysis of
A2319 we have demonstrated that it is possible to study these objects along several azimuthal
directions, and that the data quality from Planck is very high and well resolved. Thus adding
these three objects to the sample and analyzing them like in the case of A2319 is feasible,
and future observations of A754, A3667, and A3827 have been accepted in proposal cycle
AO-17 of XMM-Newton, even if in priority C.

10.2 Conclusions

The main findings of my work are the following:

• Given the exquisite quality of the X-ray and SZ datasets, their radial extension, and
their complementarity, we identify the ongoing merger in Abell 2319 and how it is
affecting differently the gas properties in the resolved azimuthal sectors. We have
several indications that the merger has injected a high level of non-thermal pressure in
this system: (i) the clumping free density profile is above the average profile obtained
by stacking Rosat/PSPC observations; (ii) the gas mass fraction recovered using our
hydrostatic mass profile exceeds the expected cosmic gas fraction beyond R500; (iii)
the pressure profile is flatter than the fit obtained by the Planck Collaboration; (iv) the
entropy profile is flatter than the mean profile predicted from non-radiative simulations;
(v) the analysis in azimuthal sectors has revealed that these deviations occur in a
preferred region of the cluster. All these tensions are resolved by requiring a relative
support of about 40% from non-thermal to the total pressure at R200.

• Our results on the entire X-COP sample indicate that once accreting substructures are
properly excised, the properties of the ICM beyond the cooling region (R > 0.3R500)
follow remarkably well the predictions of simple gravitational collapse and require
little non-gravitational corrections.

• The unprecedented accuracy of the hydrostatic mass profiles out to R200 allows us (i)
to assess the level of systematic errors in the hydrostatic mass reconstruction method,
(ii) to evaluate the intrinsic scatter in the NFW c - M relation, (iii) to quantify robustly
differences among different mass models, different mass proxies and different gravity
scenarios.
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• We find that hydrostatic masses require little correction and infer a median non-thermal
pressure fraction of ∼6% and ∼10% at R500 and R200, respectively. Our values are
lower than the expectations of hydrodynamical simulations, possibly implying a faster
thermalization of the gas. The high bias required to match Planck CMB and cluster
count cosmology is excluded by the data at high significance, unless the most massive
halos are missing a substantial fraction of their baryons.

• The entropy and pressure profiles in the high-z lie very close to the baseline prediction
from gravitational structure formation. We show that these profiles deviate from the
baseline prediction as function of redshift, in particular at z > 0.75, where, in the
central regions, we observe higher values of the entropy (by a factor of ∼2.2) and
systematically lower estimates (by a factor of ∼2.5) of the pressure. The effective
polytropic index, which retains information about the thermal distribution of the gas,
shows a slight linear positive evolution with the redshift and concentration of the dark
matter distribution. A prevalence of non-cool core, disturbed systems, as we observe
at higher redshifts, can explain such behaviours
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10.3 Work produced

The work presented in this thesis has been presented in several published papers listed below:

On the evolution of the entropy and pressure profiles in X-ray luminous galaxy clusters at z > 0.4

Ghirardini, V., Ettori, S., Amodeo, S., Capasso, R., & Sereno, M. 2017, A&A, 604,
A100

The XMM Cluster Outskirts Project (X-COP): Thermodynamic properties, clumpiness and hydrostatic

equilibrium in Abell 2319

Ghirardini, V., Eckert, D., Ettori, S., et al. 2018, A&A, 614, A7

The universal thermodynamic properties of the intracluster medium over two decades in radius in the

X-COP sample

Ghirardini, V., Eckert, D., Ettori, S., et al. 2018, arXiv:1805.00042

The polytropic state of the intracluster medium in the X-COP sample

Ghirardini, V., Ettori, S., Eckert, D., et al. 2018, in preparation

Non-thermal pressure support in X-COP galaxy clusters

Eckert, D., Ghirardini, V., Ettori, S., et al. 2018, arXiv:1805.00034

Hydrostatic mass profiles in X-COP galaxy clusters

Ettori, S., Ghirardini, V., Eckert, D., et al. 2018, arXiv:1805.00035
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11.1 Research Activities

Cosmic structures evolve hierarchically from the primordial density fluctuations into larger
structures under the action of gravity. Galaxy clusters are the largest bound structures
of the universe and the most recent product of structure formation. Baryons fall into the
gravitational potential of dark matter halos and heat up to a temperature of the order of
107 −108 K and therefore galaxy clusters are bright extended X-ray emitting sources.

The XMM-Newton Cluster Outskirts Project (Eckert et al. 2016) has been designed to
grasp the physical conditions of the thermal gas in galaxy cluster outskirts by combining
the capability of two European telescopes, XMM-Newton and Planck. Twelve massive local
clusters mapped at high signat to noise ratio by Planck were chosen and observed with
XMM-Newton for a total exposure of 1.2 Msec. Two different and complementary physical
mechanism are exploited, bremsstrahlung emission in the X-ray and Sunyaev-Zel’dovich
(SZ) effect in the microwave waveband. In this way we retrieve density and pressure of the
intracluster medium (ICM) up to cluster’s regions which were not explored in the past due to
their low signal to noise ratio.

My PhD project is indeed mainly focused on the study of thermodynamic properties of
the ICM in the outskirts of the X-COP galaxy clusters. My work resulted in the production
of several papers, where, with an international collaboration, we developed novel techniques
to model and subtract the XMM-Newton background, allowing to reach the virial radius in a
complete sample of objects. On top of this, the combination of X-ray and SZ measurements
allows to tightly constrain the cluster properties out to very large radii, thus bypassing the
need of spectral analysis.

The first cluster analyzed for this sample is Abell 2319, the cluster with the highest signal
to noise ratio in Planck. This analysis showed several interesting facts, because at first sight
all the thermodynamic properties differ from the theoretical expectations. However a detailed
analysis in azimuthal sectors has provided a clearer picture of what is happening in this
cluster: the ongoing merger event induces throughout the ICM turbulence and in general non
gravitational phenomena which changes the observed properties. However when this extra
energy input is taken into account the thermodynamic profiles are well in agreement with
theoretical prediction.

The same analysis is then applied to the entire sample, in order to obtain baseline
redshift zero thermodynamic profiles for all the sample, more accurate and more radially
extended than ever before. The thermodynamic properties in the outskirts of this sample are
remarkably regular, following tightly the prediction from simulations. For the first time we
have computed the scatter of the thermodynamic quantities radially, showing surprisingly
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how pressure is a highly scattered thermodynamic quantities, opposite of what is generally
believed.

The mass measurement and the estimate of the non thermal contribution resulted in two
separate works, one lead by S. Ettori and the other by D. Eckert. In both cases I provided a
large contribution, we showed that our mass estimate is very good compared with other mass
probes, and that the non thermal contribution in the X-COP sample is very mild, with the
exception of A2319.

In the near future we aim at studying the relation between pressure and density in these
clusters, i.e. measuring the effective polytropic index. Moreover a few projects will arise
in the future since I am strongly involved and co-I with the XMM-Heritage program over a
period of 3 years, started in June 2018, will provide a complete sample of the most massive
objects in the Universe up to redshift of 0.6.

11.2 Workshops, conferences, and meetings

4-8 JULY 2016 Athens (GR) European week of astronomy and space science (EWASS)
27 FEBRUARY - 1 MARCH 2017 Turin (IT) CLUSTER1, 1st meeting of the Italian cluster community

17 - 21 JULY 2017 Garching (DE) “Early stages of Galaxy Cluster Formation”
20 - 24 NOVEMBER 2017 Bern (CH) “Clusters of Galaxies: Physics and Cosmology”

18 - 22 JUNE 2018 Guntersville (USA) “WHIM and Cluster Outskirts”
10 - 13 SEPTEMBER 2018 Naples (IT) CLUSTER2, 2nd meeting of the Italian cluster community

10 - 12 OCTOBER 2018 Bologna (IT) “Promoting interactions around interacting galaxy clusters”

11.3 Talks

5 JULY 2016 Athens (GR) 3 min presentation at EWASS
21 FEBRUARY 2017 Bologna (IT) 30 min at PhD seminar
28 FEBRUARY 2017 Turin (IT) 20 min talk at CLUSTER 1
12 OCTOBER 2017 Garching (DE) 30 min talk at group meeting

24 NOVEMBER 2017 Bern (CH) 35 min talk at ISSI conference
19 DECEMBER 2017 Bologna (IT) 30 min at PhD seminar

20 JUNE 2018 Guntersville (USA) 20 min talk at workshop
10 SEPTEMBER 2018 Naples (IT) 20 min talk at CLUSTER 2

11 OCTOBER 2018 Bologna (IT) 20 min talk at workshop
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11.4 Periods spent Abroad

21 - 25 MARCH 2016 Milan (IT) in collaboration with F. Gastaldello to learn
the basics of the XMM-Newton data reduction

4 - 8 APRIL 2016 Geneva (CH) in collaboration with D. Eckert to learn
the basics of the X-COP pipeline

11 - 16 DECEMBER 2016 Geneva (CH) in collaboration with D. Eckert to plan
and advance the work on the X-COP clusters

15 JULY - 14 NOVEMBER 2017 Garching (DE) Marco Polo funding, collaborating with D. Eckert
and meeting the cluster group at MPE

11.5 Schools and internal courses

18 - 23 SEPTEMBER 2016 Bertinoro (IT) School of Astrophysics “Francesco Lucchin”
Speakers: E. Churazov, F. Nicastro, L. Piro, E. Behar

12 - 16 MARCH 2017 Bologna (IT) “What we can learn from SKA”
Speaker: M. Johnston-Hollitt

29 MAY - 1 JUNE 2017 Bologna (IT) “A multi-wavelength view of the Galactic Center”
Speakers: R. Wijnands, G. Ponti, J. Dexter

12 - 16 JUNE 2017 Milan (IT) “1st Italian Astrostatistics School”
Speakers: S. Andreon, R. Trotta

14 - 17 NOVEMBER 2017 Alicante (ES) “AHEAD School on High Resolution X-ray Spectroscopy”
Speakers: J. Kaastra, J. de Plaa, N. Werner, L. Gu, Y. Naze,

G. Braduardi-Raymont, D. Barret, V. Grinberg
10 - 16 DECEMBER 2017 Tonale (IT) “Eleventh TRR33 Winter School on Cosmology”

Speakers: A. Challinor, T. Hinderer, E. Ishida,
K. Koyama, S. Profumo

21 - 25 MAY 2018 Bologna (IT) “Spectral Energy Distribution of Galaxies”
Speaker: C. Maraston

11.6 Publications

On the evolution of the entropy and pressure profiles in X-ray luminous galaxy clusters at z > 0.4

Ghirardini, V., Ettori, S., Amodeo, S., Capasso, R., & Sereno, M. 2017, A&A, 604,
A100

The XMM Cluster Outskirts Project (X-COP): Thermodynamic properties, clumpiness and hydrostatic

equilibrium in Abell 2319

Ghirardini, V., Eckert, D., Ettori, S., et al. 2018, A&A, 614, A7
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The universal thermodynamic properties of the intracluster medium over two decades in radius in the

X-COP sample

Ghirardini, V., Eckert, D., Ettori, S., et al. 2018, arXiv:1805.00042

The polytropic state of the intracluster medium in the X-COP sample

Ghirardini, V., Ettori, S., Eckert, D., et al. 2018, in preparation

Non-thermal pressure support in X-COP galaxy clusters

Eckert, D., Ghirardini, V., Ettori, S., et al. 2018, arXiv:1805.00034

Hydrostatic mass profiles in X-COP galaxy clusters

Ettori, S., Ghirardini, V., Eckert, D., et al. 2018, arXiv:1805.00035

Dark matter distribution in X-ray luminous galaxy clusters with Emergent Gravity

Ettori, S., Ghirardini, V., Eckert, D., Dubath, F., & Pointecouteau, E. 2017, MNRAS,
470, L29

Probing Cosmology with Dark Matter Halo Sparsity Using X-ray Cluster Mass Measurements

Corasaniti, P. S., Ettori, S., Rasera, Y., et al. 2018, ApJ 862, 40
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