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## 1. Introduction

Let $(X, \mathcal{A})$ be a measurable space satisfying $|\mathcal{A}|>2$ and $\mu$ be a $\sigma$-finite measure on $(X, \mathcal{A})$. Let $\mathcal{P}$ be the set of all probability measures on $(X, \mathcal{A})$ which are absolutely continuous with respect to $\mu$. For $P, Q \in \mathcal{P}$, let $p=\frac{d P}{d \mu}$ and $q=\frac{d Q}{d \mu}$ denote the Radon-Nikodym derivatives of $P$ and $Q$ with respect to $\mu$.

Two probability measures $P, Q \in \mathcal{P}$ are said to be orthogonal and we denote this by $Q \perp P$ if

$$
P(\{q=0\})=Q(\{p=0\})=1 .
$$

Let $f:[0, \infty) \rightarrow(-\infty, \infty]$ be a convex function that is continuous at 0 , i.e., $f(0)=\lim _{u \downarrow 0} f(u)$.

In 1963, I. Csiszár [6] introduced the concept of $f$-divergence as follows.
Definition 1.1. Let $P, Q \in \mathcal{P}$. Then

$$
\begin{equation*}
I_{f}(Q, P)=\int_{X} p(x) f\left[\frac{q(x)}{p(x)}\right] d \mu(x) \tag{1.1}
\end{equation*}
$$

is called the $f$-divergence of the probability distributions $Q$ and $P$.

[^0]Remark 1.2. Observe that, the integrand in the formula (1.1) is undefined when $p(x)=0$. The way to overcome this problem is to postulate for $f$ as above that

$$
\begin{equation*}
0 f\left[\frac{q(x)}{0}\right]=q(x) \lim _{u \downarrow 0}\left[u f\left(\frac{1}{u}\right)\right], x \in X \tag{1.2}
\end{equation*}
$$

We now give some examples of $f$-divergences that are well-known and often used in the literature (see also [3]).

### 1.1. The Class of $\chi^{\alpha}$-Divergences

The $f$-divergences of this class, which is generated by the function $\chi^{\alpha}, \alpha \in$ $[1, \infty)$, defined by

$$
\chi^{\alpha}(u)=|u-1|^{\alpha}, \quad u \in[0, \infty)
$$

have the form

$$
\begin{equation*}
I_{f}(Q, P)=\int_{X} p\left|\frac{q}{p}-1\right|^{\alpha} d \mu=\int_{X} p^{1-\alpha}|q-p|^{\alpha} d \mu \tag{1.3}
\end{equation*}
$$

From this class only the parameter $\alpha=1$ provides a distance in the topological sense, namely the total variation distance $V(Q, P)=\int_{X}|q-p| d \mu$. The most prominent special case of this class is, however, Karl Pearson's $\chi^{2}$-divergence

$$
\chi^{2}(Q, P)=\int_{X} \frac{q^{2}}{p} d \mu-1
$$

that is obtained for $\alpha=2$.

### 1.2. Dichotomy Class

From this class, generated by the function $f_{\alpha}:[0, \infty) \rightarrow \mathbb{R}$

$$
f_{\alpha}(u)= \begin{cases}u-1-\ln u & \text { for } \alpha=0 \\ \frac{1}{\alpha(1-\alpha)}\left[\alpha u+1-\alpha-u^{\alpha}\right] & \text { for } \alpha \in \mathbb{R} \backslash\{0,1\} \\ 1-u+u \ln u & \text { for } \alpha=1\end{cases}
$$

only the parameter $\alpha=\frac{1}{2}\left(f_{\frac{1}{2}}(u)=2(\sqrt{u}-1)^{2}\right)$ provides a distance, namely, the Hellinger distance

$$
H(Q, P)=\left[\int_{X}(\sqrt{q}-\sqrt{p})^{2} d \mu\right]^{\frac{1}{2}}
$$

Another important divergence is the Kullback-Leibler divergence obtained for $\alpha=1$,

$$
K L(Q, P)=\int_{X} q \ln \left(\frac{q}{p}\right) d \mu
$$

### 1.3. Divergences of Arimoto-type

This class is generated by the functions

$$
\Psi_{\alpha}(u):= \begin{cases}\frac{\alpha}{\alpha-1}\left[\left(1+u^{\alpha}\right)^{\frac{1}{\alpha}}-2^{\frac{1}{\alpha}-1}(1+u)\right] & \text { for } \alpha \in(0, \infty) \backslash\{1\} \\ (1+u) \ln 2+u \ln u-(1+u) \ln (1+u) & \text { for } \alpha=1 \\ \frac{1}{2}|1-u| & \text { for } \alpha=\infty\end{cases}
$$

It has been shown in [19] that this class provides the distances $\left[I_{\Psi_{\alpha}}(Q, P)\right]^{\min \left(\alpha, \frac{1}{\alpha}\right)}$ for $\alpha \in(0, \infty)$ and $\frac{1}{2} V(Q, P)$ for $\alpha=\infty$.

For $f$ continuous convex on $[0, \infty)$ we obtain the $*$-conjugate function of $f$ by

$$
f^{*}(u)=u f\left(\frac{1}{u}\right), \quad u \in(0, \infty)
$$

and

$$
f^{*}(0)=\lim _{u \downarrow 0} f^{*}(u) .
$$

It is also known that if $f$ is continuous convex on $[0, \infty)$ then so is $f^{*}$.
The following two theorems contain the most basic properties of $f$-divergences. For their proofs we refer the reader to Chapter 1 of [17] (see also [3]).

Theorem 1.3 (Uniqueness and Symmetry Theorem). Let $f, f_{1}$ be continuous convex on $[0, \infty)$. We have

$$
I_{f_{1}}(Q, P)=I_{f}(Q, P)
$$

for all $P, Q \in \mathcal{P}$ if and only if there exists a constant $c \in \mathbb{R}$ such that

$$
f_{1}(u)=f(u)+c(u-1),
$$

for any $u \in[0, \infty)$.
Theorem 1.4 (Range of Values Theorem). Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a continuous convex function on $[0, \infty)$.

For any $P, Q \in \mathcal{P}$, we have the double inequality

$$
\begin{equation*}
f(1) \leq I_{f}(Q, P) \leq f(0)+f^{*}(0) \tag{1.4}
\end{equation*}
$$

(i) If $P=Q$, then the equality holds in the first part of (1.4).

If $f$ is strictly convex at 1 , then the equality holds in the first part of (1.4) if and only if $P=Q$;
(ii) If $Q \perp P$, then the equality holds in the second part of (1.4).

If $f(0)+f^{*}(0)<\infty$, then equality holds in the second part of (1.4) if and only if $Q \perp P$.

The following result is a refinement of the second inequality in Theorem 1.4 (see [3, Theorem 3]).

Theorem 1.5. Let $f$ be a continuous convex function on $[0, \infty)$ with $f(1)=0$ ( $f$ is normalised) and $f(0)+f^{*}(0)<\infty$. Then

$$
\begin{equation*}
0 \leq I_{f}(Q, P) \leq \frac{1}{2}\left[f(0)+f^{*}(0)\right] V(Q, P) \tag{1.5}
\end{equation*}
$$

for any $Q, P \in \mathcal{P}$.
For other inequalities for $f$-divergence see [2], [7]- [12] and [13] Motivated by the above results, in this paper we obtain some new inequalities for quantum $f$ divergence of trace class operators in Hilbert spaces. It is shown that for normalised convex functions it is nonnegative. Some upper bounds for quantum $f$-divergence in terms of variational and $\chi^{2}$-distance are provided. Applications for some classes of divergence measures such as Umegaki and Tsallis relative entropies are also given.

In what follows we recall some facts we need concerning the trace of operators and quantum $f$-divergence for trace class operators in infinite dimensional complex Hilbert spaces.

## 2. Some inequalities for convex functions of self-adjoint operators

Suppose that $I$ is an interval of real numbers with interior $I$ and $f: I \rightarrow \mathbb{R}$ is a convex function on $I$. Then $f$ is continuous on $I$ and has finite left and right derivatives at each point of $\stackrel{\circ}{I}$. Moreover, if $x, y \in \stackrel{\circ}{I}$ and $x<y$, then $f_{-}^{\prime}(x) \leq$ $f_{+}^{\prime}(x) \leq f_{-}^{\prime}(y) \leq f_{+}^{\prime}(y)$, which shows that both $f_{-}^{\prime}$ and $f_{+}^{\prime}$ are nondecreasing function on $\stackrel{I}{I}$. It is also known that a convex function must be differentiable except for at most countably many points.

Let $A$ be a self-adjoint operator on the complex Hilbert space $(H,\langle\cdot, \cdot\rangle)$ with $\operatorname{Sp}(A) \subseteq[m, M]$ for some real numbers $m<M$ and let $\left\{E_{\lambda}\right\}_{\lambda}$ be its spectral family. Then for any continuous function $f:[m, M] \rightarrow \mathbb{R}$, it is known that we have the following spectral representation in terms of the Riemann-Stieltjes integral (see for instance [14, p. 257]):

$$
\langle f(A) x, y\rangle=\int_{m-0}^{M} f(\lambda) d\left(\left\langle E_{\lambda} x, y\right\rangle\right)
$$

and

$$
\|f(A) x\|^{2}=\int_{m-0}^{M}|f(\lambda)|^{2} d\left\|E_{\lambda} x\right\|^{2}
$$

for any $x, y \in H$.
Theorem 2.1. Let $A$ be a self-adjoint operator on the complex Hilbert space $(H,\langle\cdot, \cdot\rangle)$ and $\operatorname{Sp}((A) \subseteq[m, M] \subset I$ where $I$ is an interval. If the function $f: I \rightarrow \mathbb{R}$
is convex on $I$, then

$$
\begin{aligned}
\langle f(A) x, x\rangle- & \frac{f(M)-f(m)}{M-m}\langle A x, x\rangle \\
& \geq\left[\frac{2}{M-m} \int_{m}^{M} f(t) d t-\frac{M f(M)-m f(m)}{M-m}\right]\|x\|^{2}
\end{aligned}
$$

Proof. Without loosing the generality, we can assume that $f$ is differentiable on $\stackrel{I}{I}$. By the convexity of $f$ on $I$, we have

$$
\begin{equation*}
f(t)-f(s) \geq f^{\prime}(s)(t-s) \tag{2.1}
\end{equation*}
$$

for all $t, s \in[m, M] \subset \stackrel{\circ}{I}$.
If $\left\{E_{t}\right\}_{t \in \mathbb{R}}$ is the spectral family of $A$ then the mapping $[m, M] \ni t \mapsto\left\langle E_{t} x, x\right\rangle$ is monotonic real mapping for any $x \in H$.
If we integrate (2.1) over $t \in[m, M]$ with the integraler $\left\langle E_{t} x, x\right\rangle$ then we get

$$
\begin{aligned}
\int_{m-0}^{M} f(t) d\left\langle E_{t} x, x\right\rangle- & f(s) \int_{m-0}^{M} d\left\langle E_{t} x, x\right\rangle \\
& \geq f^{\prime}(s)\left[\int_{m-0}^{M} t d\left\langle E_{t} x, x\right\rangle-s \int_{m-0}^{M} d\left\langle E_{t} x, x\right\rangle\right]
\end{aligned}
$$

for any $s \in[m, M]$ and $x \in H$.
Using the spectral representation theorem for self-adjoint operators we get

$$
\begin{equation*}
\langle f(A) x, x\rangle-f(s)\|x\|^{2} \geq f^{\prime}(s)\left[\langle A x, x\rangle-s\|x\|^{2}\right] \tag{2.2}
\end{equation*}
$$

for any $s \in[m, M]$ and $x \in H$.
Now if we integrate (2.2) over $s$ on $[m, M]$ and divide by $M-m$, we get

$$
\begin{align*}
\langle f(A) x, x\rangle- & \|x\|^{2} \frac{1}{M-m} \int_{m}^{M} f(s) d s \\
& \geq\left(\langle A x, x\rangle \frac{1}{M-m} \int_{m}^{M} s f^{\prime}(s) d s\right)=: K \tag{2.3}
\end{align*}
$$

However, we know that

$$
\frac{1}{M-m} \int_{m}^{M} f^{\prime}(s) d s=\frac{f(M)-f(m)}{M-m}
$$

and

$$
\frac{1}{M-m} \int_{m}^{M} s f^{\prime}(s) d s=\frac{1}{M-m}\left[M f(M)-m f(m)-\int_{m}^{M} f(s) d s\right]
$$

Therefore

$$
\begin{aligned}
K= & \langle A x, x\rangle \frac{f(M)-f(m)}{M-m}-\frac{\|x\|^{2}\left[M f(M)-m f(m)-\int_{m}^{M} f(s) d s\right]}{M-m} \\
= & \langle A x, x\rangle \frac{f(M)-f(m)}{M-m}-\frac{\|x\|^{2}\left[M f(M)-m f(m)-\int_{m}^{M} f(s) d s\right]}{M-m} \\
& +\frac{\|x\|^{2}}{M-m} \int_{m}^{M} f(s) d s
\end{aligned}
$$

By (2.3) we then get

$$
\begin{aligned}
\langle f(A) x, x\rangle- & \frac{f(M)-f(m)}{M-m}\langle A x, x\rangle \\
& \geq \frac{2\|x\|^{2}}{M-m} \int_{m}^{M} f(s) d s-\frac{\|x\|^{2}[M f(M)-m f(m)]}{M-m} \\
& =\|x\|^{2}\left[\frac{2}{M-m} \int_{m}^{M} f(s) d s-\frac{M f(M)-m f(m)}{M-m}\right]
\end{aligned}
$$

Remark 2.2. Since $f(t)=t^{-1}$ is convex function for $t>0$, by above theorem we have

$$
\left\langle m M A^{-1} x, x\right\rangle+\langle A x, x\rangle \geq \frac{2 m M \ln \left(\frac{M}{m}\right)}{M-m}
$$

for $\|x\|=1$.
Theorem 2.3. Let $A$ and $B$ be two self-adjoint operators on the Hilbert space $(H,\langle\cdot, \cdot\rangle)$ with $\operatorname{Sp}(A), \operatorname{Sp}(B) \subseteq[m, M] \subset I$ and $f: I \rightarrow \mathbb{R}$ a continuously differentiable convex function on $I$. Then

$$
\begin{aligned}
\langle f(A) x, x\rangle\|y\|^{2}- & \langle f(B) y, y\rangle\|x\|^{2} \\
& \geq\left\langle\left(\langle A x, x\rangle f^{\prime}(B)-\|x\|^{2} f^{\prime}(B) B\right) y, y\right\rangle
\end{aligned}
$$

for any $x, y \in H$.
Proof. Since $f: I \rightarrow \mathbb{R}$ is convex on $I$ we have

$$
\begin{equation*}
f(t)-f(s) \geq f^{\prime}(s)(t-s), \quad \text { for any } t, s \in \stackrel{\circ}{I} \tag{2.4}
\end{equation*}
$$

Let $\left\{E_{t}\right\}_{t \in \mathbb{R}}$ be the spectral family of $A$ and $\left\{F_{t}\right\}_{t \in \mathbb{R}}$ the spectral family of $B$. The mappings $[m, M] \ni t \mapsto\left\langle E_{t} x, x\right\rangle$ and $[m, M] \ni s \mapsto\left\langle F_{s} y, y\right\rangle$ are monotonic real mapping for any $x, y \in H$.

Integrating (2.4) over $t$ on $[m, M]$ with integraler $\left\langle E_{t} x, x\right\rangle$ we get

$$
\begin{aligned}
\int_{m-0}^{M} f(t) d\left\langle E_{t} x, x\right\rangle- & f(s) \int_{m-0}^{M} d\left\langle E_{t} x, x\right\rangle \\
& \geq f^{\prime}(s)\left(\int_{m-0}^{M} t d\left\langle E_{t} x, x\right\rangle-s \int_{m-0}^{M} d\left\langle E_{t} x, x\right\rangle\right)
\end{aligned}
$$

which is equivalent to

$$
\langle f(A) x, x\rangle-\|x\|^{2} f(s) \geq f^{\prime}(s)\langle A x, x\rangle-s f^{\prime}(s)\|x\|^{2}
$$

for any $s \in[m, M]$ and $x \in H$.
Integrating above inequality over $s$ on $[m, M]$ with integraler $\left\langle F_{s} x, x\right\rangle$ we then get

$$
\begin{aligned}
& \langle f(A) x, x\rangle \int_{m-0}^{M} d\left\langle F_{s} y, y\right\rangle-\|x\|^{2} \int_{m-0}^{M} f(s) d\left\langle F_{s} y, y\right\rangle \\
& \geq\langle A x, x\rangle \int_{m-0}^{M} f^{\prime}(s) d\left\langle F_{s} y, y\right\rangle-\|x\|^{2} \int_{m-0}^{M} s f^{\prime}(s) d\left\langle F_{s} y, y\right\rangle
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
\langle f(A) x, x\rangle\|y\|^{2}- & \langle f(B) y, y\rangle\|x\|^{2} \\
& \geq\langle A x, x\rangle\left\langle f^{\prime}(B) y, y\right\rangle-\|x\|^{2}\left\langle f^{\prime}(B) B y, y\right\rangle .
\end{aligned}
$$

We know that

$$
\left\langle\left(\langle A x, x\rangle f^{\prime}(B)-\|x\|^{2} f^{\prime}(B) B\right) y, y\right\rangle=\left(\langle A x, x\rangle I-\|x\|^{2} B\right) f^{\prime}(B)\langle y, y\rangle
$$

and

$$
\langle f(A) x, x\rangle\|y\|^{2}-\langle f(B) y, y\rangle\|x\|^{2}=\langle(\langle f(A) x, x\rangle I-\langle x, x\rangle f(B)) y, y\rangle
$$

On the other hand, we have

$$
\left(\langle A x, x\rangle I-\|x\|^{2} B\right) f^{\prime}(B) \leq\langle f(A) x, x\rangle I-\|x\|^{2} f(B)
$$

and

$$
\langle f(A) x, x\rangle I-\|x\|^{2} f(B) \geq f^{\prime}(B)\left(\langle A x, x\rangle I-\|x\|^{2} B\right)
$$

for all $x \in H$. We obtain the desired result.

Remark 2.4. Let $B=\sum_{j=1}^{n} \alpha_{j} X_{j}$ in above theorem and $\alpha_{j} \geq 0, j \in\{1, \ldots, n\}$ such that $\sum_{j=1}^{n} \alpha_{j}=1$, then we have

$$
\begin{aligned}
\langle f(A) x, x\rangle I- & \|x\|^{2} f\left(\sum_{j=1}^{n} \alpha_{j} X_{j}\right) \\
& \geq f^{\prime}\left(\sum_{j=1}^{n} \alpha_{j} X_{j}\right)\left(\langle A x, x\rangle I-\|x\|^{2} \sum_{j=1}^{n} \alpha_{j} X_{j}\right) .
\end{aligned}
$$

Multiply above inequality by $\alpha_{k}$ and summing on $k \in\{1, \ldots, n\}$, we get

$$
\begin{aligned}
& \left\langle\sum_{i=1}^{n} \alpha_{k} f\left(X_{k}\right) x, x\right\rangle I-\|x\|^{2} f\left(\sum_{j=1}^{n} \alpha_{j} X_{j}\right) \\
& \geq f^{\prime}\left(\sum_{j=1}^{n} \alpha_{j} X_{j}\right)\left(\left\langle\left(\sum_{k=1}^{n} \alpha_{k} X_{k}\right) x, x\right\rangle I-\|x\|^{2} \sum_{j=1}^{n} \alpha_{j} X_{j}\right) .
\end{aligned}
$$

Equivalently,

$$
\begin{aligned}
& \left\langle\sum_{i=1}^{n} \alpha_{k} f\left(X_{k}\right) x, x\right\rangle I-f\left(\sum_{j=1}^{n} \alpha_{j} X_{j}\right) \\
& \geq f^{\prime}\left(\sum_{j=1}^{n} \alpha_{j} X_{j}\right)\left(\left\langle\left(\sum_{k=1}^{n} \alpha_{k} X_{k}\right) x, x\right\rangle I-\sum_{j=1}^{n} \alpha_{j} X_{j}\right)
\end{aligned}
$$

for $\|x\|=1$ which is a Jensen type inequality.

## 3. Some quantum $f$-divergence inequalities for convex functions

Let $(H,\langle\cdot, \cdot\rangle)$ be a complex Hilbert space and $\left\{e_{i}\right\}_{i \in I}$ an orthonormal basis of $H$. We say that $A \in \mathcal{B}(H)$ is a Hilbert-Schmidt operator if

$$
\begin{equation*}
\sum_{i \in I}\left\|A e_{i}\right\|^{2}<\infty \tag{3.1}
\end{equation*}
$$

It is well know that, if $\left\{e_{i}\right\}_{i \in I}$ and $\left\{f_{j}\right\}_{j \in J}$ are orthonormal bases for $H$ and $A \in \mathcal{B}(H)$ then

$$
\begin{equation*}
\sum_{i \in I}\left\|A e_{i}\right\|^{2}=\sum_{j \in I}\left\|A f_{j}\right\|^{2}=\sum_{j \in I}\left\|A^{*} f_{j}\right\|^{2} \tag{3.2}
\end{equation*}
$$

showing that the definition (3.1) is independent of the orthonormal basis and $A$ is a Hilbert-Schmidt operator iff $A^{*}$ is a Hilbert-Schmidt operator.

Let $\mathcal{B}_{2}(H)$ the set of Hilbert-Schmidt operators in $\mathcal{B}(H)$. For $A \in \mathcal{B}_{2}(H)$ we define

$$
\begin{equation*}
\|A\|_{2}:=\left(\sum_{i \in I}\left\|A e_{i}\right\|^{2}\right)^{1 / 2} \tag{3.3}
\end{equation*}
$$

for $\left\{e_{i}\right\}_{i \in I}$ an orthonormal basis of $H$. This definition does not depend on the choice of the orthonormal basis.

Using the triangle inequality in $l^{2}(I)$, one checks that $\mathcal{B}_{2}(H)$ is a vector space and that $\|\cdot\|_{2}$ is a norm on $\mathcal{B}_{2}(H)$, which is usually called in the literature as the Hilbert-Schmidt norm.

Denote the modulus of an operator $A \in \mathcal{B}(H)$ by $|A|:=\left(A^{*} A\right)^{1 / 2}$.
Because $\||A| x\|=\|A x\|$ for all $x \in H$, $A$ is Hilbert-Schmidt iff $|A|$ is HilbertSchmidt and $\|A\|_{2}=\||A|\|_{2}$. From (3.2) we have that if $A \in \mathcal{B}_{2}(H)$, then $A^{*} \in$ $\mathcal{B}_{2}(H)$ and $\|A\|_{2}=\left\|A^{*}\right\|_{2}$.

We define the trace of a trace class operator $A \in \mathcal{B}_{1}(H)$ to be

$$
\begin{equation*}
\operatorname{Tr}(A):=\sum_{i \in I}\left\langle A e_{i}, e_{i}\right\rangle \tag{3.4}
\end{equation*}
$$

where $\left\{e_{i}\right\}_{i \in I}$ an orthonormal basis of $H$. Note that this coincides with the usual definition of the trace if $H$ is finite-dimensional. We observe that the series (3.4) converges absolutely and it is independent from the choice of basis.

Utilising the trace notation we obviously have that

$$
\langle A, B\rangle_{2}=\operatorname{Tr}\left(B^{*} A\right)=\operatorname{Tr}\left(A B^{*}\right) \text { and }\|A\|_{2}^{2}=\operatorname{Tr}\left(A^{*} A\right)=\operatorname{Tr}\left(|A|^{2}\right)
$$

for any $A, B \in \mathcal{B}_{2}(H)$.
If $A \geq 0$ and $P \in \mathcal{B}_{1}(H)$ with $P \geq 0$, then

$$
\begin{equation*}
0 \leq \operatorname{Tr}(P A) \leq\|A\| \operatorname{Tr}(P) \tag{3.5}
\end{equation*}
$$

Indeed, since $A \geq 0$, then $\langle A x, x\rangle \geq 0$ for any $x \in H$. If $\left\{e_{i}\right\}_{i \in I}$ an orthonormal basis of $H$, then

$$
0 \leq\left\langle A P^{1 / 2} e_{i}, P^{1 / 2} e_{i}\right\rangle \leq\|A\|\left\|P^{1 / 2} e_{i}\right\|^{2}=\|A\|\left\langle P e_{i}, e_{i}\right\rangle
$$

for any $i \in I$. Summing over $i \in I$ we get

$$
0 \leq \sum_{i \in I}\left\langle A P^{1 / 2} e_{i}, P^{1 / 2} e_{i}\right\rangle \leq\|A\| \sum_{i \in I}\left\langle P e_{i}, e_{i}\right\rangle=\|A\| \operatorname{Tr}(P)
$$

and since

$$
\sum_{i \in I}\left\langle A P^{1 / 2} e_{i}, P^{1 / 2} e_{i}\right\rangle=\sum_{i \in I}\left\langle P^{1 / 2} A P^{1 / 2} e_{i}, e_{i}\right\rangle=\operatorname{Tr}\left(P^{1 / 2} A P^{1 / 2}\right)=\operatorname{Tr}(P A)
$$

we obtain the desired result (3.5).
This obviously imply the fact that, if $A$ and $B$ are self-adjoint operators with $A \leq B$ and $P \in \mathcal{B}_{1}(H)$ with $P \geq 0$, then

$$
\begin{equation*}
\operatorname{Tr}(P A) \leq \operatorname{Tr}(P B) \tag{3.6}
\end{equation*}
$$

Now, if $A$ is a self-adjoint operator, then we know that

$$
|\langle A x, x\rangle| \leq\langle | A|x, x\rangle \text { for any } x \in H
$$

This inequality follows by Jensen's inequality for the convex function $f(t)=|t|$ defined on a closed interval containing the spectrum of $A$.

If $\left\{e_{i}\right\}_{i \in I}$ is an orthonormal basis of $H$, then

$$
\begin{align*}
|\operatorname{Tr}(P A)| & =\left|\sum_{i \in I}\left\langle A P^{1 / 2} e_{i}, P^{1 / 2} e_{i}\right\rangle\right| \leq \sum_{i \in I}\left|\left\langle A P^{1 / 2} e_{i}, P^{1 / 2} e_{i}\right\rangle\right|  \tag{3.7}\\
& \leq \sum_{i \in I}\langle | A\left|P^{1 / 2} e_{i}, P^{1 / 2} e_{i}\right\rangle=\operatorname{Tr}(P|A|)
\end{align*}
$$

for any $A$ a self-adjoint operator and $P \in \mathcal{B}_{1}^{+}(H):=\left\{P \in \mathcal{B}_{1}(H)\right.$ with $\left.P \geq 0\right\}$.
For the theory of trace functionals and their applications the reader is referred to [22].

For some classical trace inequalities see [4], [5], [18] and [23], which are continuations of the work of Bellman [1].

On complex Hilbert space $\left(\mathcal{B}_{2}(H),\langle\cdot, \cdot\rangle_{2}\right)$, where the Hilbert-Schmidt inner product is defined by

$$
\langle U, V\rangle_{2}:=\operatorname{Tr}\left(V^{*} U\right), U, V \in \mathcal{B}_{2}(H)
$$

for $A, B \in \mathcal{B}^{+}(H)$ consider the operators $\mathfrak{L}_{A}: \mathcal{B}_{2}(H) \rightarrow \mathcal{B}_{2}(H)$ and $\mathfrak{R}_{B}$ : $\mathcal{B}_{2}(H) \rightarrow \mathcal{B}_{2}(H)$ defined by

$$
\mathfrak{L}_{A} T:=A T \text { and } \mathfrak{R}_{B} T:=T B .
$$

We observe that they are well defined and since

$$
\left\langle\mathfrak{L}_{A} T, T\right\rangle_{2}=\langle A T, T\rangle_{2}=\operatorname{Tr}\left(T^{*} A T\right)=\operatorname{Tr}\left(\left|T^{*}\right|^{2} A\right) \geq 0
$$

and

$$
\left\langle\Re_{B} T, T\right\rangle_{2}=\langle T B, T\rangle_{2}=\operatorname{Tr}\left(T^{*} T B\right)=\operatorname{Tr}\left(|T|^{2} B\right) \geq 0
$$

for any $T \in \mathcal{B}_{2}(H)$, they are also positive in the operator order of $\mathcal{B}\left(\mathcal{B}_{2}(H)\right)$, the Banach algebra of all bounded operators on $\mathcal{B}_{2}(H)$ with the norm $\|\cdot\|_{2}$ where $\|T\|_{2}=\operatorname{Tr}\left(|T|^{2}\right), T \in \mathcal{B}_{2}(H)$.

Since $\operatorname{Tr}\left(\left|X^{*}\right|^{2}\right)=\operatorname{Tr}\left(|X|^{2}\right)$ for any $X \in \mathcal{B}_{2}(H)$, then also

$$
\begin{aligned}
\operatorname{Tr}\left(T^{*} A T\right) & =\operatorname{Tr}\left(T^{*} A^{1 / 2} A^{1 / 2} T\right)=\operatorname{Tr}\left(\left(A^{1 / 2} T\right)^{*} A^{1 / 2} T\right) \\
& =\operatorname{Tr}\left(\left|A^{1 / 2} T\right|^{2}\right)=\operatorname{Tr}\left(\left|\left(A^{1 / 2} T\right)^{*}\right|^{2}\right)=\operatorname{Tr}\left(\left|T^{*} A^{1 / 2}\right|^{2}\right)
\end{aligned}
$$

for $A \geq 0$ and $T \in \mathcal{B}_{2}(H)$.
We observe that $\mathfrak{L}_{A}$ and $\mathfrak{R}_{B}$ are commutative, therefore the product $\mathfrak{L}_{A} \mathfrak{R}_{B}$ is a self-adjoint positive operator in $\mathcal{B}\left(\mathcal{B}_{2}(H)\right)$ for any positive operators $A, B \in$ $\mathcal{B}(H)$.

For $A, B \in \mathcal{B}^{+}(H)$ with $B$ invertible, we define the Araki transform $\mathfrak{A}_{A, B}$ : $\mathcal{B}_{2}(H) \rightarrow \mathcal{B}_{2}(H)$ by $\mathfrak{A}_{A, B}:=\mathfrak{L}_{A} \mathfrak{R}_{B^{-1}}$. We observe that for $T \in \mathcal{B}_{2}(H)$ we have $\mathfrak{A}_{A, B} T=A T B^{-1}$ and

$$
\left\langle\mathfrak{A}_{A, B} T, T\right\rangle_{2}=\left\langle A T B^{-1}, T\right\rangle_{2}=\operatorname{Tr}\left(T^{*} A T B^{-1}\right)
$$

Observe also, by the properties of trace, that

$$
\begin{aligned}
\operatorname{Tr}\left(T^{*} A T B^{-1}\right) & =\operatorname{Tr}\left(B^{-1 / 2} T^{*} A^{1 / 2} A^{1 / 2} T B^{-1 / 2}\right) \\
& =\operatorname{Tr}\left(\left(A^{1 / 2} T B^{-1 / 2}\right)^{*}\left(A^{1 / 2} T B^{-1 / 2}\right)\right)=\operatorname{Tr}\left(\left|A^{1 / 2} T B^{-1 / 2}\right|^{2}\right)
\end{aligned}
$$

giving that

$$
\begin{equation*}
\left\langle\mathfrak{A}_{A, B} T, T\right\rangle_{2}=\operatorname{Tr}\left(\left|A^{1 / 2} T B^{-1 / 2}\right|^{2}\right) \geq 0 \tag{3.8}
\end{equation*}
$$

for any $T \in \mathcal{B}_{2}(H)$.
We observe that, by the definition of operator order and by (3.8) we have $r 1_{\mathcal{B}_{2}(H)} \leq \mathfrak{A}_{A, B} \leq R 1_{\mathcal{B}_{2}(H)}$ for some $R \geq r \geq 0$ if and only if

$$
\begin{equation*}
r \operatorname{Tr}\left(|T|^{2}\right) \leq \operatorname{Tr}\left(\left|A^{1 / 2} T B^{-1 / 2}\right|^{2}\right) \leq R \operatorname{Tr}\left(|T|^{2}\right) \tag{3.9}
\end{equation*}
$$

for any $T \in \mathcal{B}_{2}(H)$.
We also notice that a sufficient condition for (3.9) to hold is that the following inequality in the operator order of $\mathcal{B}(H)$ is satisfied

$$
\begin{equation*}
r|T|^{2} \leq\left|A^{1 / 2} T B^{-1 / 2}\right|^{2} \leq R|T|^{2} \tag{3.10}
\end{equation*}
$$

for any $T \in \mathcal{B}_{2}(H)$.
Let $U$ be a self-adjoint linear operator on a complex Hilbert space $(K ;\langle\cdot, \cdot\rangle)$. The Gelfand map establishes a *-isometrically isomorphism $\Phi$ between the set $C(\mathrm{Sp}(U))$ of all continuous functions defined on the spectrum of $U$, denoted $\mathrm{Sp}(U)$, and the $C^{*}$-algebra $C^{*}(U)$ generated by $U$ and the identity operator $1_{K}$ on $K$ as follows:

For any $f, g \in C(\operatorname{Sp}(U))$ and any $\alpha, \beta \in \mathbb{C}$ we have
(i) $\Phi(\alpha f+\beta g)=\alpha \Phi(f)+\beta \Phi(g)$;
(ii) $\Phi(f g)=\Phi(f) \Phi(g)$ and $\Phi(f)=\Phi(f)^{*}$;
(iii) $\|\Phi(f)\|=\|f\|:=\sup _{t \in \operatorname{Sp}(U)}|f(t)|$;
(iv) $\Phi\left(f_{0}\right)=1_{K}$ and $\Phi\left(f_{1}\right)=U$, where $f_{0}(t)=1$ and $f_{1}(t)=t$, for $t \in \operatorname{Sp}(U)$.

With this notation we define

$$
f(U):=\Phi(f) \quad \text { for all } f \in C(\operatorname{Sp}(U))
$$

and we call it the continuous functional calculus for a self-adjoint operator $U$.
If $U$ is a self-adjoint operator and $f$ is a real valued continuous function on $\mathrm{Sp}(U)$, then $f(t) \geq 0$ for any $t \in \operatorname{Sp}(U)$ implies that $f(U) \geq 0$, i.e. $f(U)$ is a positive operator on $K$. Moreover, if both $f$ and $g$ are real valued functions on $\mathrm{Sp}(U)$ then the following important property holds:

$$
\begin{equation*}
f(t) \geq g(t) \quad \text { for any } \quad t \in \operatorname{Sp}(U) \quad \text { implies that } \quad f(U) \geq g(U) \tag{P}
\end{equation*}
$$

in the operator order of $B(K)$.
Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a continuous function. Utilising the continuous functional calculus for the Araki self-adjoint operator $\mathfrak{A}_{Q, P} \in \mathcal{B}\left(\mathcal{B}_{2}(H)\right)$ we can define the quantum $f$-divergence for

$$
Q, P \in D_{1}(H):=\left\{P \in \mathcal{B}_{1}(H), \quad P \geq 0 \text { with } \operatorname{Tr}(P)=1\right\}
$$

and $P$ invertible, by

$$
\begin{equation*}
D_{f}(Q, P):=\left\langle f\left(\mathfrak{A}_{Q, P}\right) P^{1 / 2}, P^{1 / 2}\right\rangle_{2}=\operatorname{Tr}\left(P^{1 / 2} f\left(\mathfrak{A}_{Q, P}\right) P^{1 / 2}\right) \tag{3.11}
\end{equation*}
$$

If we consider the continuous convex function $f:[0, \infty) \rightarrow \mathbb{R}$, with $f(0):=0$ and $f(t)=t \ln t$ for $t>0$ then for $Q, P \in D_{1}(H)$ and $Q, P$ invertible we have

$$
D_{f}(Q, P)=\operatorname{Tr}[Q(\ln Q-\ln P)]=: U(Q, P),
$$

which is the Umegaki relative entropy.
If we take the continuous convex function $f:[0, \infty) \rightarrow \mathbb{R}, f(t)=|t-1|$ for $t \geq 0$ then for $Q, P \in D_{1}(H)$ with $P$ invertible we have

$$
D_{f}(Q, P)=\operatorname{Tr}(|Q-P|)=: V(Q, P)
$$

where $V(Q, P)$ is the variational distance.
If we take $f:[0, \infty) \rightarrow \mathbb{R}, f(t)=t^{2}-1$ for $t \geq 0$ then for $Q, P \in D_{1}(H)$ with $P$ invertible we have

$$
D_{f}(Q, P)=\operatorname{Tr}\left(Q^{2} P^{-1}\right)-1=: \chi^{2}(Q, P)
$$

which is called the $\chi^{2}$-distance
Let $q \in(0,1)$ and define the convex function $f_{q}:[0, \infty) \rightarrow \mathbb{R}$ by $f_{q}(t)=\frac{1-t^{q}}{1-q}$. Then

$$
D_{f_{q}}(Q, P)=\frac{1-\operatorname{Tr}\left(Q^{q} P^{1-q}\right)}{1-q}
$$

which is Tsallis relative entropy.
If we consider the convex function $f:[0, \infty) \rightarrow \mathbb{R}$ by $f(t)=\frac{1}{2}(\sqrt{t}-1)^{2}$, then

$$
D_{f}(Q, P)=1-\operatorname{Tr}\left(Q^{1 / 2} P^{1 / 2}\right)=: h^{2}(Q, P)
$$

which is known as Hellinger discrimination.

If we take $f:(0, \infty) \rightarrow \mathbb{R}, f(t)=-\ln t$ then for $Q, P \in D_{1}(H)$ and $Q, P$ invertible we have

$$
D_{f}(Q, P)=\operatorname{Tr}[P(\ln P-\ln Q)]=U(P, Q)
$$

The reader can obtain other particular quantum $f$-divergence measures by utilizing the normalized convex functions from Introduction, namely the convex functions defining the dichotomy class, Matsushita's divergences, Puri-Vincze divergences or divergences of Arimoto-type. We omit the details.

In the important case of finite dimensional space $H$ and the generalized inverse $P^{-1}$, numerous properties of the quantum $f$-divergence, mostly in the case when $f$ is operator convex, have been obtained in the recent papers [15], [16], [20], [21] and the references therein.

In the following theorem we apply the same proof of Theorem 2.3.
Theorem 3.1. Let $\mathfrak{A}_{Q, P}$ be Araki self-adjoint operator on $\mathcal{B}\left(\mathcal{B}_{2}(H)\right)$ and $\operatorname{Sp}\left(\mathfrak{A}_{Q, P}\right) \subseteq[m, M] \subset \stackrel{I}{I}$ where $I$ is an interval. If the function $f: I \rightarrow \mathbb{R}$ is convex on $I$, then

$$
\begin{aligned}
\left\langle f\left(\mathfrak{A}_{Q, P}\right) T, T\right\rangle_{2}- & \frac{f(M)-f(m)}{M-m}\left\langle\mathfrak{A}_{Q, P} T, T\right\rangle_{2} \\
& \geq\left[\frac{2}{M-m} \int_{m}^{M} f(t) d t-\frac{M f(M)-m f(m)}{M-m}\right]\|T\|_{2}^{2}
\end{aligned}
$$

for $T \in B_{2}(H)$.
Remark 3.2. Let $T=P^{\frac{1}{2}}$ in above theorem we get

$$
\begin{aligned}
\left\langle f\left(\mathfrak{A}_{Q, P}\right) P^{\frac{1}{2}}, P^{\frac{1}{2}}\right\rangle_{2}- & \frac{f(M)-f(m)}{M-m}\left\langle\mathfrak{A}_{Q, P} P^{\frac{1}{2}}, P^{\frac{1}{2}}\right\rangle_{2} \\
& \geq\left[\frac{2}{M-m} \int_{m}^{M} f(t) d t-\frac{M f(M)-m f(m)}{M-m}\right]
\end{aligned}
$$

for $\left\|P^{\frac{1}{2}}\right\|_{2}=1$.
On the other hand, by (3.11) we have

$$
\begin{equation*}
D_{f}(Q, P) \geq \frac{f(M)-f(m)}{M-m}+\left[\frac{2}{M-m} \int_{m}^{M} f(t) d t-\frac{M f(M)-m f(m)}{M-m}\right] \tag{3.12}
\end{equation*}
$$

since $Q \in D_{1}(H)$.
If we take the continuous convex function $f:[0, \infty) \rightarrow \mathbb{R}, f(t)=|t-1|$ for $t \geq 0$ then for $P, Q \in D_{1}(H)$ with $P$ invertible we have the following for $m \geq 1$

$$
\begin{aligned}
D_{f}(Q, P) & =\operatorname{Tr}(|Q-P|) \\
& =V(Q, P) \geq 2(M+m-1)
\end{aligned}
$$

In the following theorem we apply the same proof of Theorem 2.1.

Theorem 3.3. Let $\mathfrak{A}_{Q, P}$ and $\mathfrak{B}_{V, U}$ be two Araki self-adjoint operators on $\mathcal{B}\left(\mathcal{B}_{2}(H)\right)$ with $\operatorname{Sp}\left(\mathfrak{A}_{Q, P}\right), \operatorname{Sp}\left(\mathfrak{B}_{V, U}\right) \subseteq[m, M] \subset I$ and $f: I \rightarrow \mathbb{R}$ a continuously differentiable convex function on $I$. Then

$$
\begin{aligned}
\left\langle f\left(\mathfrak{A}_{Q, P}\right) T, T\right\rangle_{2}\|S\|^{2} & -\left\langle f\left(\mathfrak{B}_{V, U}\right) S, S\right\rangle_{2}\|T\|^{2} \\
& \geq\left\langle\left(\left\langle\mathfrak{A}_{Q, P} T, T\right\rangle_{2} f^{\prime}\left(\mathfrak{B}_{V, U}\right)-\|T\|^{2} f^{\prime}\left(\mathfrak{B}_{V, U}\right) \mathfrak{B}_{V, U}\right) S, S\right\rangle_{2}
\end{aligned}
$$

for any $x, y \in H$.
Remark 3.4. Let $T=P^{\frac{1}{2}}$ and $S=U^{\frac{1}{2}}$ in above theorem we get

$$
\begin{aligned}
\left\langle f\left(\mathfrak{A}_{Q, P}\right) P^{\frac{1}{2}}, P^{\frac{1}{2}}\right\rangle_{2} & -\left\langle f\left(\mathfrak{B}_{V, U}\right) U^{\frac{1}{2}}, U^{\frac{1}{2}}\right\rangle_{2} \\
& \geq\left\langle\left(\left\langle\mathfrak{A}_{Q, P} P^{\frac{1}{2}}, P^{\frac{1}{2}}\right\rangle_{2} f^{\prime}\left(\mathfrak{B}_{V, U}\right)-f^{\prime}\left(\mathfrak{B}_{V, U}\right) \mathfrak{B}_{V, U}\right) U^{\frac{1}{2}}, U^{\frac{1}{2}}\right\rangle_{2}
\end{aligned}
$$

for $\left\|P^{\frac{1}{2}}\right\|_{2}=\left\|U^{\frac{1}{2}}\right\|_{2}=1$.
From above inequality we have

$$
\begin{equation*}
D_{f}(Q, P)-D_{f}(V, U) \geq \operatorname{Tr}\left(f^{\prime}\left(\mathcal{B}_{V, U}\right) U-f^{\prime}\left(\mathcal{B}_{V, U}\right) V\right) \tag{3.13}
\end{equation*}
$$

since $Q \in D_{1}(H)$.
Put $f(t)=t^{2}-1$ for $t \geq 0$ in above inequality (3.13) we get

$$
\chi^{2}(Q, P)-\chi^{2}(V, U) \geq 2 \operatorname{Tr}\left(\mathcal{B}_{V, U} U-\mathcal{B}_{V, U} V\right)
$$

where $P, Q, U, V \in D_{1}(H)$ and $P, U$ are invertible. Equivalently, we have

$$
\chi^{2}(Q, P)-\chi^{2}(V, U) \geq 2 \operatorname{Tr}\left(V-V^{2} U^{-1}\right)
$$

## References

1. R. Bellman, Some inequalities for positive definite matrices, in: E.F. Beckenbach (Ed.), General Inequalities 2, Proceedings of the 2nd International Conference on General Inequalities, Birkhäuser, Basel, 89-90, (1980).
2. P. Cerone and S. S. Dragomir, Approximation of the integral mean divergence and $f$ divergence via mean results, Math. Comput. Modelling 42, 207-219, (2005).
3. P. Cerone, S. S. Dragomir and F. Österreicher, Bounds on extended f-divergences for a variety of classes, Preprint, RGMIA Res. Rep. Coll. 6, Article 5, (2003). [ONLINE: http://rgmia.vu.edu.au/v6n1.html]
4. D. Chang, A matrix trace inequality for products of Hermitian matrices, J. Math. Anal. Appl. 237, 721-725, (1999).
5. I. D. Coop, On matrix trace inequalities and related topics for products of Hermitian matrix, J. Math. Anal. Appl. 188, 999-1001, (1994).
6. I. Csiszár, Eine informationstheoretische Ungleichung und ihre Anwendung auf den Beweis der Ergodizität von Markoffschen Ketten, (German) Magyar Tud. Akad. Mat. Kutató Int. Közl. 8, 85-108, (1963).
7. S. S. Dragomir, An upper bound for the Csiszár f-divergence in terms of the variational distance and applications, Panamer. Math. J. 12, 43-54, (2002).
8. S. S. Dragomir, Upper and lower bounds for Csiszár f-divergence in terms of Hellinger discrimination and applications, Nonlinear Anal. Forum 7, 1-13, (2002).
9. S. S. Dragomir, New inequalities for Csiszár divergence and applications, Acta Math. Vietnam. 28, 123-134, (2003).
10. S. S. Dragomir, A generalized $f$-divergence for probability vectors and applications, Panamer. Math. J. 13, 61-69, (2003).
11. S. S. Dragomir, A converse inequality for the Csiszár $\Phi$-divergence, Tamsui Oxf. J. Math. Sci. 20, 35-53, (2004).
12. S. S. Dragomir, Some general divergence measures for probability distributions, Acta Math. Hungar. 109, 331-345, (2005).
13. S. S. Dragomir, A refinement of Jensen's inequality with applications for $f$-divergence measures, Taiwanese J. Math. 14, 153-164, (2010).
14. G. Helmberg, Introduction to Spectral Theory in Hilbert Space, John Wiley, New York, (1969).
15. F. Hiai, Fumio and D. Petz, From quasi-entropy to various quantum information quantities, Publ. Res. Inst. Math. Sci. 48, 525-542, (2012).
16. F. Hiai, M. Mosonyi, D. Petz and C. Bény, Quantum f-divergences and error correction, Rev. Math. Phys. 23, 691-747, (2011).
17. F. Liese and I. Vajda, Convex Statistical Distances, Teubuer - Texte zur Mathematik, Band 95, Leipzig, (1987).
18. H. Neudecker, A matrix trace inequality, J. Math. Anal. Appl. 166, 302-303, (1992).
19. F. Österreicher and I. Vajda, A new class of metric divergences on probability spaces and its applicability in statistics, Ann. Inst. Statist. Math. 55, 639-653, (2003).
20. D. Petz, From quasi-entropy, Ann. Univ. Sci. Budapest. Eötvös Sect. Math. 55, 81-92, (2012).
21. D. Petz, From $f$-divergence to quantum quasi-entropies and their use, Entropy 12, 304-325, (2010).
22. B. Simon, Trace Ideals and Their Applications, Cambridge University Press, Cambridge, (1979).
23. Y. Yang, A matrix trace inequality, J. Math. Anal. Appl. 133, 573-574, (1988).
A. Taghavi,
V. Darvish, H. M. Nazari,

Department of Mathematic, s
Faculty of Mathematical Sciences,
University of Mazandaran,
P. O. Box 47416-146,

Babolsar, Iran.
E-mail address: taghavi@umz.ac.ir vahid.darvish@mail.com, m.nazari@stu.umz.ac.ir
and
S. S. Dragomir,

Mathematics, School of Engineering and Science,
Victoria University
P. O. Box 14428,

Melbourne City, MC 8001,
Australia.
E-mail address: sever.dragomir@vu.edu.au


[^0]:    2010 Mathematics Subject Classification: 47A63, 47A99.
    Submitted March 26, 2016. Published March 10, 2017

