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Magnetic exchange in Kondo lattice systems is of the Ruderman-Kittel-Kasuya-Yosida type, whose
sign depends on the Fermi wave vector, kF . In the simplest setting, for small kF , the interaction
is predominately ferromagnetic, whereas it turns more antiferromagnetic with growing kF . It is re-
markable that even though kF varies vastly among the rare-earth systems, an overwhelming majority
of lanthanide magnets are in fact antiferromagnets. To address this puzzle, we investigate the effects
of a p-wave form factor for the Kondo coupling pertinent to nearly all rare-earth intermetallics. We
show that this leads to interference effects which for small kF are destructive, greatly reducing the
size of the RKKY interaction in the cases where ferromagnetism would otherwise be strongest. By
contrast, for large kF , constructive interference can enhance antiferromagnetic exchange. Based on
this, we propose a new route for designing ferromagnetic rare-earth magnets.

Introduction - Magnetic exchange processes in quan-
tum materials are intimately tied to their underlying
electronic properties. For instance, most magnetic in-
sulators in nature are antiferromagnets due to Ander-
son superexchange[1–3] whereas ferromagnets tend to be
metallic and are stabilized by a combination of Hund’s
coupling and multiorbital effects[4, 5]. However, f -
electron systems[41] provide a remarkably consistent ex-
ception to this rule: a large majority of f-electron mag-
nets are metallic antiferromagnets. This is notewor-
thy since the Ruderman-Kittel-Kasuya-Yosida (RKKY)
interaction[1, 7], the dominant exchange mechanism, can
be ferromagnetic or antiferromagnetic depending on the
Fermi wave vector, kF . Resolving this conundrum is par-
ticularly desirable in the context of the search for Kondo
lattice ferromagnets whose quantum criticality can lead
to exotic superconductivity[8, 9].

The RKKY interaction results from a second order pro-
cess where a local moment, S1, first polarizes the conduc-
tion electrons through their Kondo coupling, JK ; this po-
larisation oscillates in space at a wavelength set by kF ,
and its value at the location of another spin, S2, in turn
yields the magnetic exchange via its Kondo coupling.
Historically, the Kondo interaction is considered to be
onsite (or s-wave), with a local moment antiferromagnet-
ically coupled to the local conduction electrons, Fig. 1(a).
However, such an on-site Kondo coupling is absent in
materials if local moment and conduction electron wave-
functions have different symmetries. Therefore the inter-
action has to couple local and conduction electrons on
neighboring sites. This is not a new insight[10, 11]; how-
ever its importance has only been appreciated recently
with the discovery of topological Kondo insulators[12–
15], where the form factor plays a crucial role for the
topological properties. The form of the interaction then
depends on the angular momentum difference, |∆l|, be-
tween the local moment and the conduction electrons.

We start from the observation that the the majority of
Kondo lattice systems have conduction electrons derived
from d orbitals, yielding a |∆l| = 1, p-wave, form factor,
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FIG. 1: 1D schematics of form factors for the Kondo inter-
action: (a) s-wave leads to the standard onsite interaction,
(b) extended s-wave couples nearest neighbors with the same
sign, (c) p-wave couples nearest neighbors with opposite signs.

Φ(r̂ij)
αβ =

−i
2

∑
〈ij〉

σαβ · r̂ij . (1)

Here r̂ij = (r̂i − r̂j), coupling to the Pauli matrices is
due to strong spin-orbit coupling in f orbitals. Eq. 1 can
be derived from a periodic Anderson model with s and
spin-orbit coupled p (j=1/2) orbitals. In a hypercubic
lattice, the p-wave form factor couples nearest neighbors
with different signs as shown in Fig. 1(c). Note that even
though Φ(R) can take other forms, we mainly focus on
the p-wave form factor which is pertinent to f-electron
systems [see supplemental material for the extended s-
wave form factor, Fig. 1.(b)].

In this work, we investigate the role of the p-wave
Kondo coupling for the RKKY interaction to address
the puzzle, why the majority of Kondo lattice magnets
are antiferromagnets. Our main results are: (i) RKKY
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FIG. 2: 1D RKKY interactions I(r) in units of J2
K(kF a)2/8πεF for s-wave (red, solid), p-wave (black, dashed). (a) kF a = π/10,

(b) kF a = π/4,(c) kF a = π/2 and (d) kF a = 3π/4. For kF a = π/10, the interaction effectively vanishes for the p-wave case due
to destructive interference. However for kF a = π/2, constructive interference stabilizes the exchange, particularly for r > 2a.

interactions retain their Heisenberg form and spin-orbit
coupling in Eq. 1 does not lead to anisotropic compass
or Dzyaloshinskii-Moriya terms. (ii) Unlike the onsite
Kondo coupling, the p-wave case exhibits rich interfer-
ence effects as a function of kF . In general, the RKKY
interaction is reduced, most pronouncedly so for small
kF where ferromagnetism would have been strongest.
(iii) Based on these insights, we propose a new route
for the search of new rare-earth ferromagnets utilizing
local inversion symmetry breaking to produce an ex-
tended s-wave form factor. We note that this local mo-
ment analysis does not directly apply to itinerant Kondo
lattice systems such as ferromagnets like UCoGe[8] and
Sm2Fe12P7[16].

RKKY Model - We start with the Kondo model

H =
∑
k,α

εkc
†
kαckα + JK

∑
i

Si · ψ†iασαβψiβ (2)

where c†, c are the conduction electron fermion operators,
S is the spin of the local moment. ψ can be represented
in terms of conduction electrons,

ψ†iα = Φ(r̂ij)
αβc†jβ (3)

where Φ(r̂ij) is the form factor, Eq. 1. A canonical

transformation[17] H̃ = eiSHe−iS eliminates the JK
term, generating an effective local moment exchange (see
supplementary information for details). Collecting terms
up to J2

K/εF , we obtain the effective RKKY interaction

HRKKY =
∑
i 6=j

I(r)Si · Sj (4)

with r the distance between two sites, r = |ri − rj | and
I(r) a Lindhard function modified with the form factors

I(r) =
J2
K

8N2

∑
kq

ei(k−q)·rij

εk − εq
(Fk − Fq) Tr(Φ†kΦk) Tr(Φ†qΦq)(5)

where Fk is the Fermi-Dirac distribution function, N the
number of sites and Φk the Fourier transform of Eq. 3
such that ψkα = Φαβk ckβ . Eq. 5 holds generically, with

Φ†k = Φk for hypercubic lattices. For the p-wave case,

Tr(Φ†kΦk) = 2

D∑
i=1

sin(kia)2 (6)

Ferromagnetic I(r) < 0 favors a q = 0 state with all
spins aligned, whereas I(r) > 0 favors antiparallel spin
order. Next we evaluate eq. 5 for 1D and 3D hypercubic
lattices. In order to perform the integrals analytically,
we use εk ' ~2k2/2m and

∑D
i=1 sin(ki)

2 ' sin(k)2.

RKKY interaction in 1D - Eq. 5 in 1D yields for the
onsite, s-wave case[2, 3]

I1
s (r) =

J2
K

εF

(kFa)2

8π
[Si(2kF r)− π/2] (7)

with lattice constant a, sine integral function Si(x) and
Fermi energy εF . Similarly for the p-wave case,

I1
p(r) =


1
16 [6I1

s (r)− 4I1
s (r − a)− 4I1

s (r + a)
+I1

s (r + 2a) + I1
s (r − 2a)], r ≥ 2a

1
16 [4I1

s (r)− 4I1
s (r + a) + I1

s (r + 2a)
+I1

s (2a− r)− 4I1
s (a) + 2I1

s (2a)], r ≤ 2a
(8)

I1
p(r) has different forms for r less or greater than 2a

since some of the residues in Eq. 5 change sign, resulting
in a continuous but non-analytical form for the interac-
tion. Similar effects lead to a discontinuous form in three
dimensions. This non-analytical form does not lead to
any unphysical properties since I(r) is only evaluated at
discrete points.

The effective interaction between sites i and j in Eq.
8 can be viewed as sites (ri+1 − ri−1) interacting simul-
taneously with sites (rj+1 − rj−1). This leads to total of
16 processes since RKKY is a second order process. 6
of these are effectively the same site (s-wave) interaction
whereas as 8 are nearest neighbor and 2 are next nearest
neigbor. Now, 2kFa acts as a phase shift among these
and the resulting interference gives rise to rich behavior.

For small kFa � π/2, Eq. 8 gives I1
p(r) = 0 +

O[(kF r)
5], with the p-wave form factor at each site each
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FIG. 3: 3D RKKY interactions for s-wave (red, solid), p-wave (black, dashed). I(r) and r has units of J2
K(kF a)6/8π3εF and

a, lattice spacing. (a) kF a = π/10, (b) kF a = π/4,(c) kF a = π/2 and (d) kF a = 3π/4. The black dots correspond to I3p(2a),
where there is a jump for r > 2a and r < 2a (see eq. 10).

providing destructive interference, almost cancelling the
interaction entirely, Fig. 2(a). On the other hand, for
kFa = π/2, the spatial phase-shift ei2akF = −1 cancels
the sign from the p-wave form factor, leading to construc-
tive interference. Indeed s-wave and p-wave interactions
are equal I1

p(r) ' I1
s (r) for large r as shown in Fig. 1(c).

At small r the behaviour is more complicated in this case
due to lattice effects. Apart from these limiting cases, for
an arbitrary kF , the p-wave RKKY interaction is gener-
ally reduced compared to the s-wave case [Fig. 2(b)-(d)].

RKKY interaction in 3D - Proceeding as above [1],

I3
s (r) = −J

2
K

εF

(kFa)6

8π3

sin(2kF r)− 2kF r cos(2kF r)

(2kF r)4
(9)

I3
p(r) =



1
16(kF r)2

[6f(r)− 4f(r + a)

−4f(r − a) + f(r + 2a) + f(r − 2a)], r > 2a

1
16(kF 2a)2 [4f(2a)− 4f(3a) + f(4a)], r = 2a

1
16(kF r)2

[4f(r)− 4f(r + a) + f(r + 2a)

−f(r − 2a) + 4f(a)− 2f(2a)], r < 2a

(10)

where f(r) = (kF r)
2I3
s (r). In 3D, the decay is much

faster (1/r3) than in 1D (1/r). As a result the oscilla-
tions are overdamped for small kF . However, as in 1D,
the p-wave case is suppressed for small kF , Fig. 3(a).
On the other hand, the antiferromagnetic interaction is
stabilized for large kF as shown in Fig. 3(d); again, for
kFa = π/2, I3

p(r) ' I3
s (r) for large r.

Discussion - The RKKY interaction oscillates with 2kFa
and decays with 1/rD. Thus, in 3D, magnetic order-
ing is to a first approximation determined by the near-
est neighbor exchange. This is ferromagnetic for small
kF , turning antiferromagnetic upon increasing kF . As
a result, the destructive interference for the p-wave case
is detrimental to ferromagnetism at small kF , when it
would otherwise be strongest. This may very well be the
reason why ferromagnetism is so rare in Kondo lattice

magnets. Even though a complete list of Kondo lattice
magnets is to our knowledge not available, their rareness
can be gleaned by estimating there to be about 100-200
antiferromagnets[20], including the archetypical Kondo
lattice families, Ce-115[21], Ce-122[22], Yb-122[23]. On
the other hand, there are only about 10-20 Kondo lat-
tice ferromagnets[20, 24]. As an aside, one might ex-
pect superexchange interactions among local moments
themselves to favor antiferromagnetism. However esti-
mates for its strength yield a sub-Kelvin scale[42] since
the Coulomb correlations for rare earth ions are large
(U ∼ 10 eV) and their direct overlap small (tf ∼ 1 − 5
meV)–RKKY should a priori be dominant.

With the p-wave RKKY interaction doubly suppressed
for small kF due to vanishing form factor at both lo-
cal moments, the magnetic exchange scale is reduced, so
that the Kondo effect can instead lead to heavy fermion
metal formation. Indeed the suppression is more severe
for higher angular momentum form factors, including d-
wave, since Φk ∼ k∆l for small k. The ideal case for
the enhanced ferromagnetic exchange is extended s-wave
(∆l = 0) form factor[43], which requires f orbital con-
duction electrons that is not possible in real materials.

Therefore we propose to investigate materials that
break inversion symmetry, at least locally at the lo-
cal moment site. Since l is then no longer a good
quantum number, different types of form factors can
mix. We argue that this is the most plausible mech-
anism to induce an extended s-wave form factor. Ex-
tended s-wave RKKY interactions are not reduced at
small kF where ferromagnetism should be the strongest
(see supplementary information for details). Indeed
many ferromagnetic Kondo lattice systems have broken
inversion symmetry at the local moment site includ-
ing CeAgSb2[25], CeRuPO[26], YbNiSn[27], YbPtGe[28],
YbRhSb[29], YbPdSi[30], YbPdGe[31], β−CeNiSb3[32],
CeTiGe3[33], CeSix[34], CePd[35] and CePdIn2[36]. To
our knowledge, among Kondo lattice ferromagnets only
Yb(Rh1−xCox)2Si2[37] and YbCu2Si2[38] have full inver-
sion symmetry. Thus we propose screening systems with
broken inversion symmetry at the local moment site as
a promising route for the search of new Kondo lattice
ferromagnets.
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Conclusion - We have shown that the p-wave form fac-
tor for the Kondo interaction, common for the majority
of Kondo lattice systems, is unfavorable for ferromag-
netic RKKY interactions. We propose a new route for
designing ferromagnetic Kondo lattice systems utilizing
the broken inversion symmetry at the local moment site.
More realistic calculations, including different types of
crystal symmetries require future work. We believe such
calculations can address other open problems in the field
including magnetic ordering that is perpendicular to the
easy axis[39, 40] which is otherwise quite unusual but
common to these materials[20].
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via the Leibniz Prize Programme.

[1] P. W. Anderson, Phys. Rev. 79, 350 (1950).
[2] J. Kanamori, Progress of Theoretical Physics 17, 177

(1957).
[3] J. B. Goodenough, Journal of Physics and Chemistry of

Solids 6, 287 (1958).
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SUPPLEMENTARY INFORMATION

In the supplementary information, we provide the details of the derivation of our results.

Canonical transformation

We would like to derive the effective magnetic interaction among two sites, site 1 and 2. Therefore we consider the
Kondo coupling only on these sites along with a band of conduction electrons, given as follows:

HK = JK

2∑
i=1

Si · ψ†iασαβψiβ

=
JK
N

2∑
i=1

∑
k,q

ei(k−q)·riSi · ψ†qασαβψkβ (11)

H0 =
∑
kα

(εk − µ)c†kαckα (12)

where ψ†iα = Φ(r̂ij)
αβc†jβ as given in eq. 3 in the main text. The total Hamiltonian is the sum of the two terms,

H = H0 +HK . Next we carry out a canonical transformation to eliminate the HK term.

H̃ = eiSHe−iS

H̃ ' (H0 +HK) + i[S, (H0 +HK)]

+
i2

2
[S, [S, (H0 +HK)]] + ... (13)

We choose iS which satisfies [iS,H0] = −HK , such that HK term is eliminated to the lowest order:

iS =
JK
N

2∑
i=1

∑
k,q

ei(k−q)·ri

εk − εq
Si · ψ†qασαβψkβ (14)

Keeping the terms up to J2
K/εK , the effective Hamiltonian is H̃ = H0 +HRKKY where

HRKKY =
1

2
[iS,HK ] (15)

The commutator above has terms that are onsite like Sα1 S
β
1 and Sα2 S

β
2 which only provide a Hartree-shift as well as

intersite term like Sα1 S
β
2 and Sα2 S

β
1 which mediate the magnetic exchange. Focusing on the intersite terms, different

exchanges terms Sα1 S
β
2 can be evaluated with through the commutator

[Ψ†qσ
αΨk,Ψ

†
q′σ

βΨk′ ] (16)

where we have introduced two component vector Ψ†k = (ψ†k↑, ψ
†
k↓) for convenience. The above commutator vanishes

except q = k′ and k = q′. Then the non-zero terms in the commutator are

HRKKY = − J2
K

2N2

2∑
i=1

∑
kq,αβ

ei(k−q)·ri

εk − εq
[Sαi Ψ†qσ

αΨk, S
β
ī

Ψ†kσ
βΨq] (17)

where ī is defined as ī 6= i. Similarly we introduce C†k = (c†k↑, c
†
k↓) where Ψk = ΦkCk. For the p-wave form factor

Φk =
∑D
i sin(kia)σi, obtained from the Fourier transform of eq. 3 in the main text, it satisfies Φ†k = Φk. Evaluating
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the commutator in eq. 17 we get

[Sα1 C
†
qΦ†qσ

αΦkCk, S
β
2C
†
kΦ†kσ

βΦqCq] = Sα1 S
β
2 Φ†kΦkΦ†qΦqσ

ασβ(C†qCq − C
†
kCk)

= Sα1 S
β
2 Tr(Φ†kΦk)Tr(Φ†qΦq)(iε

αβγσγ(nq + nk) + δαβ(nq − nk))/4 (18)

where Tr(Φ†kΦk)/2 =
∑D
i sin(ka)2 and nk = (c†k↑ck↑ + c†k↓ck↓). For the diagonal terms α = β, the contribution from

Sα1 S
α
2 and Sα2 S

α
1 adds up. However for the off-diagonal terms, α 6= β, the contribution from Sα1 S

β
2 cancels with Sβ2 S

α
1

since εαβγ = −εβαγ . As a result, the exchange retains the symmetric Heisenberg form:

HRKKY =
∑
i 6=j

I(r)Si · Sj (19)

where I(r) is given as

I(r) = − J2
K

8N2

∑
kq

ei(k−q)·r

εk − εq
(Fq − Fk)Tr(Φ†kΦk)Tr(Φ†qΦq) (20)

where we have replaced nk with the Fermi-Dirac distribution Fk for finite temperatures. Next we provide the details
of evaluating I in one and three dimensions using onsite and p-wave form factors.

1D RKKY interaction

S-wave - In order to calculate I(r) analytically we approximate the conduction electron dispersion with a parabolic

band, εk ' ~2k2/2m. The s-wave form factor is just identity Φk = 1 which gives Tr(Φ†kΦk) = 2. First we evaluate
the q integral, ∫

dq
eiq·r

q2 − k2
=

∫ ∞
0

dq
eiqr

q2 − k2
+

∫ ∞
0

dq
e−iqr

q2 − k2

=

∫ ∞
−∞

dq
eiqr

q2 − k2

= −π
k

sin(kr) (21)

Next we carry out the k integral

I1
s (r) = −J

2
K

2

2m

~2

( a
2π

)2 ∫
dk
−π sin(kr)

k
e−ik·r

= J2
K

πm

~2

( a
2π

)2 ∫ kF

0

dk
2 sin(kr) cos(kr)

k

= J2
K

πm

~2

( a
2π

)2
Si(2kF r)

=
J2
K

εF

(a0kF )2

8π
Si(2kF r) (22)

where a is the lattice spacing. The factor (a0kF /2π)2 originates from converting the volume to the number of sites. Si
is the sine integral function. This expression is first obtained by Ruderman and Kittel[1] however it does not vanish
at large distances r →∞. This issue arises from a strong non-analyticity at k = 0 and q = 0. Proper treatment[2, 3]
of this non-analyticity gives another factor of π/2 which we omit the details,

I1
s (r) =

J2
K

εF

(a0kF )2

8π
[Si(2kF r)− π/2] (23)

P-wave - The p-wave form factor in one dimensions is Φk = sin(kja)σj where j is the direction of the one dimensional

chain. This results to Tr(Φ†kΦk) = 2 sin(k)2, where we dropped the j index since the results are independent of it.
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Then we need to evaluate

I1
p(r) = − J2

K

2N2

∑
kq

ei(k−q)·r

εk − εq
sin(k)2 sin(q)2(Fq − Fk) (24)

Similar to s-wave case, we first carry out the q integral,∫
dq

sin(qa)2eiq·r

q2 − k2
=

∫ ∞
0

dq
sin(qa)2eiqr

q2 − k2
+

∫ ∞
0

dq
sin(qa)2e−iqr

q2 − k2

=

∫ ∞
−∞

dq
sin(qa)2eiqr

q2 − k2

=


π
4k [−2 sin(kr) + sin(k(r + 2a)) + sin(k(r − 2a))], for r ≥ 2a

π
4k [−2 sin(kr) + sin(k(r + 2a))− sin(k(r − 2a))], for r ≤ 2a

(25)

where the residues changes sign for r less or greater than 2a for the sin(k(r − 2a)) term. Next we carry out the k
integral,

I1
p(r) = −J

2
K

2

2m

~2

( a
2π

)2 ∫
dk
π(−2 sin(kr) + sin(k(r + 2a))± sin(k(r − 2a)))

4k
sin(ka)2e−ik·r

=
J2
K

8

2mπ

~2

( a
2π

)2 ∫ kF

0

dk
(2 sin(kr)− sin(k(r + 2a))∓ sin(k(r − 2a)))

k
2 sin(ka)2 cos(kr)

=


1
16
J2
K

εF

(akF )2

8π [6Si(2kF r)− 4Si(2kF (r − a))− 4Si(2kF (r + a))

+Si(2kF (r + 2a)) + Si(2kF (r − 2a))], for r ≥ 2a
1
16
J2
K

εF

(akF )2

8π [4Si(2kF r)− 4Si(2kF (r + a)) + Si(2kF (r + 2a))

−Si(2kF (r − 2a)) + 2Si(4kFa)− 4Si(2kFa)], for r ≤ 2a

Note that there is no extra factor of π/2 since the non-analyticity at k = 0 and q = 0 is regulated by the sin(k)2 sin(q)2

term. The above expression can be expressed in terms of the s-wave interaction, I1
s

I1
p(r) =

{
1
16 [6I1

s (r)− 4I1
s (r − a)− 4I1

s (r + a) + I1
s (r + 2a) + I1

s (r − 2a)], r ≥ 2a
1
16 [4I1

s (r)− 4I1
s (r + a) + I1

s (r + 2a) + I1
s (2a− r)− 4I1

s (a) + 2I1
s (2a)], r ≤ 2a

(26)

3D RKKY interaction

S-wave - Similar to 1D, we evaluate the q integral first∫
dq

eiq·r

q2 − k2
= 2π

∫ ∞
0

q2dq

∫ π

0

dθ sin θ
eiqr cos θ

q2 − k2
=

2π2

r
cos(kr) (27)

where θ is the angle between r and q. Next we carry out the k integral

I3
s (r) =

J2
K

2

2m

~2

( a
2π

)6 ∫
dk

2π2

r
cos(kr)eik·r

= −J
2
K

2

2m

~2

( a
2π

)6 4π3

r

∫ kF

0

dk k2cos(kr)

∫ π

0

dθ sin(θ)eikr cos θ

= −J
2
K

2

2m

~2

( a
2π

)6 8π3

r2

∫ kF

0

dk k sin(kr) cos(kr)

= −J
2
K

εF

(kFa)6

8π3

sin(2kF r)− 2kF r cos(2kF r)

(2kF r)4
(28)

P-wave - P-wave form factor in three dimensions takes the form, Φk =
∑
i=x,y,z sin(ki)σ

i. Then the trace of the form
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factors simplify to Tr(Φ†kΦk) = 2
∑
i=x,y,z sin(ki)

2 ∼ 2 sin(k)2. Carrying out the q integral,

∑
q

e−iq·R

q2 − k2
sin2(qa) = 2π

∫ ∞
0

dq
q2 sin(qa)2

q2 − k2

∫ π

0

dθeiqr cos θ

=


π2

2r

[
2 cos(kr)− cos(k(r + 2a))− cos(k(r − 2a))

]
, r > 2a

π2

2r

[
2 cos(kr)− cos(k(r + 2a))

]
, r = 2a

π2

2r

[
2 cos(kr)− cos(k(r + 2a)) + cos(k(r − 2a))

]
, r > 2a

(29)

Next we carry out the k integral,

I3
p(r) = −J

2
K

2

2m

~2

(kFa
2π

)6π2

2r

∫
dk sin(ka)2

(
2 cos(kr)− cos(k(r + 2a))∓ cos(r − 2a)

)
eik·r

= −J
2
K

2

2m

~2

(kFa
2π

)6 2π3

r2

∫ kF

0

dk k sin(ka)2 sin(kr)
(
2 cos(kr)− cos(k(r + 2a))∓ cos(r − 2a)

)

=


1

16(kF r)2
[6f(r)− 4f(r + a)− 4f(r − a) + f(r + 2a) + f(r − 2a)], r > 2a

1
16(kF 2a)2 [4f(2a)− 4f(3a) + f(4a)], r = 2a

1
16(kF r)2

[4f(r)− 4f(r + a) + f(r + 2a)− f(r − 2a) + 4f(a)− 2f(2a)], r < 2a

(30)

where f(r) = (kF r)
2I3
s .

Extended s-wave form factor

The extended s-wave form factor in one dimension where the form factor couples nearest neighbors with the same
sign, ψ†iα = (−i/2)(c†i+1α + c†i−1α), as shown in Fig. 1(b) in the main text, leads to Tr(Φ†kΦk) = 2 cos(ka)2. Carrying
out similar calculations, we get

I1
sext

(r) =


1
16
J2
K

εF

(akF )2

8π [6Si(2kF r) + 4Si(2kF (r − a)) + 4Si(2kF (r + a))

+Si(2kF (r + 2a)) + Si(2kF (r − 2a))− 8π], for r ≥ 2a
1
16
J2
K

εF

(akF )2

8π [4Si(2kF r) + 4Si(2kF (r + a)) + Si(2kF (r + 2a))

+Si(2kF (r − 2a)) + 2Si(4kFa) + 4Si(2kFa)− 8π], for r ≤ 2a

where the main difference compared to the p-wave form factor is that all terms contribute with a plus sign. As a
result there is no destructive interference for small kF and ferromagnetic RKKY interaction is large (Fig 4).
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FIG. 4: 1D RKKY interactions for s-wave (red, solid), p-wave (black, dashed) and extended s-wave (blue, solid) for (a)
kF = π/10, (b) kF = π/4,(c) kF = π/2 and (d) kF = 3π/4. There is no destructive interference for extended s-wave case at
small kF . As a result, the ferromagnetic RKKY interaction is large.
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