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The 1990s saw an enormous increase in studies investigaling the brain
correlates of language processing. With the advent of lechniques for in-
vive scantiing of the hunwain brain in action (c.g., PET, iIMRE, MIG), we
no longer need to rely on the experiments of nalure in the form of a brain
lesion, (o study Lhe relation betweon brain and fangnage. One could thus
argue that a solid bridge belween psycholinguistics and neurobiology
has been established, In addilion to the classical behavioral measures
such as reaclion limes, gpoeech errors, :.lf_(_(_'].){dlll]][)/ rafings, etc., we are
nowadays able to measure the nearonal responses that underlie specific
language lasks. DPsycholinguistics and neurobiology are on common
ground, so one could think.

However, Lthere is also anolher perspeclive on the relation belween
psycholinguistics and neonrobiology. Many in the field of psycholinguis-
tics feel a deep dissatisfaction about the pasycholinguistic quality of most
neuroimaging studies on fanguage. The sophistication in psycholinguis-
lics in carclully controtling Llor numerous polential confounds in the
malerials (frequency, familiarity, morphologicat structure, phonological
striucture, ele, ete) and it addressivg issues based on explicil models of
speaking, listening, reading or wriling, is very often not presenl in
l.’!.c:m‘uim.ag’ji.-.\g studies on language. | had the peivilege o review the
language abstracts for the annmual meeting.of the Organization for Human
Brain Mapping for a number of years. Overall, the psycholinguistic
qualily of the majorily ol these submissions is disappoiniing. o shorl,
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allhough the bridge between psycholinguistics and neurobiology is there,
more Araffic back and forth is needed to shape au integrated cognitive
neuroscience of language. _

I order to define the eriteria that an adeguate neurobiolopy of
language has o meel, we (st need 1o clarily what we take our
explanandunt o be. If, like mysclf, one is interested nol only fu the cogni-
tive architectuve of language, but also in the only machinery that so far
has been able (o inslantiale natural language (ie., the funian brain), il is
obvious that the bridge between psycholinguistics and neurobiotogy has
to be crossed. However, it is a pecfeclly valid posilion o restrict one’s
explanandum to the coguitive architecture of language lunctions. lor a
psycholinguist of that kind the brain facts will only be relevant in so far
as Lhey can be used 1o develop, select or constrain a cognitive architeclure
model for the language function of interest. The cognitive architecture
then specilies the levels of representation needed and the processing
steps required for accessing represenfational structures, and for per-
forming the necessary computational operations on them, such that
unification ol all the relevant bits and pieces results. Even in Lhis case, [
belicve Lhat brain facls are relevant. el niw give two exainples. Recently,
Kempen (2003) has proposed an explicit compulational model of syntac-
tic processing that deals with bolh syntactic encoding aad gramumatical
decoding (parsing). l'or a number of reasons {such as spcaker-hcarer
alignment duri_ng dia]og {Garred & Pickering, 2004, Pickm‘i_.r.lg & Ciarrod,
this volume) a common mechanism for grammatical encoding and
decoding is attractive. Nevertheless, the common mechanism view g
agatnst the standard view thal assumes scparate mechanisms  for
encoding and parsing, To decide empirically between the one va, wo
moechanisms archilecture, brain Facls might be relevant. Tor inslance, a
common mechanism view would be hard to reconcile with neuroimag,ing
data that show a clear segregalion of areas activated by cnicoding and
arcas activated by decoding. Under the reasonable agsum ption that a
comumon mechanism view and a separate mechauism view have con-
sequences Tor the hypothesized nearal organization of grammatical
(—?n_coding/dr.‘ct)ding, brain facts do contribute Lo the body of empirical
data that might guide the choice for one cognitive architecture oplion
over the other,

A second example relales to the nature of the information flow. For
instance, strictly feedforward maclels of language processing (e.g., Culler
& Clifton, 1999) predict a lixed spatio temporal pattern of brain activity
thal is nol seriously modulated by attention or oulput rolated Factors
(.. lask parameters). 1t is compatible with a serial model of perception
and aclion, in which a perceplual stage is followed by cenlral cognilion
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{c.g., execulive function), which is then I_(_!”()\'\.-’(.‘d by Iﬂppm}_n‘iale '.?(‘.i.im"t (Lf
Fodor, 1983}, Recent findings in cognitive nonroscience (SRL 1{12.?_'.(_]If!|:|.l,
Fopassi, & Gallese, 2002) raise serious doubts about the general ti_‘.l.lablj'}.liy
of the setial model. Whoever's model may finally lurn out to be the right
one for language perceplion, it seems Lhat a ‘strlcily I'(rcdtoa_'i-vlard ?no‘d‘el
of lanpuage perception predicts another spatmv-‘i‘em P(JI‘E..II profile of b ‘Ia}n
activily under various lask conditions than an interactive m‘odnl_ Ag(..]“‘l
evidence from MHEG/TRG and/or IMRI studies could pmm('lt-;. relevant
empirical evidence o select among a].ll'—‘.I‘I‘I:-.l[i\!{_;' architectural t'Jpwtlf_)!i.sA

In summary, an adequate neucobiology of langnage car |'_?_t‘r_wu.1(3 c.{atat
that are of relevance for specilicalions in terms of the c;'o:.?_-,|1|1.1\‘fc architec-
ture of language functions. Al the same time, the relevant hr‘mn facts Carj
only be obtained in neuroscience rescarch that is strongly guided by St"al_e.
of the art psycholinguistics in torms of theorelical models and experi-
mental materials. Finally, explicil computational models are helptul in
achieving lhe necessary precision in specifying the consequences (.}f,
particutar principles of both cognitive and ncural m:(‘.hchctul.‘es, Fhis is
whal [ refer to as the triangle of cognilive neuroscience, with mutual
constrainds operating, al the levels of lh(r‘C_mnpu{ﬂt‘.l‘unal Im()%‘lel.‘s, the
cognitive architectures and the neural archilectu res. l‘}_‘t{:‘. l"T‘Il:(}I‘]'d {or al‘ln
integrated neurobiology of language are thus slwn!'u:atlou's‘. of .lh(r IanLua..
principles of language functions thal are adeq'ualu in relai.u.m to
behavioral dala and the cognilive architectures dL".'I‘.IV(:‘L'l J_m_m these dala
(uptard adequicy), and specifications of fhe. copnilive m“ch_ﬂe-‘.f“hn(.r:;. t}l.at
are adequate in the light of our understanding of the princi [_?]t‘.s (.)f b a%n
function (dewnward mdeguacy). The underlying assumption is ol course
that there is o syslemalic relation belween copnilive states and braie
states. Despile claims made in the past that these. two levels of
deseriplion and explanation might nol be relaled in a l.&:Nf[.II or
transparent way {e.g., Fodor, 1975; Mchler, Morton, &_JUS‘CZ}’}{, 19843, the

cpecent success of cognilive neuroscience 1s seen as an indication thal this
assunption is valtd. ‘ ‘ .

[ the remainder of this chapter [ outline how in a m_.'urr.'.ll_nc_)log!cal
account of language one can specily e t_‘t':lm‘ibt_llit_}n ol the (_‘_::IS!-%II:‘.H]
language arca, Broca’s arca, in a way thal does justice t'('J both pf‘syuim‘!n‘:;
guislic models of fanguage and our general understanding of this part o

Lhe bratn.

N BROCA’S COMPLEX

Despile some disagreement in the literature, mnost authors agree that
Broca’s arca comprises Brodinann Areas 44 and 45 of the left hemisphere.
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In the classical texthoolks these arcas coincide at the macroscopic level
wilh the pars opercalaris (BA 44) and the pars triangularis (BA 45) of the
third Irontal convolution. However, since there is much Lilldl()iTII( al vari-
ahilily, in many brains these arcas are not ensy to ir_l(.'nlil'y (UyTiags,
Malofeeva, Bogolepova, Amunts, & Zilles, 1999). Furthermore, cyloar-
chileclonic analysis (Amunlts, Schleicher, & Zilles, | H97) shows thal the
borders of areas 44 and 45 do nol neally coincide wilh the sulei that were
assumed to form their boundarics in gross anatomical lerms. More
fundamentally, one has to ask whal the jusiification is to subsune these
lwo cytoarchiteclonic areas under the overarching heading of Broca,
rather than, say, arcas 1% and 47. Arcas 44 and 45 511ow a number of clear
cytoarchitectonic diflerences, onc of which is that 45 has a granular laver
IV, whereas 44 is dysgranular. In conlrast, like arca 45, area 17 is part of
the heleromodal component of the frontal fobe, known as Lhe granular
corlex {(Mesulain, 2002). In addilion, arcas 44 and 45 have clearly distincl
postnatal developmental Arajectorics and show a difference in their
patterns of lateral asymmetry. Using an observer-independent method
for delincaling, corfical arcas, Ammls and colleagues (1999) analyzed
histological sections of 10 human brains, They found a significant loft-
over-right asymmetey in cell denstly (or area 44, whereas no significant
left-right differences werce observed for area 45

From a neurocanatomivcal perspeclive, there thus seems Lo be no strong,
motivation Lo reat Broca's arca as a natural kind, There is not (yet)
convincing, neurcanatomical evidence thal necessitates Lthe marriage of
BA 44 and BA 45 inlo one unified area that is molivated frony a
cytoarchitectonic, histological, and receptor-architeclonic point of view.
On the hasis of imaging sludics, it is not undtkely that the pars ocbitalis of
the third (rontal Lnn\mlutlun {ronghly corresponding Lo BA47) is part of
the frontal language network as well (Devlin, Metthews, & Rushworth,
2003; Hagoort, Hald, Bastiaansen, & Pelersson, 20043, From a functional
anatomical perspective it thus makes sense to use the term Broen’s contpex
tor this set of areas. Most of Broca’s complex (especially BA 45 and 47) is
part of prefrontal corlex, the remainder {especially BA 44) is classically
scen as belonging to premotor cortex, just as ventral BA6, which might
be involved in language processing as well.

The account that 1 propose herealier is based on an embedding of
Broca’s complex in the overall functional architecture of prefrontal cortex,
and a gencral dislinclion betiween memwory relricval of linguistic infor-
mation and combinatorial operations on information retrieved from the
mental lexicon. These operations are referred Lo as unification or binding,
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Broca’'s complex as part of prefrontal cortex

Integration is an important part of pre frontal cortex function. This holds
especially for integration of information in (he time domain {Fuster,
1995). ‘l'o [uifill this role, prefrontal cortex necds to be able fo hold
information online (Mesulam, 20023, and 1o sclect among compeling
allernalives  (Phompson- Schill, D'Hsposile, & Kan, 1999 Thompson-
Schill, this volume). Llectrophysiological recordings in the macaque
monkey  have shown thal this arca is important for suslainmg
information trigpered by a Lransient event for many seconds (Miller,
2000). This allows prefrontal cortex to select amonyg, and to establish
unifications between pieces of information that are perceived or relrieved
from memory al different moments in thue. Recenl nouroimaging, studics
indicate that Broca’s complex conlribute to the unification operalions
required for binding single word information into larger structures. In
psycholinguistics, piepration and unilicalion refor to whal l% usually
called posl-lexical processing. These are the operations en information
that is retrieved frons the memtal loxicon. 1t seems that prefrontal corlex
is espocially well sutted to contribule Lo posi- -lexical processing. In the
conlext of language processing, inlegration includes selection among
competing unification possibilities, so that one unified representation
spanning the whole utterance remains.

In this chapler 1 do not review the rapidly increasing number of
neuroimaging studies on dillerent aspects of language processing, and
on Lhe tole of the lefUinferior frontal cortex in this conlext. However, whal
I do is highlight a lew points of what I lake to be Jessons fo be learnt
from Lhis recent body of evidence.

A first impartant fesson is thal il would be a sevious inistake Lo
assume that Broca’s arca is a la_tlgl.mgc—spccif‘lc arvea, and that within the
language domain it only subscrves one very specific [unclion. As
Mosulam has argued in a scrics of classical papers {Mesulam, 1998, 1990),
"many cortical nodes are likely to participate in the function of more than
one network. Conceivably, op-down connections rom transmodal arcas
could differentially recruil such a cortical node into the scrvice ol one
network or another (1998 1040). In this conception, a particulac
cognitive function is most Tikely served by a distributed network of areas,
rather than by one local arca alene. In addition, the lowal arca paiicipales
in more than one function. For instance, Broca’s arca has also been found
activated when subjects had 1o search for a target hidden within a cmnplex_
geomelric pattern (Fink ¢t al, in press), or during mental ij_)_mgf-'.ry. of
grasping movements (Decely el al, 1994). A ome-to-one mapping
between Broca’s area and a specific funclional component of the
language system would thus be a highly anlikely oulcome. Never theloess,
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many nearelinguistic accounts of the role of Broca’s area still presuppose
such a one-to-one. mapping (e, Grodzinsky, 2000, Data  from
neuroscence aggue apainst such a kind of organization, Even for the
visual system, it is claimed thal e representations of, lor example,
abjects and faces in ventral temporal cortex are widely distributed and
overlapping {Flaxby ot al, 2001). 1t would indecd be I1i‘g|'11y surprising, if
the different representational domains in the Innguagc. nelwork woridd
behave according to more localist principles than the visual systein.

The second lesson to be learnt is thal within Broca's complex, there
might be funclionally defined subregions. By now, there is some
ndication “thal this complex shows a ventral 1o dorsal gracienl
(Bookheimer, 2002). Roughly speaking, BA 47 and BA 45 arc involved in
semantic processing, BA 45, 44, and 46 contribute to syntaclic processing,
(sce Figuve 10.1) Tinally BA 44 and BA 6 have a role in plmnoic_)p}icai
processing. Broca’s complex is thus involved in al least three different
domains of fanguage processing (seimantic, syntaclic, phonological), with,
presinably, a certain level of relative speciabization within different
subregions ol Browa's complex. TTowever, the overlap of activalions
betwoen these  three different types of information is subslantial.
Subregional - specilicity  within Broca’s complex for any ol these
informalion types can thus not be concluded.

FIG 100, Lateral view of the left bemisphere. Brodmann areas (BA) are marked
by number. Classically, Broca’s area comprises BA 44 and BA 45, {after Mesafam,
2002). SE: Sylvian Vissare, Sparsely dotied areas: Heleramodal association cortex,
including BA 45 and BA 47 Lensely dolied arca: Motoe-premolor corlex,
inchuding BA 44 and BA 6.
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Fromn a copnilive neuroscience perspective, the conctusion must be
that neither at the level of brain structuwee nor at the level of cognitive
unclion is Proca’s area a natural kind. Insiead, wilhin the left inferior
frontal corlex, il refers to a conglomeraie of related bul cyloarchilectoni-
calty dislinel arcas with a responsivity Lo distinel informalion lypes
wilhin the domainsg of language comprehension and production. Almoest
c:t‘.rlainly, the (_'m1g|t‘;merat{-' coniribules Lo olther (:ngnitive functions as
woll, In what follows | propose a role of Broca’s complex in what [ refor
1o as binding or unificatton of information retrieved from the mental
lexicon.

Broca’s complex as the unification space for language

Reconl accounts of the human Ianguage system (Jackendoft, 1999, 2002;
Tevell, 1999) assume a cognilive architecture, which consists ol separate
processing, levels for conceptual /semantic information, orthographic/
phonelogical information, and syntaclic information. Based on this
architeciure, most currenl models of language processing agree Uthat, in
on-line seitenee  processing, different Iypes ol constraints are very
quickly laken into consideration during speaking and tistening /reading,
Conslraints on how words can be structurally combined operale along-
stde qualilatively  distinet constraints on the combination of word
meanings, on Lthe grouping of words into phonological pluases, and on
their relerential binding into a discourse model.

Morcover, in recent linguistic theories, the distinction belween lexical
tHems and  traditional roles of grammar is vanishing. Tor instance,

Jackendoff (2002) proposes that the only remaining, rule of grammar is

UNIFY PEECES, "and all the piteces are slored in a commmon Fornat that
permils unification.” (p. 180). The unification operation clips together
lexicalized patterna with one or more variables in it The oporation
MERGE in Chomsky’s Minimalist Program (Chomsky, 1995) has a simi-
lar flavour. Thus, phonological, synlaclic, and semantic/ pragmatic con-
slraints delernine how lexically available structures are glued togethoer.
In jackendofT s recent account {2002), for all three levels of representation
{(phonelogical, syntactic, semantic/conceptual) informalion that is re-
trieved from the menlal lexicon has o be unified into larger siructures. In
addilion, inlerface operations link these three levels ol analysis. The con-
tribution of roca’s complex can be specified in teems of the uniffeation
0|_)El."c‘l.lil;'ﬂ‘|.‘5 al these Lthree levels, In short, the left inferior Mrorlal cortex
recruits lexical information, mainly stored in-temporal Tobe shruclures,
and unifies them tato overall represenlations that span owdthvord
utterances. Tlerealier, T show in more detall how this could worl for the
synlactic level of analysis (for more details, see Hagoort, 2003).
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_A.ccorclirlg to the Unilicalion Model for parsing (see Vosse & Kempen
2000y each word form in Lthe lexicon is associﬂled‘witl‘l a structural fral'm‘f
This strictutal frame consisls of a three-tiered unordered troe, s}')(.’uifyini.’
the possible stroclural environment of the particular lexical item (s(‘()‘
Figure 10.2). -

The lop layer ol the frame consists of a single phrasal node (e.p., NP).
This so-called root node is connecled 1o one or more Iunctionaljnodvs
{e.g., Subject, [1ead, Direct Object) in the secend layer of the frame. 'l‘l*;e
third layer contains again phrasal nodes to which lexical items or other
frames can be atlached,

This parsing account is 'lexicalist' in the sense that all syntactic nodes
{e.g., S NP, VI, N, V, ete) are retrieved from the mental lexicor. in other
words, chunks of syntactic structure are stored in memory. There are no
syntactic rules thal introduce additional nodes. In the L]Il—}.il‘lt‘ comprehen-
sion process, structural frames associated with the individual word forns
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| ] ool peoed | | . |
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HFIG. 1020 Syntactic Frames in memory (the nrental lexicon), retrieved on the
basis of Lhe word Form inpul Tor the sentence "The woman sees the man with the

77" . P 1. ) ¥ PP T e . : . .
E)}mm.ulam. 21 Determiner Phrase; NI Nounn Phrase; S0 Sentence; 11
! T(—!l‘)(}hiil(}llt-l[ I_llmse, t_il i article; hd: head; det detenminer; mod: modifier; suby:
subject; dobyj: direct object.
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incrementally enter Lthe unification workspace, In this workspace con-
slifuent structures spanning ihc whole ulterance are formed by a
anification operation. This operation consisls of linking, up lexical lraines
witl identical root and foot nodes, and checking agreement fealures
{nurnber, gendm‘, person, eic.).

The resulting unification links belween lexical frames are formed
dynamically, which impkies that the strength of the unification links
varics over lime until a stale of equilibrium is reached. Due to the
inhierent ambiguity in natural langnage, alternative binding candidates
will usually be available al any poinl in the parsing process. That ts, a
particular oot node (e.g., PF) often Finds more than one matching fool
node (i.c. PP) with which it can form a unification [ink (for examples see
Llagoort, 2003},

Uliimatety, onc phrasal configuralion yesults. This requires that
among Lhe alternalive binding, candidates only one remains active. The
required stale of equilibrinm s reached through a process of lateral
inhibition belween lwo or more allerpative unification Jlinks. The
outcome of the unification process is thus achieved via a seleclion
mechapism  {Le. luteral inhibition) thal chooses' between different
unification options (cf. Thompsen-Schitl, this volume). In general, due to
pradual decay of activation morc recent foot nodes will have a higher
Tovel of activation than the ones that entered the unificalion space earlicr.
In addition, strenylh levels al the unification links can vary in function of
plausibility {semantict) effects. For instance, il instrumental modifiers
under Snodes have a slightly higher default activation than instrumental
modificrs under an NP-node, lateral inhibition can resuit in overriding
the recency effect.

‘The Unification Model accounts for sentence complexity effccts
known from behavioral measures, such as reading, lines In general,
sentences are harder to analyze synlactically when more putciﬂ.ia}

unification links of similar strength enter into competilion with each

other. Sentences are easy when the number of U-links is small and of
unequal strength.

The advantage of ihe Unification Model 15 that it is computationally
explicit, it accounts for a large serics of empirical findings in the parsing
literaiure and in the m!um1_)sychr:llngicasl literature on aphasia, and it
belongs to the class of Jexicalisl parsing models that have found
increasing support in recenl years {Bresnan, 2001; Jackendoff, 2002; Joshi
& Schabes, 1997; MacDaonald, Pea rimulter, & Seidenberg, 1994).

‘This model also nicely accounds for the two classes of syntax-related
ERP-cfiecls thal are consislently reported <over recent years in NRI
studies on language. One type of FRP effect related Lo synlactic
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processing is the PeO0/S1°S (Hagoorl, Brown, & Groothusen, 1993). The
POOD/SPS s reporled in aelation o syntactic violations, syntactic
ambiguitics, and syntactic complexily. Another syntax-related ERP is a
left al'll(PT‘l(Jl__: negativily, referred to as LAN or, if carlier in lateney than
400 ms as ]'..i_._AN {I'rtederici, Lialne, & Muecklinger, 1996). In contrast {o
thu I’(‘al_l(]/SPS, the (TYTLAN has so far only been observed to synlactic
vialations. In the Unification Model, binding (unification) is }'Jrovénled in
two cases. One case s when the root node of a syatactic building block
(¢.g., NP} does not find another syntactic hr.li]d.ingul;!luck wilh an tdentical
fool node (i NP 1o bind to. The other case is when the agreenient check
finds a sn_ric_)us mismatch in the grammatical feature specifications of the
r{.)ol' and Toot nodes. The claim is that the (IDLAN results from a failure to
l'nm‘.l, as a result of a negalive ouwdcome of the agreement check or a failure
lo find a matching category node. For inslance, the sentence "The woman
sees the man because with the binoculars” does not resudt in a completed
parse, since the syntactic frame associated with "because” does nol find
unoccupicd (embedded) S-rool nodes that it can bind o, As a result
unificalion fails. J

In the conlext of the Unification Model, T have proposed that the
PeUU/SS s related to the lime it takes b eslablish unificalion links of
Suff_icient strength (Hagoorl, 2003). The time it takes Lo build up the
unification links until the required strength is reached is affected by
ongoing compelition between allernative unificalion options {synlactic
ambiguity), by syntactic complexity, and by semantic influences. The
amplitude of the Po00/5PS is modulated by the amount of competition.
Compelilion is reduced when the number of allernative binding options
is smaller, or when lexical, seimantic or discourse conlext modifics the
strengths of the unification links in a particular direction, thereby
311.(.)1‘lcl1in§; the duration of the competition. Violations result in a
Po00/SIS because unification allempls are still made. For inslance, a
mismatch in gender or agreement fealures might stll result in weaker
binding in the absence of alternative oplions. TTowever, in such cases the
strength and build-up of U-links will be affected by the partial mismatel
in syntactic feature specification. Compared (o less complex or
syntactically unambiguous sentences, in more complex and syntactically
ambiguous sentences il lakes longer to butld ap U-links of sufficient
strength. The latter senlences, therefore, result in a P6D0/SPS in
contparison Lo the loomer ones.

In summary, it scems that the Unification Model provides an
acceptable account for the collective body of ERI? dala on syntactic
processing. 1Uis the most explicil computational model account of these
data thal is currently around.
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The Unification Model alse scems o be compalible with PET/{MRI
studies on syntactic processing. Ina recenl meta-analysis ol 28
neuroimaging studics, Indefrey {2003} found Lwo areas that were critical
for syniactic processing, independent of the inpul modality (visual in
reading, auditory in speech). ‘These lwo supramodal arcas for syntactic
processing, wete (he Teft poslerior superior terporal gyrus and the feft
posterior infertor frontal cortex, substantially ovetlapping with left
prefrontal cortex. “The lefl posterior temporal cortex s known to be
involved in fexical processing (Indelrey & Cutler, 2004). e connection to
the Unification Model, Lhis part of the brain might be important for the
relricval of the symlaclic frames that are stored in the lexicon. The
Unification Space where individual frames are connected inlo 4 phrasal
confipuration for the whole utterance mighi be localived in the feft frontal
part of the syntax-relevant network ol braity arcas.

However, unilication operations lake place not only al the synlactic
processing, level, Combinatoriality s a hallmark of language across
representalional domains. Thai is, it holds cqually for synlactic, semanlic
and phonologival levels of analyses. In all these cases lexical bits and
pieces have to be combined and integraled into larger structures. The
need for combining independent bits and picces nlo a gingle coherent
percept is nol unique for language comprehension. It also holds for the
visual syslem. In visual netvosvience this is relerred 1o as the binding
problens. Tlowever, the tricks that the brain might use for solving the
hinding problem in vision most likely don’l work for fanguage. The
central question in vision is how the different attributes of an object, that
are known 1o be prc':cessud in different corlical areas within visual corfex,
are brought together so that they result in a unificd visual percept. One
solution that has gained popularity in recent years, although it is still
controversial, is thal the mechanism of visual binding is related to the
synchronicity of firing in the cell assemblies that code for the individual
visual feaiures (Varela, Lachaux, Rodriguer, & Ma rlincrie, 2001).

The major dillerence  between visual perception and  language
comprehension is that visual binding is more or less instantaneous,
whereas language comprehension is extended in time. |he relevant arcas
in visual corfex deliver their specific outputs (e, color information,
molion information, cte) within a very narrow lime window. On lhe
basis of the available experimental evidence, 10 15 assumed  Lhat
synchronous nebworks cierge and disappear al time scales between 100
ms and 300 ms (Varela el at, 2000, In contrast, onc ol 1the hallmarks of
language processing is that information is spread out over relatively
extended time periods. For nstance, in parsing the auditory senlence
"Noam thought of a couple of nice example sentences for his Linguistics
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class but by accident wrote them down in his political diary,” e
information of Noam as the subject of the sentence still has to be available
some second or so later when the acoustic informalion encoding, the finite
verh form "wrotle” has reached auditory cortex,

Crudially, the binding problem for langirage is hiow information that
is not only processed in different parts of corlex, but also al diffcrent
e scales and at relatively widely spaced pats of the time axis, can be
unified inlo a coherent represeniation of a multiword ulterance.

One requitement for solving the binding problem for language is,
therclore, the availability of cortical tissue thal is parlicularty suiled for
maintaining information on-line, while binding operations take place. As
we have scen, prefrontal cortex seems to be especially well-suited for
doing exactly this. It has reciprocal conneclions Lo almost all cortical and
subeortical structures, which puls i in a upique neuroanatomical posi-
tion for binding operations across linie, both within and across different
domaing of caognition,

The uniflication operations al semaniic and phonological levels share
the extended time characlerislics with syntactic processing,. Therelore,
Broca’s complex is also suited Tor these types of unilication operations.
Figure 10.3 shows how semarlic/conceptual unification and phonologi-
cal unilication could be worked out along, stimilar lines, with BA 47 aod
45 involved in semantic binding, BA 45 and 44 in synlactic binding, and
BA 44 and 6 in phonological bind ing. Flowever, one has Lo realize that
the overlap of activations for these different information types is
substantial, and the ventral-to-dorsal gradient cannot be taken as solid
evidence for a subregional specificity wilhin Broca’s complex.

BROCA’'S AREA REVISITED

As Thave tried Lo make clear, despite the large appeal of Broca’s area, it is
not a very well defined concepl. Instead of Broca’s avea | have therelore
proposed the use of the term Broca’s complex, to refer to a series ol
related but distinel arcas in the left inferior lronlal cortox, at leasl
encompassing BA 47,15, 44, and ventral BAG. This set of areas subserves
more than one function in the language domain, and presumably other
non-language functions as well. In the context of languape processing,
the common denominator of Broca's complex is its role in selection and
unification operalions by which individual pleces of lexical informalion
are bound together into representalional structures spanming muliiword
utterances. One can Lhus conclude thal Broca's complex plays a pivotal
role in solving the binding problem for language. '
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FIG. 103, The pradient in left inferior frontal cortex lor nr[ivatitfns aiul their
distribution, related to semantic, syntactic and phonological provessing, based on
the mota-analysis 0 Bookheimer {2002). The centers represent '._'!'m‘ neean
coordinates (_'n_["li‘m local waxima, Lhe radit represent the Glnndn'rd.devmlton.‘_; af
the distance between the local maxima and theie means (courtesy al K_m'i Magm}s
Peterssom), The aclivalion shown 18 from artificial Eramar ‘““lat"".}fls_ m{.
Petersson, Forkstam, and Tagvar (2004). Below, the l_)i'lf_‘l_nt'_![{_}‘5',1(‘2::!, .Lsyn.iat:{.u_, ane
semanlic/ conceptual structares for the sentence “'_I'h(_r little stat’s beside lllw..lu.g
star® (Jackendoff, 2002). Uhe wification operations wwvolved are supgested to

require the conleibulion af Broea’s complesx.
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