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Thesis abstract 

Many aspects of biological life can only be explained in their ecological context. This was 

already recognized more than a hundred years ago by Haeckel: “Ecology is the entire science 

of the relations of an organism to its environment to which we can count in a broader sense 

all conditions of existence”. Ecosystem changes can be observed directly on the microbial 

level through the application of molecular methods developed over the last 20 years. These 

methods have revealed the diversity and functioning of microbial communities and their 

crucial role in ecosystem functioning. 

The advent of metagenomics, defined as “the functional and sequence-based analysis of the 

collective microbial genomes contained in an environmental sample” (Riesenfeld et al. 2004), 

allows researchers, for the first time, to perform cultivation-independent studies of the 

microbial world on the DNA sequence level. Basic questions like “How does the environment 

influence the gene content?”, and “How does the functional potential encoded therein 

influence the capacity of a microbial community to interact with the environment?” can now 

be addressed. Metagenomics can also be used to test the hypothesis that a portion of the 

genes with no known function are conserved in certain microbial communities and thus may 

be important for their successful ecological adaptation and survival. However, to achieve a 

holistic picture of the microbial realm and the complex interactions therein, data and 

information on basic ecological questions like “Who is out there?” and “What are they 

doing?” need to be systematically managed. This is a crucial prerequisite to the relation of 

sequence data to ecological data based on geographic information, an attribute of both 

datasets.  

The results of this thesis can be grouped into a) genomic data standardization and b) software 

architecture development and implementation of an integrated framework for ecological 

genomics. The centerpiece of this thesis is the Microbial Ecological Genomics Database 

(MegDb). In the vicinity of MegDb a set of tools has been developed using ecological geo-

referenced DNA sequence data. In summary, MegDb, a new integrated database suitable for 

ecological genomics based on existing and newly developed standards is now available. The 

Minimum Information about a Genome Sequence (MIGS) recommendation by the Genomics 

Standards Consortium (GSC) is an integral part of MegDb serving to increase interop-

erability. The involvement in the GSC underpins that successful integration projects need to 

be based on common standards of international scientific communities. 
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Introduction 

"What we know is a drop. What we don't know is an ocean." 

– Sir Isaac Newton 

Isaac Newton‟s metaphorical perspective on human knowledge aptly describes the volume of 

discovery awaiting those studying the marine ecosystem. It is well known that 70% of Earth‟s 

surface is covered by oceans and it is thought that most life-forms are contained therein. 

However, it is somewhat ironic that in an era where scientists are able to observe oceanic 

properties like surface temperature and chlorophyll concentration from space, the question 

what lives in a droplet of water and how it contributes to Earth‟s biosphere remains largely 

unanswered.  

Marine Microbial Ecology 

Besides the one million microbial cells contained in a millilitre of seawater, microorganisms 

inhabit almost every place on earth in large numbers. Currently, the total number of microbial 

cells on earth is estimated to be up to 10
30

, which is 6-8 orders of magnitude higher than the 

estimated number of stars in the universe (Whitman, Coleman et al. 1998; Agency 2004). 

Microorganisms grow under all kinds of environmental conditions, e.g. in oxic and anoxic 

areas, at extremely low or high temperatures, and with or without light. Some are known to 

be extremophiles, which not only survive under extreme environmental conditions, but even 

need these conditions for optimal growth. They thrive in environments where eukaryotic cells 

cannot survive. They live in air, soils, oceans, lakes, rivers, sediments, and in the deep 

subsurface. They are free living and can live either as pathogens or as symbionts in 

eukaryotic organisms
1
. 

In fact, microorganisms provide the foundation of our biosphere. They were the first 

organisms inhabiting earth, and catalyzed the key step in the evolution of multi-cellular 

organisms by oxygenating the atmosphere and allowing aerobic respiration to support life.  

The ability to inhabit almost every place on earth and the possession of diverse metabolisms, 

                                                 

1
 It was estimated that a single human body is composed of 10

13
 cells, but harbors 10

14-15
 bacterial cells. This is a 

difference of one to two orders of magnitude. 



Data integration for marine ecological genomics  Renzo Kottmann 

~ 2 ~ 

with which they can gain energy by chemical alteration in a wide range of environments, 

make microorganisms key players in global cycling of elements such as sulfur, carbon, 

nitrogen, and phosphorous.  

Moreover, in recent years it has become apparent that microorganisms are even catalyzing 

key steps in the global element cycles. One example is that many transformations of sulfur 

compounds are exclusively carried out by microorganisms. Sulfate reduction is the dominant 

process in the anaerobic sediments of the world oceans, which is the largest sulphur reservoir 

in the biosphere (Jorgensen 1982; Widdel and Hansen 1992). 

Another example is anaerobic methane oxidation (AOM), a globally important process in the 

carbon cycle that significantly reduces the methane – a greenhouse gas – flux from the ocean 

to the atmosphere (Reeburgh 1996). Additionally, as microorganisms are the only ones 

known to fix atmospheric dinitrogen, they also play a key role in the nitrogen cycle. 

The importance and impact of marine microorganisms on the global element cycles was first 

recognized in the mid 1970s (Pomeroy 1974). Since then many findings shaped the field of 

marine microbial ecology. Today it is known that marine microorganisms are responsible for 

more than 50% of the total primary production, which is the transformation of inorganic- to 

organic carbon (Field, Behrenfeld et al. 1998; Pedrós-Alió 2006) and are responsible for 

more than 95% of the total respiration (del Giorgio and Duarte 2002; Pedrós-Alió 2006). 

Despite the many findings in the field of marine microbiology and ecology, some 

fundamental questions are still open and under constant debate: What, exactly, is living in a 

drop of ocean water? What exactly are they doing; which chemical reactions are they 

performing, at which rate, and under which environmental conditions? How do they interact 

within communities; and how is the genomic content and regulation of individual cells 

related to the functioning of the environment they live in?  
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Microbial Ecological Genomics 

Ecology is ``the entire science of the relations of an organism to its environment to which we 

can count in a broader sense all conditions of existence'' – Ernst Haeckel, 1866 

The formulation of the laws of inheritance by Mendel and the discovery of deoxyribonucleic 

acid (DNA) as life‟s fundamental macromolecule – carrying all the necessary information for 

maintaining all processes within a cell – founded the discipline of genetics. The subsequent 

development of an array of new molecular techniques, especially DNA sequencing 

techniques and polymerase chain reaction (PCR) was crucial for the foundation of molecular 

biology and revolutionized biology (Saiki, Gelfand et al. 1988; Vosberg 1989). This is one 

reason, why the twentieth century has been labelled “The Century of the Gene” in the book of 

the same title by the scientific writer Keller (2002). 

In the twenty first century especially genome DNA sequencing technologies influence 

environmental science, advance the understanding of microbial ecology (DeLong 2005), and 

continuously open many new ways to study single organisms and microbial communities on 

the DNA level. Based on the advances in molecular biology and ecology, the scientific 

discipline of Microbial Ecological Genomics emerged recently. It can be defined as: “a 

scientific discipline that studies the structure and function of a genome with the aim of 

understanding the relationship between the organism and its biotic and abiotic environments” 

(Straalen and Roelofs 2006). 

Ecological studies of single micro-organisms 

In contrast to classical genetics, which studies genes one by one, genomics analyses the 

genome as a unitary whole, under the premise that the function of one gene can only be 

understood in the context of the other genes in the genome (Straalen and Roelofs 2006). 

Genome sequencing delivers the genetic inventory which codes for the cellular functions and 

phenotype of organisms. In ecological genomics the analysis focuses on genes and regulatory 

mechanisms thought to be important in the interaction with the organism‟s environment and 

the adaptation strategies for living in these environments. 

Since the sequencing of the first bacterial genome Haemophilus influenza (Fleischmann, 

Adams et al. 1995) in 1995, a total of 911 complete microbial genomes have been sequenced 

by the end of 2008 (Kyrpides). Most genome projects are either medically or 
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biotechnologically motivated. The first marine genome sequenced in 1996 is the Archaeaon, 

Methanocaldococcus jannaschii (Bult, White et al. 1996). It a hyperthermophilic organism 

isolated from a deep-sea hydrothermal. It was sequenced to understand the genetic basis of 

the evolution and the biological mechanisms that allow it to not only survive but also to 

thrive in such extreme environments. Rhodopirellula baltica is the first marine bacterium 

whose sequencing was motivated by purely ecological inquiry (Glöckner, Kube et al. 2003). 

In 2008, 1845 genome projects were ongoing or completed from which more than 230 are 

microorganisms isolated from the marine environment. This data is a basis for large scale 

comparative studies of single genomes. 

Ecological studies of microbial communities 

The structure of a microbial community can be described e.g. by species richness, biomass 

and all genomes contained therein. The most commonly used approach in determining 

microbial diversity is based on the sequencing and analysis of the small subunit (SSU) rRNA 

genes, particularly the 16S rRNA gene in Bacteria and Archaea. The 16S rRNA gene codes 

for a crucial function in the translation of messenger RNA to peptides. It is an essential gene 

present in each known microbe and comprises a mixture of highly conserved and more 

variable regions where nucleotide substitutions do not alter ribosomal function. Because of 

the high evolutionary pressure assumed to exist on this gene, it is thought not to be subject to 

frequent lateral gene transfer and therefore fulfils the criteria of a molecular clock 

(Zuckerkandl and Pauling 1965; Woese and Fox 1977; Madigan, Martinko et al. 2002). 

Therefore, the 16S rRNA gene is a suitable marker for molecular diversity studies. The first 

cloning of SSU rDNA directly from the environment in 1986 by Olsen et al. (1986) opened a 

new dimension to cultivation independent molecular studies of microbial diversity by 

granting the experimental methodology to more accurately describe “Who is out there?” and 

assess the environmental diversity. 

One major finding of 16S rRNA based diversity studies is that microorganisms isolated by 

the use of standard cultivation methods are rarely numerically dominant in the communities 

from which they were obtained (Hugenholtz 2002). Recent estimates suggest that only 1% of 

the diversity can be assessed by culture-dependent methods (Amann, Ludwig et al. 1995; 

Curtis, Sloan et al. 2002). In addition studies on microbial diversity in soils (Torsvik, 

Goksoyr et al. 1990), open oceans (Giovannoni, Britschgi et al. 1990), and other habitats 

have shown that microorganisms are the unseen majority (Whitman, Coleman et al. 1998) 
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and that the microbial diversity is even higher than expected. Numerous studies on 

bacterioplankton diversity in open oceans have shown that the majority of SSU rDNAs 

belongs to new phylogenetic groups with no close relatives in culture collections (Schmidt, 

DeLong et al. 1991; DeLong 1992; Fuhrman, McCallum et al. 1993; Gonzalez and Moran 

1997; Suzuki, Rappe et al. 1997; Hugenholtz, Goebel et al. 1998). 

Another means of describing the microbial community structure on the functional level is the 

metagenomics approach. The advent of metagenomics, defined as “the functional and 

sequence-based analysis of the collective microbial genomes contained in an environmental 

sample” (Riesenfeld, Schloss et al. 2004), allows researchers, for the first time, to perform 

cultivation-independent studies of the microbial world on the genomic level. Basic questions 

like how does the environment influence the gene content and how does the genomic 

potential influence the capacity of an organism to interact with the environment can now be 

addressed. Moreover, metagenomics can be used to test the hypothesis that a substantial 

portion of the genes without known function are conserved in certain microbial communities 

and thus may are important for their successful ecological adaptation and survival. 

Technically, metagenomics is an extension of the 16S rRNA approach (Glöckner and 

Meyerdierks 2005). It is based on improvements in DNA extraction techniques and the 

continuous advancement of sequencing technologies. Metagenomics allows for the first time 

to 

 Reconstruct genomes without culturing 

 Elucidate the biochemical interaction of whole microbial communities 

In this manner, the new metagenomics approach is a promising new research approach and 

has gained much interest. Streit et al. term metagenomics “the key to the uncultured 

microbes” (Streit and Schmitz 2004). Tyson and Banfield are more precisely in stating: ``it is 

now possible to design experiments that integrate genomics, gene expression and proteomics 

in an environmental context'' (Tyson and Banfield 2005). 
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Microbial Ecological Genomics: a Data Management 
and Integration Perspective 

The volume of data produced by ecological genomic studies, especially metagenomic 

projects, demands the use of computational techniques for data management and analysis. 

Even if computer programs are used or developed de novo for a given study, most ecological 

genomic studies are still done based on manual integration. That is, researchers perform their 

individual analyses based on ad-hoc, one time compilation of the information from their 

studies and from external sources as needed. 

Increasingly, ecological genomic studies do not only analyze their own data, but extensively 

compare it to published data. The availability of data through the internet has made this 

process possible. However, the sheer amount of data and the vast number and variety of 

existing databases makes manual integration infeasible. Today‟s researchers have to face a 

high number of data resources with markedly different characteristics. Hernandez et al. 

(2004) accurately summarize the database characteristics most pertinent to a user‟s point of 

view: 

 The highly diverse nature of the data stored, 

 The representational heterogeneity of the data, 

 The autonomous and web-based character of the sources and the way the data is 

published and made available to the public, 

 The various interfaces and querying capabilities offered by the different sources. 

Clearly, the diverse and heterogeneous characteristic of each individual database makes 

combination and management of different data sources difficult and, at the very least, time 

consuming. Before the user is able to use any database in a reasonable way, they must devote 

significant effort and time to understanding the nature of the data, its representation, its 

availability and the query capabilities they may use.  

Furthermore, researchers interested in combining ecology with molecular information at the 

same time have to merge data from two different worlds: those of environmental sciences and 

those of sequence data and bioinformatics. 
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Environmental databases 

Environmental databases collect a variety of geo-referenced observations of different bio- 

and physico-chemical conditions on the earth in time. Hundreds of databases exist 

worldwide. Among the databases targeting the ocean are namely World Ocean Atlas (WOA), 

World Ocean Database (WOD), Pangaea, British Oceanographic Data Centre (BODC), and 

SeaDataNet.  

All these databases differ significantly in a) the nature of the data stored, b) the way the data 

is presented to users, c) the way the data is published and made available to the public. 

There is a high heterogeneity in the exchange formats of the environmental databases. All the 

above named databases use different data formats for delivering data. This overall high 

heterogeneity can be explained by the fact that standardization of geographic data and 

processing only recently grow in scope and importance. For example, the National Oceanic 

and Atmospheric Administration (NOAA) in the USA, which is hosting WOA and WOD, 

became Principal Member of the Open Geospatial Consortium (OGC) in March 2009. The 

OGC is an international consortium of more than 370 companies, government agencies, 

research organizations and universities participating in the development of publicly available 

geospatial standards for solutions that "geo-enable" the Web.  

Several of the OGC standards became ISO standards including Geography Markup Language 

and Web Map Service. The environmental databases start to adopt the OGC standards. 

Pangaea for example started to provide Web Map Service access to their geospatial data. 

Sequence databases 

The data types most interesting for Ecological Genomics are DNA sequence data as well as 

transcriptomic and protein data. 

Hundreds of molecular biology databases (MBD) exist worldwide. They range from very 

specialized databases on biological entities to more general databases for different types of 

data
2
. Notably, examples of specialized and manually curated databases include the Protein 

Data Bank (PDB) for protein structures (Bourne, Westbrook et al. 2004; Berman 2008) and 

Swiss-Prot for protein sequences (Consortium 2009). 

                                                 

2
 The Database Special Issue published by Nucleic Acids Research gives a yearly overview of available 

molecular biology databases. 
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The most important general databases offer archives for all publically available sequence 

data. These are EMBL
3
 (Kulikova, Akhtar et al. 2007; Cochrane, Akhtar et al. 2008) at the 

European Bioinformatics Institute
4
, GenBank

5
 (Benson, Karsch-Mizrachi et al. 2009) at the 

National Institute of Health and the DNA Data Bank of Japan (DDBJ)
6
 (Sugawara, Ikeo et al. 

2009) at the National Institute of Genetics. All three databases were created in the context of 

the ``Human Genome Project (HUGO)'' during the 1990's and constitute the International 

Nucleotide Sequence Database Collaboration
7
 (INSDC). The INSDC databases offer various 

ways of accessing, querying, and representing the comprehensive set of publically available 

DNA sequences. Moreover, they all provide substantially different additional data sources 

and data types. However, the INSDC specifies which additional data on “higher order 

sequence domains and elements within the genome of an organism” should be provided by all 

INSDC members in the “Feature Table Definition Document” (INSDC 2009). This assigns 

common rules upon which the exchange of data on a daily bases is made possible. The data 

items include:  

“regions which:  

 perform a biological function,  

 affect or are the result of the expression of a biological function,  

 interact with other molecules,  

 affect replication of a sequence,  

 affect or are the result of recombination of different sequences,  

 are a recognizable repeated unit,  

 have secondary or tertiary structure, 

 exhibit variation, or have been revised or corrected” (INSDC 2009).  

The data items named above represent results and knowledge gained from extensive 

laboratory and bioinformatics analysis of each respective DNA sequence. This process of 

assigning additional data items to regions on the DNA is commonly named annotation. 

                                                 

3
 http://www.ebi.ac.uk/embl/ 

4
 http://www.ebi.ac.uk/ 

5
 http://www.ncbi.nlm.nih.gov/Genbank/index.html 

6
 http://www.ddbj.nig.ac.jp 

7
 http://www.insdc.org/index.html 
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Today, a range of annotation systems exists to manage and combine data from extensive 

additional analysis based on diverse sets of bioinformatic algorithms and software (Médigue 

and Moszer 2007) for sequence assembly (Scheibye-Alsing, Hoffmann et al. 2009), gene 

finding, protein functions assignment (Juncker, Jensen et al. 2009; Rentzsch and Orengo 

2009), protein domain prediction (Finn, Tate et al. 2008) , prediction of gene expression and 

gene regulation accompanied with data from laboratory studies.  

The new large-scale metagenomic sequencing projects – which generate 3-2,000 genome 

equivalents in sequence information per project – bring new challenges and demand further 

development on software for assembly, gene calling, and annotation. Several new and 

dedicated database resources have recently emerged to address the current need for large 

scale metagenomic data management, namely, CAMERA (Seshadri, Kravitz et al. 2007), 

IMG/M (Markowitz, Ivanova et al. 2008), and the MG-RAST platform (Meyer, Paarmann et 

al. 2008). 

Data Integration for Ecological Genomics 

Data integration systems provide single unified views on the combination of data from 

different sources. To date, no such system exists, which combines sequence and 

environmental data resources in order to provide a systematic means of analyzing DNA 

sequences data in the context of its environment. Even conceptually simple data retrieval 

requests such as “Give me the temperature at the sampling site of my microbial isolate” are 

far from trivial. A system tailored to such requests would need to provide comprehensive data 

derived from a multitude of independent single studies and prepare them for integrated 

ecological analysis. 

Different Integration Approaches 

Two general categories of integration system exist: 1) materialized integration systems and 2) 

virtual integration systems. Materialized integration systems gather data from different 

sources and store them locally in a unified system, whereas virtual integration systems query 

many remote sources and only store data relevant to a given query locally. In the latter case, 

the integrated data exists only virtually at the site of the integration system. 

The data warehouse architecture clearly belongs to the category of materialized integration 

systems. Here, data is extracted from different sources, transformed as necessary and loaded 
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into the local warehouse. In this context, the data gathering process is often named ETL 

process (for Extract, Transform, Load) and the data warehouse can be seen as a “Unifying 

Database” specifying one global data model to which all gathered data is transformed to. 

The Mediator based architecture was proposed by (Wiederhold 1992) and is a virtual 

integration approach. A mediator takes a user query on the mediator schema and translates the 

query into different queries for the different remote schemas. This architecture requires the 

specification of correspondences between the single mediator schema and the different 

remote ones, rather than the full transformation of the source data. The correspondences can 

be achieved in two different ways. With the Global-as-View concept, each query to a 

mediator schema component triggers nothing else but queries to one or more remote sources. 

With the Local-as-View concept each remote data source has to provide a single view on its 

local data which is in accordance to the mediator schema. 

The third navigational architecture is – compared to the last two discussed – rather loosely 

defined. It emphasizes linking all data items between all resources to allow a navigational 

point-and-click use of the web pages of all resources. The integration is based on a page 

model, where interconnections between pages, entry points, and content describing metadata 

are stored. 
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Which integration approach is preferable depends on several design decision. Firstly, the Aim 

of integration defines the overall goal of the approach. The aims of existing systems vary: on 

the one hand, portal concepts, which aim to support “an integrated browsing experience for 

the user” (Hernandez and Kambhampati 2004) are exemplified by SRS (Etzold, Ulyanov et 

al. 1996; Zdobnov, Lopez et al. 2002), Entrez (Baxevanis 2008) and other integrated portals. 

On the other hand, some systems aim to integrate data from different sources and add custom 

data to augment the value of the system while adding new information. 

The common data model refers to the underlying technology platform chosen to implement 

the integrative data model. This can vary from simple text models, semi-structured data e.g. 

in XML, or structured data most often in terms of relational- or object data. The choice on the 

data model often reflects the data models of the sources. Design decisions also have to be 

made on the assumed inter-relations of the source data, which can be either complementary, 

in that two sources deliver data on different aspects of the integrated data model, or 

overlapping, in that two sources have same or different data on the same aspects of the 

integrated data model. The latter is indeed a tremendous difficulty in bioinformatics given the 

hundreds of databases (Hernandez and Kambhampati 2004; Goble and Stevens 2008). 

Further design decisions include the user model and level of transparency, both reflect which 

kind of user and usage of the integration system is expected. Depending on the expertise of 

the user, access to the data is given in a browsing fashion, which assumes almost no 

expertise. Some expertise is required in cases where the system offers data retrieval by 

querying. The querying can be facilitated by either interactive systems or by direct access to 

the persistent integrated data. The browsing access gives the user also the highest level of 

transparency where the sources of data might be even totally invisible, whereas the direct 

access to the system assumes knowledge of the underlying data structure and sources giving 

the lowest level of transparency. 

Unifying aspects for a unified model 

As indicated above, there is a great divide between the worlds of environmental and sequence 

databases. There are many reasons for this separation. One obvious reason is the different 

nature of data generated and stored. The environmental databases focus on storing 

observations of the Earth in terms of physical and chemical measurements in space and time. 

Sequence databases store complex data on aspects of biological entities, mostly derived from 

molecular analysis.  
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An integration approach needs one common unifying data model for the integrated system. 

Commonly, the description of an integrated system on a higher level is given by a domain 

model. Such a domain model is the conceptualization of a system which describes the various 

entities involved in that system and their relationships. The goal of a domain model is to 

document the key concepts and the domain-vocabulary of the system being modeled. 

The questions at hand are: can diverse and complex data of environmental and sequence 

databases be combined in a single domain model? Are there common touch-points (Goble 

and Stevens 2008) between environmental and molecular sequence data? Is there a common 

theme or structure under which they can be integrated?  

These questions can be positively answered through proof by example, which is to engineer a 

formalized domain model proving to be capable of integrating molecular sequence data as 

well as environmental data. 

Environmental data is in most cases a series of measurements in time and space. A simplified 

schema (using the definition and notation by Garcia-Molina (2002 p. 62)) for integration is  

Measurement(name, value, unit, x, y, z, time) 

The attribute are defined as follows: name is the name of measurement e.g. temperature; 

value is the measured numerical value e.g. 22; unit is the unit of measurement e.g. Kelvin 

(k); x and y are the geographic coordinates in a two-dimensional space e.g. longitude and 

latitude; z is the altitude of the measurement location and time is the time when the 

measurement was conducted.  

The key point for combining this model with molecular sequence data is to understand that 

each sample from which sequence data are generated is, by necessity, derived from a 

sampling event in space and time. This can be modelled as a schema  

Sample(label, x, y, z, time),  

where label is a name of the sample; x, y, z are again the coordinates in space; and time 

is the time of sample collection. Therefore, the common anchor or the touch-point between 

these two schemas is geo-referencing, which is the proper recording of the geographic 

location and time when collecting the sample. Indeed, making the geo-referenced biological 

sample a key concept of a domain model is a promising approach to enable an integration 

strategy for environmental and molecular sequence data in ecological genomics. 
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Experimental Origin of Molecular Sequence Data 

Independent of their goals, all biological studies start with one or more samples collected 

somewhere at sometime. The aims, however, determine how biological samples are treated 

and what data emerges from them. In the context of ecological genomics the study‟s scope 

may be to obtain a single genome of environmental importance, to study the biodiversity or 

the presence and diversity of key genes, or to obtain the whole genetic markup of a microbial 

community. The generation of new data and specimens is a shared consequence of virtually 

all biological experiments. In order to obtain a better overview of how a unifying domain 

model could be designed, the important specimens for ecological genomic studies are 

surveyed below. There are two key aspects of the survey: first what kind of data is produced 

from each treatment and, secondly, where it is deposited and published. 

The field sample  

Sampling scenarios and procedures acquire material suitable for analysis. All samples can be 

geo-referenced with standard GPS devices. In addition to the exact time of sampling all 

additional measurements accompanying the sample collection like temperature, weather 

conditions etc can be recorded. The additional in situ data is as diverse as sample collection 

scenarios themselves; whereas gathering geographic information for samples from meadows, 

oceans, and deserts is a rather straightforward process. A common misunderstanding is that it 

would not be necessary to record the geographic location of the sampling of a movable object 

like a whale or a human being. This same misunderstanding exists if the target is a symbiotic 

microbial community living a host organism, which is not in touch with the outer 

environment. In the scope of such a particular study the geographic origin might be of 

negligible importance, however, it might be important for other studies. For example, by 

placing data in a geographic and environmental context, studies have shown that symbiotic 

communities are affected by the outer environment of the host (Turnbaugh, Hamady et al. 

2009).  

Foremost, sampling data is noted in the individual researchers‟ lab-books. Some laboratories 

have a Laboratory Information Management System (LIMS) where sampling data can be 

digitalized and archived. Commonly, the data is published only in scientific literature. Even if 

more field sampling data was originally recorded, usually only the data necessary to support 

the results and findings of the study are shown. There are some dedicated digital repositories 
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for field sampling. In the context of marine sampling data widely recognized resources are 

e.g. Pangaea in Germany, SISMER in France or the British Oceanographic Data Center 

(BODC). These resources are usually only used for publication of the data if some policy 

enforces it. The collected field sample is always the starting material for a plethora of 

following up experimental treatments. 

Pure Cultures of Microorganisms 

A laboratory pure culture is defined as in vitro growth of a single kind of organism in a 

vessel. A subsample of the field sample is taken and labor-intensive isolation strategies from 

dilution series to plating with a plethora of growth media is applied to obtain, ideally, a 

culture of clonal cells. Clonal cells are microorganisms with identical genomes. The pure 

culture is the prerequisite for physiological and biochemical characterization and taxonomic 

classification
8
. 

The information and data gained is voluminous and heterogeneous. An international standard 

on classification and nomenclature of microorganisms exists. For acceptance of a new species 

description, a culture has to be submitted to two independent culture collections and a paper 

must be published describing the new taxon in detail and proposing a name according to the 

Linnaean System. Worldwide, there are numerous culture collections which provide browsing 

access to their catalogue. The data contains the name of the organism, whether it is a type 

strain, and a citation of the descriptive publication. Sometimes information on culturing 

technique and growth media as well as the deposited sequence information can be found. 

Straininfo.net
9
 offers a navigational integration of most of the information in culture 

collections (Van Brabant, Gray et al. 2008). 

The rRNA Approach 

The general procedure for the rRNA approach in microbial ecology can be summarized as 

follows: The total community DNA is directly extracted from a sample and either selectively 

amplified by PCR or directly cloned in a vector. Afterwards clones containing the 16S rRNA 

gene are sequenced 

                                                 

8
 Indeed, prokaryotic taxonomy is a dynamic research field and especially the species concept of prokaryotes is 

still under debate (for discussion see Gevers, D., F. M. Cohan, et al. (2005). "Re-evaluating prokaryotic 

species." Nat Rev Micro 3(9): 733-739. and Rosello-Mora, R. and R. Amann (2001). "The species concept 

for prokatyotes." FEMS Microbiol Rev. 25(1): 39-67. 
9
 http://www.straininfo.ugent.be/index.php 
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 Comparative analysis and phylogenetic reconstruction of the retrieved sequences is 

performed and finally the sequences are submitted to the INSDC databases. 

The wide use of the rRNA approach and its impact on acquiring knowledge of diversity, 

abundance, and structure of microbial communities in the environment is also reflected in the 

availability of numerous tools for the analysis of and phylogenetic reconstruction based on 

the 16S rRNA gene. Several specialized databases exist such as Silva (Pruesse, Quast et al. 

2007), ARB (Ludwig, Strunk et al. 2004), RDP (Cole, Chai et al. 2007), and Greengenes 

(DeSantis, Hugenholtz et al. 2006). 

Genome Sequencing 

Today DNA-sequencing is a key method in molecular biology. In 1975 the inventor of 

didesoxy-sequencing, Frederick Sanger, started with sequencing five nucleotides per day, 

nowadays whole genomes are sequenced within days on a routine basis and with a variety of 

technologies. 

However, it is important to note that current approaches to genome sequencing rely on the 

availability of pure cultures.  

The sequencing itself produces only raw sequence data. This can be noted as a series of the 

letters A, C, G, and T – representing the nucleotides adenine, cytosine, guanine, and thymin 

respectively. A common goal of genome sequence studies is to enrich the raw sequence data 

with information from further analysis of e.g. Open Reading Frame (ORF) prediction and 

gene function prediction which demands integrated annotation systems. Médigue et al. 

(Médigue and Moszer 2007) list 26 software tools, 56 publicly available resource databases 

and 17 systems and platforms commonly used by the community for the annotation and 

comparison of bacterial genomes. 

A scientific publication of a genome requires the authors to submit the sequences to one of 

the INSDC databases. Submissions commonly include results of the annotation in one of the 

many file formats offered and accepted by the INSDC databases. Further conclusions and 

hypothesis gained from the annotation of genome sequences are then reported in the 

respective publication. 

In the light of the growing number of published genomes several specialized integrated 

genome databases exist with the aim to facilitate comparative genome analysis (Markowitz 

2007). Among others are IMG (Markowitz, Szeto et al. 2008), Genome Reviews (Sterk, 
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Kulikova et al. 2007), and RefSeq (Wheeler, Church et al. 2004). They all differ significantly 

in how and what exactly they integrate. Furthermore, they all add different kinds and amounts 

of data and information to the integrated genomes, but the all store similar data on the 

publically available genomes. Therefore, the named resources are heterogeneous in their 

technical realization but have overlapping content.  

Metagenomics 

Advances in DNA extraction protocols allow direct extraction of DNA from a sample without 

a selective PCR step. Clone based metagenome approaches either chose the Whole Genome 

Shotgun (WGS) approach where the total DNA of a sample is cloned in vectors of 2-3 kb 

insert size or the “large-insert” approach where the DNA is size selected for vectors of 40-

150 kb. In both cases the clones are subsequently sequenced. With the development of the 

next generation sequencing technologies like pyro-sequencing (Ronaghi 2001; Nyren 2007) 

more metagenome studies omit the cloning step and directly sequence the total DNA extract. 

As described for genomic data submission, background information on metagenomic 

sampling and analysis is given in publications; however, the deposition of the sequence data 

is more heterogeneous. On the one hand, many sequences, especially from the large-insert 

metagenome libraries, are submitted to the INSDC databases. But the INSDC databases were 

not prepared for the tremendous amounts of sequence data generated by large-scale 

metagenome projects. For example, the Sargasso Sea dataset and the following GOS dataset 

could not be submitted before publication. Later, these datasets where submitted to the NCBI 

Trace Archive (Sayers, Barrett et al. 2009), which is not synchronized with the other INSDC 

members. 

The initial submission problem is not the only challenge the metagenome sequence datasets 

pose to the bioinformatics world. The sheer data volume drives existing tools and systems to 

their limits, and the nature and variety of the information which is gained from these 

sequence sets puts additional pressure on the research community. The genomic sequences 

harbor a closed set of genes, which is the complete genetic complement of a single clearly 

identified organism. Metagenome datasets contain a huge number of sequence fragments in 

most cases with not more than a single gene from a diverse range of un-indentified and often 

also unknown organisms. Projects like CAMERA (Seshadri, Kravitz et al. 2007), IMG/M 

(Markowitz, Ivanova et al. 2008), and MG-RAST (Meyer, Paarmann et al. 2008) have 

recently emerged to tackle the current needs for large scale metagenomic data management 
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and analysis. 

A Domain Model for Ecological Genomics 

The discussion on the experimental origin of molecular sequence data might already indicate 

that the samples produced during the workflow of a study are the key entities of a common 

unifying domain model. Error! Reference source not found. summarizes the key samples 

which are produced during the course of typical studies in ecological genomics.  

The focus is on modeling real world samples. Data which is, from an ecological perspective, 

important for analysis and interpretation is then related to the sample from which it was 

derived or to which it can be meaningfully connected with. For example, an ocean water 

sample is collected October 15
th

, 1975 in the North Sea at Helgoland Roads (54°11.3 N, 

7°54.0 E) for a metagenomic study. From the perspective of ecological analysis and 

interpretation of the DNA sequences the important data are the sampled material “ocean 

water”, the calendar datum “15.10.1975”, place name “Helgoland Roads, North Sea” and the 

geographic position “54°11.3 N, 7°54.0 E”. While the term “ocean water” is categorical, 

explicitly derived from the sampling event, all other data are not derived from the sample, but 

can meaningfully be connected to its entity. Many more data such as the ambient water 

temperature during the sampling event can be derived or attached to the field sample entity. 

The criterion for selecting certain data items and relating them to the samples is the 

usefulness for ecological analysis. That is the question if a data item once recorded helps or is 

even necessary in later analytical ecological analysis. For example: On the one hand the 

usefulness of recording the geographic location and time of sampling is obviously necessary 

from an ecological perspective to be able to analyze the experimental data in a spatial-

temporal context and allows linking the individual study to other existing data. On the other 

hand, data like who conducted the sampling, with which vessel from which stock with which 

Figure 1 Samples produced within the workflow of typical ecological genomics study approaches. 
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price and the name of the study or the funding agency are, from this perspective, irrelevant 

although they would possibly fit into this model.  

The example of a field sample is also taken to again emphasize that this is the central entity to 

which data available in environmental databases logically converges, provided that it is 

properly geo-referenced. This outlined domain model seems to provide the unifying schema 

for the integration of molecular sequence and environmental data because it reflects the 

natural hierarchy that exists among samples and information and materials derived from 

them, and maintains the complete research context. 
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Research Aims 

The primary use of a (integration
10

) system is to gain some knowledge from large 

amount of data to then formulate hypothesis from the knowledge acquired, 

 and finally perhaps to validate these hypothesis. – Hernandez 2007 

The advances in ecological genomics demand an integrative framework for data analysis and 

knowledge generation (Straalen and Roelofs 2006). Primarily driven by advancements in 

sequencing technologies and the growing interest in metagenomics, an unprecedented mass 

of sequence data has become available and is continuously growing. Based on this 

development it is now possible to gain insight into whole microbial community structures and 

functions on the genomic level of any environment. Coupling these data with environmental 

data allows performing ecologically motivated comparative studies of genomes and 

metagenomes. Nevertheless, systematic, reproducible, and standardized comparative genomic 

studies are only possible if the molecular sequence- and environmental data are integrated 

into a single system. 

The overall aim of this thesis is to develop a consistent data-analysis framework that 

accumulates algorithms and tools supporting ecological research questions. Such a system 

should allow the exploration and analysis of molecular sequence data in an environmental 

context. It should, furthermore, be made publically available and allow users to 

systematically explore the sequence space from a geographic perspective. The system should 

also deliver data relevant to questions like “Who is out there and where?” in terms of 

sequenced genomes and key genes, “What are they doing?” in terms of functional capacities, 

“under which environmental conditions?” and “what is the community structure?” in terms of 

gene fingerprints.  

The first objective of this thesis is to develop and implement a database as well as a software 

architectural concept to integrate geographic, environmental and molecular sequence data. 

This system should have the following features: 

1. A clear domain model 

2. A clear rational and selection of relevant data  

3. To be based on data and software standards 

                                                 

10
 Added by author for clarity 
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4. To be capable to store terabytes of data 

5. Integrate data from a wide variety of sources  

6. Software components for the exploration and analysis of the integrated data 

The second objective is to find new ways of acquisition and integration of such data.  

Thirdly, the exploitation of the integrated data by scientists should be facilitated by  

a) supporting direct access to the integrated data, and  

b) addition of data as demanded by the research questions at hand.  

This aims to, in first place, gain new insights by the validation of hypothesis which cannot be 

answered with existing software tools. Additionally, such a system would demonstrate the 

great value of the integrated data to the ecological genomic research community. 
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Results and Discussion 

Overview 

Overview of scholarly published results:  

I 

Megx.net – database resources for marine ecological genomics. 

Authors: Thierry Lombardot, Renzo Kottmann, Hauke Pfeffer, Michael Richter, Hanno 

Teeling, Christian Quast, and Frank Oliver Glöckner.  

Published in Nucleic Acids Research. 2006; 34(suppl_1): D390-393. 

Contribution: Architectural layout, MegDb database, integrated data, web pages. 

II 

Megx.net: integrated database resource for microbial ecological 

genomics 

Authors: Renzo Kottmann, Ivalyo Kostadinov, Melissa B. Duhaime, Gregory Giuliani, 

Andrea de Bono, Anthony Lehmann, Frank Oliver Glöckner 

Manuscript 

III 

MetaLook: a 3D visualisation software for marine ecological genomics. 

Authors: Thierry Lombardot, Renzo Kottmann, Gregory Giuliani, Andrea de Bono, Nans 

Addor, and Frank Oliver Glöckner.  

Published in BMC Bioinformatics. 2008; 8(1): 406.  

Contribution: Use case definition, design, database. 
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IV 

MetaMine - A tool to detect and analyse gene patterns in their environmental 

context 

Authors: Uta Bohnebeck,  Thierry Lombardot, Renzo Kottmann, and Frank Oliver Glöckner 

Published in BMC Bioinformatics. 2008; 9(1): 459. 

Contribution: Use case definition, algorithm outline, system architecture, database. 

V 

The minimum information about a genome sequence (MIGS) specification. 

Authors: Dawn Field, George Garrity, Tanya Gray, Norman Morrison, Jeremy Selengut, 

Peter Sterk, Tatiana Tatusova, et al.  

Published in Nature Biotechnology. 2008; 26(5): 541-547. 

Contribution: MIMS extension. 

VI 

A Standard MIGS/MIMS Compliant XML Schema: Toward the Development of 

the Genomic Contextual Data Markup Language (GCDML) 

Authors: Renzo Kottmann, Tanya Gray, Sean Murphy, Leonid Kagan, Saul Kravitz, Thierry 

Lombardot, Dawn Field, and Frank Oliver Glöckner. 2008.   

Published in Omics. 2008; 12(2): 101-8. 
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VII 

Defining Linkages between the GSC and NSF's LTER Program: How the 

Ecological Metadata Language (EML) Relates to GCDML and Other Outcomes 

Authors: Inigo San Gil, Wade Sheldon, Tom Schmidt, Mark Servilla, Raul Aguilar, Corinna 

Gries, Tanya Gray, Dawn Field, James Cole, Jerry Yun Pan, Giri Palanisamy, Donald 

Henshaw, Margaret O'Brien, Linda Kinkel, Katherine McMahon, Renzo Kottmann et al. 

Published in Omics. 2008; 12(2):151-6. 

Contribution: Evaluation and discussion of the relation between EML and GCDML. 

VIII 

Habitat-Lite: A GSC Case Study Based on Free Text Terms for Environmental 

Metadata 

Authors: Lynette Hirschman, Cheryl Clark, K. Bretonnel Cohen, Scott Mardis, Joanne 

Luciano, Renzo Kottmann, James Cole, et al. 

Published in Omics. 2008; 12(2): 129-36. 

Contribution: Term definition, result check, use case definition. 

IX 

A standard operating procedure for phylogenetic inference (SOPPI) using 

(rRNA) marker genes 

Authors: Jörg Peplies, Renzo Kottmann, Wolfgang Ludwig, and Frank Oliver Glöckner 

Published in Systematic and Applied Microbiology. 2008;31(4): 251-257.  

Contribution: Metadata definition. 
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Abstract 

The megx.net database is a comprehensive resource that provides integrated, georeferenced 

information on genome and metagenome projects for microbial ecological genomics. All data 

are stored in the Microbial Ecological Genomics DataBase (MegDB), with its subdivisions 

MetaStorage for „on site‟ sequence and habitat data, and OceaniaDB for global environmental 

data layers. The extended system provides access to several hundreds of genomes and 

metagenomes from prokaryotes and viruses. With the refined Genes Mapserver, all data can 

be interactively visualized on a world map and „on the fly‟ statistics describing the fluctuation 

of environmental parameters for every sampling site can be calculated. Sequence entries have 

been curated to comply with the proposed minimal standards for genomes and metagenomes 

of the Genomic Standards Consortium (MIGS). Programmatic exchange of data is facilitated 

by Web Services. The integration of additional molecular diversity data at each sampling site 

is underway. A set of new tools for data analysis and visualization is available from the 

webpage, where all resources are freely accessible: http://www.megx.net.  

http://www.megx.net/
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Introduction 

Over the last years, molecular biology has undergone a paradigm shift, moving from a single 

experiment science to a high throughput endeavour. Although the genomic revolution is 

rooted in medicine and biotechnology, it is the environmental, specifically the marine, sector 

that currently delivers the highest quantity of data. Marine ecosystems, covering more than 

70% of the earth's surface, host the majority of biomass and significantly contribute to global 

organic matter and energy cycling. Microorganisms are known to be the “gatekeepers” of 

these processes and any insights into their life style and fitness will enhance our ability to 

monitor, model and predict future changes.  

Recent developments in sequencing technology have made routine sequencing of whole 

microbial communities from natural environments possible. Prominent examples in the 

marine field are the ongoing Global Ocean Sampling campaign (1,2) and Gordon and Betty 

Moore Foundation Marine Microbial Genome Sequencing Project 

(http://www.moore.org/microgenome/). Notably, the Global Ocean Sampling resulted in a 

major single input of new sequence data with unprecedented functional diversity (3). The 

resulting flood of sequence data available in public databases is an extraordinary resource to 

explore the microbial diversity and metabolic functions at the molecular level. 

These large-scale sequencing projects bring new challenges to data management and software 

tools for assembly, gene calling, and annotation – fundamental steps in genomic analysis. 

Several new dedicated database resources have recently emerged to tackle the current needs 

for large scale metagenomic data management, namely, CAMERA (4), IMG/M (5), and 

RAST (6). 

Nevertheless, it is becoming increasingly apparent that the full potential of comparative 

genome and metagenome analysis can be achieved only if the sequence data is considered in 

light of its original geographic and environmental context (7,8). The metadata describing a 

sample‟s geographic location and habitat, the details of its processing, from the time of 

sampling up to sequencing, and subsequent analyses, are important for e.g. modeling species' 

responses to environmental changes, or the spread and niche adaptation of bacteria and 

viruses. This suite of metadata is collectively referred as contextual data (9).  

The megx.net portal for microbial ecological genomics was the first database to provide 

access to geographically integrated information on microbial genes and genomes in their 

marine environmental context (10). In addition to storing all „on site‟ data describing 

sampling time, location, and field measurements of genomic sampling events, the extended 

http://www.moore.org/microgenome/
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megx.net database resource now allows post factum retrieval of interpolated environmental 

parameters, such as temperature, pH, nitrate phosphate etc., for any location in the ocean 

waters based on profile and remote sensing data. Furthermore, the content has been 

significantly updated to include all genomes and draft genomes available for prokaryotes and 

marine viruses. Megx.net is fully compliant with the Minimum Information about a Genome 

Sequence (MIGS) standard and its extension, Minimum Information about a Metagenome 

Sequence (MIMS) (7,9). Furthermore, an extended set of tools provides targeted access to the 

database content. 

New database structure and content 

The Microbial Ecological Genomics DataBase (MegDB), the backbone of megx.net, is a 

centralized database based on the PostgreSQL database management system. The 

georeferenced data concerning geographic coordinates and time are managed with the 

PostGIS extension to PostgreSQL. PostGIS implements the "Simple Features Specification 

for SQL" standard recommended by the Open Geospatial Consortium (OGC; 

http://www.opengeospatial.org/), and therefore offers hundreds of geospatial manipulation 

functions.  

MegDB is comprised of (1) MetaStorage, which stores georeferenced DNA sequence data 

from a collection of sequences from genomes, metagenomes, and genes of molecular 

environmental surveys, and associated contextual data, and (2) OceaniaDB, which stores 

georeferenced quantitative environmental data. The MetaStorage sequences are retrieved 

from the databases of the International Nucleotide Sequence Database Collaboration 

(INSDC, http://www.insdc.org/), are further supplemented by contextual data from GOLD 

(11) and NCBI Genome Projects (http://www.ncbi.nlm.nih.gov/genomes/MICROBES/ 

microbial_taxtree.html), and are then manually curated. Currently, it hosts draft and complete 

genomes, marine virus genomes, marine shotgun metagenomic datasets such as GOS, and 

large insert metagenomic datasets. An overview about the components and databases in 

mgex.net can be found in Figure 1. 

Extension to draft genomes and shotgun datasets 

The advances in sequencing technology have resulted in, an increasing number of genome 

and metagenome sequencing projects that are currently in progress, or stalled in a draft status 

http://www.opengeospatial.org/
http://www.insdc.org/
http://www.ncbi.nlm.nih.gov/genomes/MICROBES/%20microbial_taxtree.html
http://www.ncbi.nlm.nih.gov/genomes/MICROBES/%20microbial_taxtree.html
http://www.ncbi.nlm.nih.gov/genomes/MICROBES/%20microbial_taxtree.html
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(11). In January 2008, GOLD (11) reported 3520 genome projects, of which less than one 

thousand were finished. Thus, most of the sequenced functional diversity is contained in 

these draft and shotgun datasets. To accommodate for this situation, megx.net was extended 

to host draft genomes and whole genome shotgun (WGS) datasets as well. 

Extension to marine viruses 

At an estimated ~10
30

 viruses in the oceans (12), viruses are increasingly recognized as the 

most abundant biological entity on the planet, the majority of which are bacteriophages, 

viruses that infect bacteria. Some of the first marine phage genomes to be sequenced revealed 

photosynthesis genes, not only rampantly transferred between phage and host, but also 

expressed during host infection (13-15). Furthermore, analysis of the 'viral' classified 

scaffolds from the Global Ocean Survey dataset has identified a plethora of host-specific, 

environmentally significant functional genes, including genes involved in photosynthesis, 

phosphate stress response, vitamin biosynthesis, antibiotic resistance, and nitrogen fixation 

(16). Considering their abundance and potential metabolic impact on the world's oceans, and 

a community call for integration of genomic and biogeochemical data (17), marine viruses 

are a missing link in the correlation of microbial sequence data with contextual information to 

elucidate diversity and function. Consequently, megx.net now incorporates all sequenced 

marine bacteriophage genomes in MegDB. When sufficient sample coordinate, depth, and 

time data was found, the genomes are accompanied by interpolated contextual data available 

through the Genes Mapserver that was missing from the original genome publications. 

Extension to MIGS compliant data 

All datasets are georeferenced by the addition of longitude, latitude, depth/altitude and time 

(x, y z, t) of the sequenced samples. When possible, additional contextual data, such as 

habitat parameters measured in the field, are manually added and curated. This new release 

includes a habitat classification for 1850 available genomes using the Habitat-Lite ontology 

(18). 

MetaStorage is designed to store all contextual data recommended by the Genomics 

Standards Consortium (GSC), and thus compliant with the MIGS standard, and its extension, 

MIMS (7). In addition, megx.net provides read-only access to MIGS/MIMS reports in 

Genomic Contextual Data Markup Language (GCDML) XML files. GCDML is a core 
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project of the GSC and is an XML Schema for generating MIGS/MIMS compliant reports for 

data entry, exchange, and storage (9). 

New OceaniaDB: Additional environmental data 

To supplement georeferenced molecular and „on site‟ data with interpolated, environmental 

parameters, OceaniaDB was added to MegDB. OceaniaDB is an 

„oceanographic/environmental‟ database consisting of essential environmental data layers for 

aquatic ecosystems. It provides physical, chemical, geological and biological parameters, 

such as ocean water temperature and salinity, nutrient concentrations, organic matter and 

chlorophyll. 

The different layers comprise information from three sources:  

 World Ocean Atlas: a set of objectively analyzed (one decimal degree spatial 

resolution) climatological fields of in situ measurements 

(http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html); 

 World Ocean Database: a collection of scientific, quality-controlled ocean profiles 

(http://www.nodc.noaa.gov/OC5/WOD05/pr_wod05.html);  

 SeaWIFS chlorophyll a data (http://seawifs.gsfc.nasa.gov).  

These layers are described at 33 standard depths for annual, seasonal and monthly periods, 

such that the geographic data (x, y z, t) functions as a universal anchor between layers. 

Facilitated by the PostGIS extension of MegDB, the environmental layers of OceaniaDB are 

integrated with the contextual data recorded at the time of sampling and stored in 

MetaStorage. All environmental data are compatible with OGC standards 

(http://www.opengeospatial.org/standards) and are described with exhaustive meta-

information consistent with the ISO 19115 standard. 

Genes Mapserver 

The Genes Mapserver (formerly Metagenomes Mapserver) offers a sample-centric view of 

the MetaStorage content, showing the sampling sites of genomes, metagenomes and single 

genes from sequencing surveys. Substantial improvements to the underlying Geographic 

Information System (GIS) and web view were made. The website is now interactive, offering 

Google Maps-like navigation and an overlay of sampling sites on the world maps 

http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html
http://www.nodc.noaa.gov/OC5/WOD05/pr_wod05.html
http://seawifs.gsfc.nasa.gov/
http://www.opengeospatial.org/standards
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representing the OceaniaDB environmental data layers. Sample site details can be retrieved 

by clicking the sampling points on the map. 

The modular web application and database are based on Open Source software. The Genes 

Mapserver allows extraction of interpolated values for several physico-chemical and 

biological parameters, such as temperature, dissolved oxygen, nitrate and chlorophyll 

concentrations, over specified time intervals (month-long, annual, or seasonal).  

The addition of georeferenced small subunit ribosomal RNA (rRNA) sequences from the 

SILVA rRNA databases project (19) to the Genes Mapserver introduces a first approach 

towards the integration of microbial diversity with specific sampling sites. Although only 

roughly 5% of the nearly 700,000 sequences in SILVA SSUParc database are georeferenced 

at the moment, efforts are ongoing (http://www.arb-silva.de/projects/contextual-data/) to 

significantly increase this situation for the future. 

 

Geographic-BLAST 

The Geographic-BLAST tool queries the MegDB genome and metagenome sequence data 

using the BLAST algorithm (20). The results are reported according to the original sample 

locations of the database hits. With the updated Geographic-BLAST, results are plotted on 

four world map views organized by (1) samples, differentiating metagenome from genome 

hits, (2) e-value intervals, (3) number of hits per sample site, and (4) the percentage of all 

coding sequences (CDS) at a sample site with hits. A result output table also displays useful 

information about the BLAST hits. An additional table displays useful information about the 

BLAST hits. 

Extended Toolbox for Data Analysis 

Recently, new tools were developed that offer diverse methods to access and analyze the 

MegDB content, and are now available at megx.net. 

MetaLook offers a gene-centric view of the MetaStorage content, with a special focus on 

habitat parameters ((21), http://www.megx.net/metalook). It is a desktop application with a 

3D user interface to interactively visualize DNA sequences on a world map. The user can 

define environmental containers to organize sequences according to different habitat criteria. 

http://www.arb-silva.de/projects/contextual-data/
http://www.megx.net/metalook
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These sequence sets can be queried by Geographic-BLAST with either genes in the database 

or user-imported sequences. This allows an interactive assessment of the distribution of gene 

functions in the environment.  

MetaMine is an interactive data mining tool which enables the detection of gene patterns in 

an environmental context ((22), http://www.megx.net/metamine). This desktop application 

offers a targeted, semi-automatic search for gene patterns based on user expertise. MetaMine 

implements a client/server architecture to both perform BLAST searches against, and retrieve 

environmental data from, MegDB. The user-friendly graphical user interface allows further 

inspection of calculated gene patterns in an ecological context.  

JCoast is a desktop application primarily designed to analyze and compare (meta)genome 

sequences of prokaryotes ((23), http://www.megx.net/jcoast). JCoast offers a flexible 

graphical user interface (GUI), as well as an application programming interface (API) that 

facilitates back-end data access to GenDB projects (24). JCoast offers individual, cross 

genome and metagenome analysis, including access to Geographic-BLAST.  

Web Services 

The newly extended version of megx.net now offers Web Services to programmatically 

access the MegDB content. All geographical maps can be retrieved via simple HTTP GET 

requests as specified by the Web Map Service (WMS) standard. The base URL for WMS 

requests is http://www.megx.net/wms. The first sets of MIGS/MIMS compliant reports are 

available in XML format for direct download. Theses reports contain extensively manually 

curated contextual data encoded in the GCDML  

Outlook 

Although many new datasets have been included in the extended version of megx.net, many 

datasets in the public repositories still lack the minimal contextual data necessary for 

georeferenced data integration into MegDB. To improve this situation, megx.net promotes the 

adoption of existing and newly developed standards. It is likely that the genome catalogue, 

provided by the Genomic Standards Consortium, will serve as a prime source for 

georeferenced genomes and metagenomes in the future. In cooperation with the International 

Census of Marine Microbes (ICoMM), megx.net seeks to significantly enhance the 

integration of microbial diversity data. Furthermore, multivariate analysis tools to determine 

http://www.megx.net/metamine
http://www.megx.net/jcoast
http://www.megx.net/wms
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the key habitat parameters triggering the „on site‟ functional diversity are planned. 

The megx.net database and tools are meant as an integrative resource for the analysis of 

microbial diversity and function on the molecular level with respect to habitat traits. A 

holistic view of the complex interplay of organisms, genes, and the environment surrounding 

them is a major step towards a better understanding of the complex responses and adaptations 

of organisms to environmental changes. The megx.net integrated datasets are a cornerstone 

for the emerging field of eco-system biology. 

Database Access 

The database and all described resources are freely available at http://www.megx.net/. 

Continuously updated statistics of the content are available at http://www.megx.net/content. A 

web feed for news related to megx.net is available at http://www.megx.net/portal/news/. 

Feedback and comments, the most effective springboard for further improvements, are 

welcome at http://www.megx.net/portal/contact.html and via email to megx@mpi-bremen.de. 
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Figure Legend 

Fig. 1: General Architecture of megx.net: DNA sequence Data is integrated with contextual 

data retrieved from diverse resources including manual and semi-automatic literature 

analysis. MegDB integrates the data conforming OGC standards and the MIGS/MIMS 

specification. Several external tools are available to access the MegDB content. 
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Summary 

The work of this thesis resulted in a series of scholarly published articles. They can be 

grouped into two lines of work: a) genomic data standardization and b) software architecture 

development and implementation of an integrated framework for ecological genomics. The 

centerpiece of this thesis is the Microbial Ecological Genomics Database (MegDb) which 

implements the aforementioned domain model. In the vicinity of MegDb a set of tools has 

been developed using the ecological geo-referenced DNA sequence data. 

The engineering task of this thesis has been to find a solution on how fundamental ecological 

questions can be formalized. Furthermore, how can data relevant to these questions be 

organized allowing systematic and efficient ways of analysis? In detail, several scientific 

questions have motivated and guided this thesis: 

1. “Who is out there and where?” in terms of sequenced genomes and key genes,  

2. “What are they doing?” in terms of functional capacities, 

3.  “Under which environmental conditions?”  

4.  “What is the community structure?” in terms of gene fingerprints. 

These ecological questions can be posed to MegDb either directly using the Structured Query 

Language (SQL) or using different tools: 

1. “Who is out there and where?” can be explored by using the Genes Mapserver and 

Geographic-Blast  

2. “What are they doing?” in terms of functional capacities can be queried using SQL, 

MetaMine, or MetaLook 

3.  “Under which environmental conditions?”  can be explored using the Megx.net and 

the Genes Mapserver 

4.  “What is there community structure?” in terms of gene fingerprints can be queried 

using SQL. 

Additionally, during the course of this thesis new scientific ideas emerged leading to 

additional projects based on MegDb and its associated tools.  

Pier Luigi Buttigieg studied the question of the existence of marine specific genes in the set 

of available genomes (Buttigieg 2009). Using MegDb, marine-biased distributions of genes 

were identified in marine genomes relative to their closest, non-marine phylogenetic 
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neighbors based on SEED annotations and Pfam 23.0 protein domains (Finn, Tate et al. 

2008). This revealed 10 Pfam families and 80 SEED features which showed a marine-biased 

distribution and indicated a flexible, regulated metabolism with environmental resistance 

factors as characteristic of the marine bacterioplankton. 

Another study carried out by Pelin Yilmaz constructed a globally representative temporally 

and spatially referenced 16S rDNA sequence dataset (Yilmaz 2009). This study showed that 

MegDb can provide accurate climatological data describing the environmental characteristics 

of each marine sampling location. Different oceanic locations could be grouped into distinct 

habitats based on a collection of abiotic parameters (temperature, salinity, dissolved oxygen 

concentration) and nutrient elements (nitrate, phosphate, silicate) retrieved from MegDb. This 

grouping of oceanic habitats provides the basis of a global survey of marine prokaryotic 

biogeography with respect to environmental parameters.  

Overall, this thesis resulted in an integrated database suitable for ecological genomics based 

on existing and newly developed standards. The involvement in the Genomic Standards 

Consortium underpins that successful integration projects need to be based on common sense 

of international scientific communities.  

The summary of the individual projects are detailed in the following sections. 

I. Megx.net – database resources for marine 
ecological genomics. 

At the time of its first publishing Megx.net was the first database resource offering data on 

marine ecological genomics (Lombardot, Kottmann et al. 2006). It was and still is a unique 

combination of molecular sequence data and geographic / environmental data. Geographic 

Information Systems (GIS) are commonly used for data integrating in the field of geology. 

From this point of view Megx.net represents a unique GIS on molecular sequence data. 

Already a plethora of genomic databases focusing on different aspects of genomic data 

integration exists. Megx.net is a unique integrative genomic database which for the first time 

includes geo-referenced sequence data and allows spatial querying. Most of the work of this 

thesis has been on major improvements in database structure, content and software support 

and standard compliance. This is summarized in the following sections. 
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II. Megx.net: integrated database resource for 
microbial ecological genomics 

Most of the work of this thesis resulted in major improvements (listed below) and complete 

redesign of the user interface as well as the underlying system architecture of the whole 

system. It is planned to submit the update paper of Megx.net with the title: “Megx.net: 

integrated database resource for microbial ecological genomics” to the Nucleic Acids 

Research Database Issue 2010. 

New database structure and content 

Megx.net changed from a portal based on several databases, to a web accessible resource 

based on the single Microbial Ecological Genomics DataBase (MegDb). Megx.net follows a 

materialized integration approach and implements the domain model (see 17). This 

centralized database is managed with the PostgreSQL database management system. The geo-

referenced data concerning geographic coordinates and time are managed with the PostGIS 

extension to PostgreSQL. PostGIS implements the "Simple Features Specification for SQL" 

standard recommended by the Open Geospatial Consortium (OGC)
11

, and therefore offers 

hundreds of geospatial manipulation functions.  

Currently, MegDB contains a geo-referenced collection of sequences from genomes, 

metagenomes, and genes of molecular environmental surveys. The initial data is retrieved 

from the International Nucleotide Sequence Database Collaboration (INSDC), and are further 

supplemented by contextual data from GOLD (Liolios, Mavromatis et al. 2008) and NCBI 

Genome Projects
12

, and the Moore Marine Microbiology Sequencing initiative
13

. All data are 

manually curated. Currently, MegDb hosts draft and complete genomes, marine virus 

genomes, marine shotgun metagenomic datasets such as GOS, and large insert metagenomic 

datasets. 

                                                 

11
 http://www.opengeospatial.org/ 

12
 http://www.ncbi.nlm.nih.gov/genomes/MICROBES/ microbial_taxtree.html 

13
 http://www.moore.org/microgenome/  

http://www.opengeospatial.org/
http://www.ncbi.nlm.nih.gov/genomes/MICROBES/%20microbial_taxtree.html
http://www.moore.org/microgenome/
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Extension to draft genomes and shotgun datasets 

The advances in sequencing technology have resulted in, an increasing number of genome 

and metagenome sequencing projects that are currently in progress, or stalled in a draft status 

(Liolios, Mavromatis et al. 2008). In January 2008, GOLD reported 3520 genome projects, of 

which less than one thousand were finished (Liolios, Mavromatis et al. 2008). Thus, most of 

the sequenced functional diversity is contained in these draft and shotgun datasets. To 

accommodate for this situation, megx.net was extended to host draft genomes and whole 

genome shotgun (WGS) datasets as well. 

Further improvements: 

Based on the complete redesign of Megx.net a number of features and improvements to 

Megx.net as published in 2006 (Lombardot, Kottmann et al. 2006) could be implemented: 

 Megx.net now incorporates all sequenced marine bacteriophage genomes in MegDb 

 Megx.net now includes a habitat classification for 1850 available genomes using the 

Habitat-Lite ontology  

 MegDb is can store MIGS/MIMS contextual as recommended by the Genomics 

Standards Consortium (GSC) 

 Megx.net provides read-only access to MIGS/MIMS reports in Genomic Contextual 

Data Markup Language (GCDML) XML files.  

 The Genes Mapserver provides physical, chemical, geological and biological 

parameters, such as ocean water temperature and salinity, nutrient concentrations, 

organic matter and chlorophyll from World Ocean Atlas
14

, World Ocean Database
15

, 

and SeaWIFS
16

 chlorophyll a data. 

 Completely redesigned and integrated Geographic-Blast 

 Access to several additional standalone tools: like MetaLook (Lombardot, Kottmann et 

al. 2006)., MetaMine (Bohnebeck, Lombardot et al. 2008), JCoast (Richter, Lombardot 

et al. 2008), TETRA(Teeling, Waldmann et al. 2004), RibAlign (Teeling and 

Gloeckner 2006), and MADA 

                                                 

14
 http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html 

15
 http://www.nodc.noaa.gov/OC5/WOD05/pr_wod05.html) 

http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html
http://www.nodc.noaa.gov/OC5/WOD05/pr_wod05.html
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Some of the improvements listed above are based on individual collaborative projects which 

are discussed in the following chapters. 

III. MetaLook: a 3D visualisation software for marine 
ecological genomics 

MetaLook
17

 offers a gene-centric view of the MegDb content, with a special focus on habitat 

parameters (Lombardot, Kottmann et al. 2006). It is a desktop application with a 3D user 

interface to interactively visualize DNA sequences on a world map. The user can define 

environmental containers to organize sequences according to different habitat criteria. These 

sequence sets can be queried by Geographic-BLAST with either genes in the database or 

user-imported sequences. This allows an interactive assessment of the distribution of gene 

functions in the environment.  

The main purpose of MetaLook is to explore the possibilities of 3D visualization of high 

volumes of data. The choice of Java 3D as the development API, was mainly based on the 

decision to chose the widely installed JAVA platform. This should ease the installation and 

usage of MetaLook. 

IV. MetaMine: A tool to detect and analyse gene 
patterns in their environmental context 

MetaMine
18

 is an interactive data mining tool which enables detection of gene patterns in an 

environmental context (Bohnebeck, Lombardot et al. 2008). This desktop application offers a 

targeted, semi-automatic search for gene patterns based on user expertise. MetaMine 

implements a client/server architecture to both perform BLAST searches against, and retrieve 

environmental data from, MegDB. The user-friendly graphical user interface allows further 

inspection of the calculated gene patterns in an ecological context. 

Because MetaMine analyses the gene neighborhood it is mainly usable for large-insert 

metagenome studies, and complete and draft genomes. The short read length of 1-3 Kb in 

                                                                                                                                                        

16
 http://seawifs.gsfc.nasa.gov 

17
 http://www.megx.net/metalook 

18
 http://www.megx.net/metamine 

http://seawifs.gsfc.nasa.gov/
http://www.megx.net/metalook
http://www.megx.net/metamine
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Whole Genome Shotgun metagenome projects only have 1-3 genes per read which are mostly 

only partial. This is not adequate for the approach chosen by MetaMine. Unfortunately, the 

total number of nucleotide bases sequenced by Whole Genome Shotgun projects is by far 

higher than the number of bases from large-insert metagenome projects. Therefore, 

MetaMine covers only a minor set of the published sequences. However, interesting insights 

into the gene neighborhood can already be generated on this high quality data set and work is 

ongoing to evaluate more algorithms for the construction of the gene neighborhood which 

would also include short read fragments in the future. 

V. The minimum information about a genome 
sequence (MIGS) specification. 

An international working body of now more than 100 scientists met in a series of workshops 

organized by Dawn Field funded by a grant of the National Environmental Research Council 

(NERC) supported by the United Kingdom (Field, Garrity et al. 2005; Field, Morrison et al. 

2006; Field, Garrity et al. 2007; Field, Garrity et al. 2008; Field, Glockner et al. 2008). 

Within the first five workshops, this group of scientists developed the recommendation of a 

Minimum Information about a Genome Sequence (MIGS) checklist – a minimal list of 

additional (contextual) data on genomic sequences (Field, Garrity et al. 2008).  

The minimum information about a metagenome sequence (MIMS) extension 

During the course of developing the MIGS checklist, the Max Planck Institute for Marine 

Microbiology joined the GSC workshops and proposed the Minimum Information about 

Metagenome Sequence (MIMS). Despite the addition of metagenomes as important new type 

of studying the genetic composition of mainly environmental samples, MIMS adds 

descriptors for the geographic origin and the environmental conditions present at the 

sampling site of the sample from which genomic material is derived and sequenced. 

The initiative of the proposal was driven by the observation that existing and at that time 

already published metagenome studies concerned with ecological questions do not report 

fundamental ecological relevant information like geographic location and time of sampling. 

This unexpected fact renders the development of integrative systems like megx.net more 

complicated, because it adds the need to deal with missing data. Already handling missing 

data is a research topic on its own. Even if the data is given, it is usually highly dispersed in 
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the literature and furthermore not reported in a consistent form. Thus, just the recovering of a 

geographic location is a demanding process and makes integration difficult.  

The MIMS addition proofed to be valuable, because it attracted the metagenomic 

bioinformatics platforms such as CAMERA and MG-RAST to join the GSC and lead to a 

joint letter to the Nature Editor (Dawn Field, Norman Morrison et al. 2008). 

The rational for choosing contextual data items (descriptors throughout this text) for the 

MIGS specification are: 

a) The descriptor of genomes and metagenomes must not yet be available or must not be 

mandatory for the submission of sequence data,  

b) The descriptor should put the DNA sequences in a more detailed analytical research 

context.  

Standards compliance is achieved by providing at least all the information marked as 

mandatory in a document of any form such as scientific articles, personal notes, excel sheets, 

and XML to name some among others. A reader might take the checklist and the provided 

document to check if all MIGS descriptors are given. This is a loose requirement on how the 

MIGS descriptors should be made publicly available, leaving many possible forms of 

reporting MIGS/MIMS compliant data. 

Depending how much syntactical structure is needed, several implementation levels for 

creating MIGS/MIMS compliant documents exist: 

1. Write down all required descriptors in a document in any form and any natural 

language, 

2. Make a table with key/ value pairs, where the key is the name of the descriptor and 

value is the data provided, 

3. Write down all required descriptors according to a detailed grammar for the reporting 

of the MIGS/MIMS data. 

A clear understanding of the advantages and disadvantage of each approach helps choosing 

the appropriate implementation level for a given use case scenario. 

The first level does not impose any constraint on how the data required by MIGS/MIMS has 

to be reported. It only requires that all data is somehow present in a single document. This is 

the lowest implementation level. It requires a human reader who reads the document and 

might even literally go through the MIGS/MIMS check-list and makes tick marks whenever a 
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MIGS/MIMS descriptor is given. This might be a reasonable level for e.g. editorial processes 

during article production cycles in scientific journals. With the only exception of hand written 

documents this level is machine readable but not machine understandable. Therefore, it 

would hardly be possible to automate the process of checking such a document for 

MIGS/MIMS compliance and would require sophisticated techniques of natural language 

processing. 

The second level of implementation poses a simple syntactic structure on the MIGS/MIMS 

data in form of a list of attribute value pairs, where the attributes are the names of the 

descriptors and the values are the actual MIGS/MIMS data elements. This level of 

implementation is similar to the Entity Attribute Value (EAV) model which is discussed in 

detail in information integration and database communities. It is an open model because it 

only poses the requirement to fit everything into a key with according values (Anhoj 2003). 

The MIGS/MIMS check-list table appears similar to the EAV model because each row could 

be seen as a definition of an attribute. On the other hand, the MIGS/MIMS check-list is 

already a more complex model. It poses a set of rules on when which attribute needs to be 

applied and how. MIGS/MIMS defines rules which attributes are to be mandatory, highly 

desirable, and not applicable for a certain genomic study. These rules are coded in the 

columns of the check-list. Some additional rules are given as free text. All these rules cannot 

be modelled in an EAV model and would need additional effort to implement them. However, 

the EAV approach has the advantage to already enable a basic automation of MIGS/MIMS 

compliance checks by defining a list of attributes. The MIGS/MIMS rules can be checked by 

additional programs.  

The third implementation level provides the ability to define MIGS/MIMS compliant data in 

very detailed, strict, ordered, and highly typed manner. Many models such as Relational 

Models, Object Models, Unified Model Language (UML), and XML grammars can be used 

for achieving the features of the third level. 

From the very beginning the GSC is developing a MIGS/MIMS reference implementation 

using XML Schema. With the XML Schema the GSC is able to define an own mark-up 

language which is strongly typed and extensible. This is the most useful implementation 

level, because it is machine readable and processable. This reference implementation is 

carried out in the Genomic Contextual Data Markup Language (GCDML) project and is 

further discussed in the next chapter (see pp 122). 
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The MIGS/MIMS specification for genomes and metagenomes was published in May 2008 

in Nature Biotechnology with more than 70 supporting authors. 
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VI. Genomic Contextual Data Markup Language 
(GCDML) 

GCDML is a markup language for genomic contextual data defined on the basis of the 

Extensible Markup Language (XML). A markup language is a set of annotations to text 

(which can be a textual representation of data) that define how a text is to be structured, laid 

out, or formatted. The history of markup languages in computer science can be dated back to 

the 1960s when W. Tunnicliffe introduced the concept of separating information content of 

documents from their format. During the 1970s the Generalized Markup Language (GML) 

was developed. Later, work on GML resulted in the Standard Generalized Markup Language 

(SGML (ISO 8879:1986)) which is still widely used.  

SGML is a meta-language with which specific markup languages can be defined. The most 

used and known language defined with SGML is the HyperText Markup Language (HTML) 

invented by Tim Berners Lee in 1992. HTML together with the HyperText Transfer Protocol 

(HTTP) lays the foundation of the modern World Wide Web
19

. The Extensible Markup 

Language (XML) was developed by the World Wide Web Consortium (W3C) and version 1.0 

has been published in 1996. The main aim of XML is to simplify SGML by shifting the focus 

from professional document production by the publishing industry to documents on the 

Internet
20

. 

Therefore, XML is a simplified meta-language based on SGML that specifies syntax and 

rules for creating XML conforming languages. 

Nowadays, XML is a widely adopted standard used in all areas of industry, government and 

research. Already in 2006 the XML Cover Pages listed more than 600 XML languages and it 

is estimated that there are more than 1000 language in use today
21

. XML also became the 

technology of choice for the specification of data formats for the typical office applications 

by the Microsoft Office Suite and Open Office. Latest, the adoption of XML by major office 

applications made XML ubiquitous on every desktop PC. 

                                                 

19
 http://www.w3.org/MarkUp/historical 

20
 http://www.w3.org/TR/2004/REC-xml11-20040204/ 

21
 http://xml.coverpages.org/ and http://www.tbray.org/ongoing/When/200x/2006/01/08/No-New-XML-

Languages 

http://www.w3.org/MarkUp/historical
http://xml.coverpages.org/
http://www.tbray.org/ongoing/When/200x/2006/01/08/No-New-XML-Languages
http://www.tbray.org/ongoing/When/200x/2006/01/08/No-New-XML-Languages
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The wide adoption of XML is not only based on its simplicity, but also on the software 

support in virtually all actively developed programming languages, and many supporting 

standards from which the most important ones are also W3C recommendations. 

Despite its wide success, XML is not the “Silver Bullet” for each and every integration or 

interoperability task. Several criteria should be fulfilled before the choice for XML is made. 

The first decision criteria concerns storage and network bandwidth needs. XML is by 

definition a meta-language for the markup of textual representation of data. Application 

scenarios could also lead to the choice of binary formats, which in principle are not human-

readable, more compact and memory saving. Binary formats are often a choice where storage 

size and network bandwidth are critical constraints. For example, the NCBI chooses to model 

their data internal storage and retrieval in the Abstract Syntax Notation One (ASN.1)
22

. 

ASN.1 is a joint standard of the International Standard Organization and ITU-T (International 

Telecommunication Union – Telecommunication Standardization Sector) and is widely used 

in the telecommunication sector.  

There has been much debate on whether ASN.1 or XML is the better technology. This 

resulted in attempts to develop software to bridge XML and ASN.1 for example the X.694 

recommendation to map XML Schema into ASN.1
23

 and the XML encoding rules (XER) to 

produce XML representation of data described in ASN.1
24

.  

However, following design constraints given in the “Architecture of the World Wide Web” by 

the W3C strengthen the choice of XML for the implementation of the MIGS/MIMS standard. 

The list of “design constraints that would suggest the use of XML include:” 

1. Requirement for a hierarchical structure. 

2. Need for a wide range of tools on a variety of platforms. 

3. Need for data that can outlive the applications that currently process it. 

4. Ability to support internationalization in a self-describing way that makes confusion 

over coding options unlikely. 

5. Early detection of encoding errors with no requirement to "work around" such errors. 

6. A high proportion of human-readable textual content. 

                                                 

22
 http://www.ncbi.nlm.nih.gov/Sitemap/Summary/asn1.html). 

23
 http://www.itu.int/rec/T-REC-X.694/en 

24
 http://www.itu.int/ITU-T/studygroups/com17/languages/X.693-0112.pdf 

http://www.ncbi.nlm.nih.gov/Sitemap/Summary/asn1.html
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7. Potential composition of the data format with other XML-encoded formats. 

8. Desire for data easily parsed by both humans and machines. 

9. Desire for vocabularies that can be invented in a distributed manner and combined 

flexibly. 

The GSC community demands textual representation and human readability (point 6 and 8) a 

priori. The combination of different XML languages (point 7 and 9) with the help of the 

Namespaces standard
25

 allows defining new data formats on the basis of already existing 

XML language elements. Therefore, the Namespaces standard is an important technology to 

build up a standards stack where orthogonal standards define their own languages with their 

own namespaces and borrow existing elements from other languages where partial overlap 

exists.  

In conclusion, the discussed design constraints suggest XML to be the standard of choice to 

define an interoperable data format for genomic contextual data which implements the 

MIGS/MIMS standard. Several XML schema languages for the definition of an XML 

language exist. The choice of XML Schema as the XML Schema language has two reasons. 

First, XML Schema has a rich set of built-in data types compared to all other schema 

languages (Murata, Lee et al. 2005) (Lee and Chu 2000). Second, XML Schema is supported 

by many tools. Especially because of the rich built-in types all schema binding tools support 

XML Schema. Schema binding tools can be used to auto-generate programming code for 

writing and reading GCDML files from the XML Schema itself. 

Because the GSC considers supporting the use of GCDML in software applications, XML 

Schema is the preferred choice.  

Using the Domain Model for Ecological Genomics 

During the development of GCDML it turned out that the Domain Model for Ecological 

Genomics (see p. 17) is the most appropriate to implement the MIGS/MIMS specification. 

All MIGS/MIMS descriptors could be meaningful attached to one of the domain entities. 

Thus, arranging the descriptors in groups of study, field sample, isolate, DNA extract, clone 

library, DNA sequences. Although, this arrangement is not in accordance with the ordering of 

descriptor in the MIGS/MIMS publication, it is the only way MIGS/MIMS could be 

                                                 

25
 http://www.w3.org/TR/REC-xml-names/ 

http://www.w3.org/TR/REC-xml-names/
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implemented in an XML Schema so that all rules implied by MIGS/MIMS can be validated 

by a standard XML parser. This was not possible with the MIGS/MIMS being structured as 

an „Investigation‟ composed of a „Study‟ and an „Assay‟, according to the Reporting 

Structures for Biological Investigations (RSBI) working group's recommendation for the 

modularization of checklists (Sansone, Rocca-Serra et al. 2006). Under „Study‟ are the top-

level concepts „Environment‟ and „Nucleic Acid Sequence‟ and under „Assay‟ is a description 

of the sequencing technology. Figure 2 below depicts a refined domain model from Figure 2 

(see p. 125) with all descriptors from MIGS/MIMS attached to the different domain entities.  

Figure 2 The Ecological Genomics Domain Model with all attributes of MIGS/MIMS added to the respective 

sample. Additionally a fourth line (bottom) was added to show a generalized study workflow. 
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Development since publication 

At the time of publication GCDML version 1.5 was available. Since then, version 1.6 has 

been implemented and presented at the GCDML Satellite Meeting of the GSC 6 meeting in 

October 2008. During this two day workshop participants compiled a list of 20 bugs and 

feature requests. All these requests have been solved and are now included in the current 1.7 

version of GCDML. Furthermore, several new main features have been implemented since 

the GCDML publication: 

Based on community demand, GCDML introduced two clearly separated main types of 

reports. The MIGS report type implements only the minimal requirements of MIGS/MIMS. 

The “Genomic Contextual Data” (GCD) type of report extends the MIGS report type by 

additional descriptors not covered by the MIGS/MIMS specification and allows users to add 

arbitrary additional XML elements. The parallel existence of different types of reports has the 

advantage that the MIGS reports clearly implement nothing else but the MIGS/MIMS 

standard. Therefore, the schema of the MIGS reports will only change according to changes 

of the MIGS/MIMS specification. This allows a clearly defined and transparent 

synchronization between versions of the MIGS/MIMS specification and MIGS reports. On 

the other hand, the GCD reports allow applying changes to the extended parts not covered by 

the MIGS reports independently from the MIGS/MIMS specification. Thus, GCD reports 

give the flexibility to implement descriptors beyond common usage. As such, the GCD 

reports can also be used as a sandbox where new descriptors are implemented. These 

descriptors can later be moved to the MIGS reports if they reach common sense and be 

incorporated into the MIGS/MIMS specification. 

The second new feature is the use of the Geography Markup Language (GML) profile only in 

the GCD reports. Usage of the GML profile instead of the full GML schema, allows 

importing only those elements from the GML namespace necessary to describe the 

geographic location and time of sampling in the field. 

Another addition to the GCDML project is the support of automatic Java code generation 

from the GCDML schema using the Java Architecture for XML Binding (JAXB)
26

. An 

external customization file has been added to the GCDML code repository to allow users to 

automatically generate Java classes to read and write MIGS and GCD reports.  
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Figure 3 Example of a MIGS/MIMS compliant genome report of 

Rhodopirellula baltica (Glöckner, Kube et al. 2003) in GCDML 
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VII. Defining Linkages between the GSC and NSF's 
LTER Program: How the Ecological Metadata 
Language (EML) Relates to GCDML and Other 
Outcomes 

The Ecological Metadata Language is an XML standard for data management in the Long-

Term Ecological Research program (LTER), a top National Science Foundation program in 

the USA since 1980. Today, the LTER forms a network including over 2000 researchers 

associated with 26 research sites representing diverse ecosystems such as oceans, coral reefs, 

estuaries, lakes, deserts, prairies, alpine, and Arctic tundra, forests, urban areas, and 

production agriculture. 

The GSC and LTER communities have independently chosen XML, XML Schema and 

related standards as basis for their technological developments. This gives a common 

technological ground, which leaves out the necessity to engineer bridges between 

incompatible standards and allows focusing on defining relations and finding mutual utility 

between GCDML and EML.  

The developers of EML became interested in the MIGS/MIMS standard and GCDML, 

because the LTER has a growing need to adequately describe DNA sequence datasets for 

which no facility exists in EML yet. The EML schema is of interest to GCDML in order to 

avoid reinventing XML elements which are already defined by EML. 

However, an important result during the discussions of this publication is a better and more 

detailed understanding of the different purposes and scopes EML and GCDML have. 

EML has a different domain model. While the central entity for GCDML is the sample, EML 

models ecological metadata, which is data about ecological data (Jones, Berkley et al. 2001; 

Michener 2006). The metadata concept differentiates between „core‟ data elements and 

additional data which give additional details to the core data elements. An often used example 

is a MP3 file. The binary data coding the audio signal is considered as the „core‟ data; and the 

title of the encoded audio track is considered metadata which adds an additional description 

to the audio track.  
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GCDML does not make this distinction between data and metadata. The reason is to avoid 

confusion of what is data and what is metadata and instead emphasize the equal importance 

of each data element. The concept of „contextual data‟ stresses the rational of choosing data 

elements which describe the research contexts within which sequences were obtained such 

that: 

1. Comparative studies can select sequences on attributes other than raw sequence 

features 

e.g. Find all sequence from Baltic Sea, 

2. The data generation process can be assessed: 

e.g. take only DNA sequenced with the Sanger method but not pyrosequences, 

3. The data quality can be assessed 

e.g. include sequences with coverage > X. 

Knowing these differences helps defining fruitful future collaborations and exchanging 

technological expertise and experience between the ecological and genomic communities.  
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VIII. Habitat-Lite: A GSC Case Study Based on Free 
Text Terms for Environmental Metadata 

This projects of the Genomic Standards Consortium aims to define a minimum workable 

subset of the Environment Ontology (EnvO), which is sufficient to describe the 

environmental origin of every DNA sequence. For the determination of this subset several 

text search algorithms were applied to all GenBank entries. 

The list of Habitat-Lite v0.1 was used to annotate a total of 1852 organisms with a remaining 

65 unclassifiable entries in MegDb. Most entries were integrated from the NCBI genome 

project / GOLD databases (accessed during Aug-Sep 2008). Microbes isolated from 

organism-associated habitats comprised 56 % of the collection while those isolated from 

marine waters, with a 12 % share, comprised the second largest subdivision. 

This preliminary study has shown the significance of basic and easily implementable habitat 

classification terms applied to a large dataset. Although Habitat-Lite is a very general subset 

of the Environment Ontology, these terms proved sufficient to classify ~ 97 % of the 1,917 

genome projects available at the onset of this project. The depth of knowledge required by the 

annotator is minimal in most cases, strongly reducing misclassification due to inexpert 

understanding of the environment / habitat terms or of the isolation procedures used in the 

various disciplines of microbiology. Pier Luigi Buttigieg needed less than two weeks for all 

Habitat-Lite assignments. This time seems to be rather short given the fact that no time was 

needed to learn the classification scheme and the limited set of possible classifications make 

the decision processes easier.  

It is clear that a more refined ontology or, more realistically, a reinforcing set of orthogonal 

ontologies addressing isolation environment (littoral zone, epipelagic zone, coral reef, 

demersal zone etc.), microbial lifestyle or niche (marine snow attached, phycosphere, 

symbiotic, free-living etc.) and metabolic strategy (i.e. photoheterotroph, chemoautotroph, 

etc) would allow more apt comparative studies on a large scale. Given the 

compartmentalization of the genome collection by Habitat-Lite, this task becomes 

considerably more approachable by in-field experts and is easily implemented via MegDb.  
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IX. A standard operating procedure for phylogenetic 
inference (SOPPI) using (rRNA) marker genes 

A Standard operating procedure (SOP) is a written document detailing all steps and activities 

of a process or procedure. The concept of SOPs originates from industry and clinical 

research. In clinical research, SOPs are defined by the International Conference on 

Harmonisation (ICH) as "detailed, written instructions to achieve uniformity of the 

performance of a specific function". 

The publication of SOPPI is meant to give scientists producing phylogenetic trees best 

practice guideline at hand. Following the guidelines should help to enrich the associated data 

to each inferred tree and enhance reproducibility. The documentation of best practice for 

reporting phylogenetic inference is unique. In genomics several database and sequencing 

centers already adopt SOPs to increase transparency and quality of the genome annotation 

processes (Angiuoli, Gussman et al. 2008). In its attempt as an organization to promote 

standards that increase the richness and usability of genomic datasets (Field, Garrity et al. 

2008), the Genomic Standards Consortium endorse the development and use of SOPs for 

genome annotation. Furthermore, the GSC recognizes an opportunity to create a centralized 

repository for SOPs (Angiuoli, Gussman et al. 2008). This would help to promote and 

establish better use of best practice guides within the genomics community.  
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Outlook 

“Progress in science depends on new techniques, new discoveries and new ideas, 

 probably in that order.” – Sydney Brenner 1980 

New DNA sequencing technologies have led to an enormous increase in published DNA 

sequences. Metagenomic analysis has enabled ecological questions to be approached on the 

sequence level. This has led to discoveries, such as that of the proteorhodopsin (PR) gene in 

2000 suggesting the existence of non-photosynthetic phototrophy in oceans (Béjà, Aravind et 

al. 2000). Furthermore, the metagenomic analysis of marine surface waters conducted in the 

Global Ocean Sampling Expedition (GOS) confirmed the astonishing diversity of microbes 

while doubling the amount of sequences in the public repositories (Yooseph, Sutton et al. 

2007). Further estimations on biodiversity predict that the plateau is not yet reached and still 

more sequence diversity can be expected in future metagenome studies (Yooseph, Sutton et 

al. 2007). 

Current and predicted trends in the development of new sequencing technologies 

unanimously show that the sheer pace of sequence data growth is unlikely to slow (Hall 

2007; Gupta 2008; Shendure and Ji 2008). This transforms genomics – including ecological 

genomics – into a data-intensive science with an exponential growth of data (Szalay and Gray 

2006). Some even argue that the exponential data production is a universal fact for biology as 

a whole and will enable a new kind of research only limited by our capacities in computing 

power and bioinformatics (Szalay and Gray 2006; Committee on Metagenomics: Challenges 

and Functional Applications 2007). Therefore, development of data management and 

integration tools for any research on sequences and contextual data is a cornerstone to 

transfer the deluge of data into biological knowledge. 

The sciences of physics and astronomy have realized their dependence on cost-effective and 

efficient data management and integration technologies. In “Bridging the Gap between 

Databases and Science” Gray and Szalay describe the successful World-Wide Telescope 

project (WWT) which has built a peta-byte database of astronomic data (Gray and Szalay 

2004). Several factors led to the success of this project. Firstly, it was driven by 20 scientific 

questions which the system should be able to answer. Indeed, these 20 questions lead to the 

specification of the database system. This became known as the 20-questions approach and is 

now widely adopted in the astronomy community. Secondly, the WWT project has built a 
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data-centric software architecture which developed over a decade and is based on standards 

of the International Virtual Observatory Alliance
27

. The architecture of WWT comprises 

federated databases which exchange data on a regular basis. 

The WWT project is a successful case study showing that it is possible to design systems 

capable of serving enormous amounts of data and scaling with ever more incoming data to a 

large scientific community. 

Similar to physics and astronomy, biology needs an international community which agrees on 

standards as well as reliable and appropriate system architecture. The Genomic Standards 

Consortium gathers together representatives from the major genomic and metagenomic 

database and data-providers including the International Nucleotide Sequence Database 

Collaboration (INSDC), Genoscope, MG-RAST, CAMERA, and IMG/M among others. This 

consortium would be well-suited to work on a “World Wide Genomics” project to build a 

single architecture for the storage and analysis of the world wide, publically available DNA 

sequence data. This is not in the scope of the GSC at the moment. However, even without the 

explicit concept of a single architecture, the GSC already released several products which 

could be become essential components of such architecture. This consortium published the 

MIGS/MIMS specification and works in several other projects on more specifications of 

genomic data. With GCDML the GSC is implementing an XML Schema which defines an 

exchange format for genomic data. The more databases adopt GCDML as an exchange 

format the more it helps to strengthen interoperability. With GCDML and the Genomes 

Catalogue, the GSC is also leading software projects. The Genomes Catalogue is planned to 

become a central repository of MIGS/MIMS data in GCDML format and a hub for the 

exchange of this data. This vision places the Genomes Catalogue in a central position of a 

mediator in a federated system of databases especially those involved in the GSC and 

mentioned above. 

Megx.net could play an important role in such a federated network as it is still the only 

resource focusing on the integration of environmental data with DNA sequences: data not 

covered by complementary resources such as CAMERA or MG-RAST.  

Several studies using Megx.net and the underlying database have shown that the use of 

integrated data enables researchers to address ecologically motivated questions with in silico 
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analysis of the database content. At the moment, full usage of Megx.net and MegDb can only 

be gained with programming and database expertise. Future work on Megx.net and MegDb 

has to improve the usability for non-experts. Furthermore, the scope of Megx.net should be 

broadened to also integrate gene function data with diversity data. This would allow 

researchers to query for example: 

 What is the sampled diversity in terms of Operational Taxonomic Units (OTU) at a 

geographic location? 

 What is the sampled abundance of particular OTU at a geographic location? 

 Do correlations exist between and taxonomic and functional diversity at a given site? 

Other future activities require data curation work. The annotation of genomes with Habitat-

Lite terms allowed, for the first time, the systematic search for genomes from across a range 

of defined environments. Many more such annotation tasks can be done: the annotation of 

genomes with terms describing broad physiological capabilities like “sulphate reducer”, 

“sulfur oxidizer”, “nitrogen fixer” etc. would for the first time allow to query a collection of 

genomes with respect to physiological capacity. Another approach would be to support the 

annotation of environmentally relevant genes like dsrA or nif across all genomes and 

metagenomes to establish a reliable basis for further analysis. 

Megx.net successfully integrated worldwide ocean data; however, local environmental data 

sources of higher resolution exist. There are several frequently sampled locations in the 

oceans like ALOHA and the BATS station, or Helgoland Roads. All these stations accumulate 

detailed environmental data and samples are routinely sequenced. Integration of the data from 

these stations would give a higher resolution of environmental data in space and time. 

Ongoing projects like MIMAS seek to utilize these high resolution data to study the 

microbial community structure over time. This combination is very likely to provide insights 

into the microbial community function in response to environmental gradients. 

With Megx.net, MegDb, MetaLook, MetaMine, MIGS/MIMS, GCDML, Habitat-Lite, SOPPI 

and the development of other software and standards in this work, new techniques to better 

make sense of the data deluge are available. Based on this, new discoveries can be made and 

a set of new ideas for further enhancements already exist. In the course of this work it became 

clear that progress heavily depends on biocuration to guaranty high data quality, data 

integration and expert human resources. 
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