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Abstract

We present a high-performance event reconstruction algorithm: an Image Pixel-wise fit for Atmospheric
Cherenkov Telescopes (ImPACT). The reconstruction algorithm is based around the likelihood fitting of
camera pixel amplitudes to an expected image template. A maximum likelihood fit is performed to find
the best-fit shower parameters. A related reconstruction algorithm has already been shown to provide
significant improvements over traditional reconstruction for both the CAT and H.E.S.S. experiments. We
demonstrate a significant improvement to the template generation step of the procedure, by the use of
a full Monte Carlo air shower simulation in combination with a ray-tracing optics simulation to more
accurately model the expected camera images. This reconstruction step is combined with an MVA-based
background rejection.
Examples are shown of the performance of the ImPACT analysis on both simulated and measured

(from a strong VHE source) gamma-ray data from the H.E.S.S. array, demonstrating an improvement in
sensitivity of more than a factor two in observation time over traditional image moments-fitting methods,
with comparable performance to previous likelihood fitting analyses. ImPACT is a particularly promising
approach for future large arrays such as the Cherenkov Telescope Array (CTA) due to its improved high-
energy performance and suitability for arrays of mixed telescope types.
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1. Introduction

Ground-based gamma-ray astronomy exploits
the air shower produced by the interaction of a
primary gamma ray in the Earth’s atmosphere.
For gamma-rays of approximately 1011 − 1014 eV
(VHE) few air-shower particles reach ground level.
However, sufficiently high-energy secondary par-
ticles will emit Cherenkov radiation, resulting in
illumination of a ∼105 m2 patch of ground for
a few nanoseconds. The Imaging Atmospheric
Cherenkov Technique (IACT) is based on the ob-
servation of this emission by a number of large
reflecting telescopes, placed within the light pool
with a typical spacing of ∼100 m. The Cherenkov
light is focussed onto ultra-fast, but typically
rather coarsely pixelated, cameras, resulting in
roughly elliptical images of the shower emission in
multiple telescopes. H.E.S.S. [1] is an array of four
such 100m2 reflecting telescopes, at 1800m alti-
tude in the Khomas Highlands of Namibia, each
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with a 960 pixel camera viewing a 5◦ diameter
patch of sky.

The process of reconstruction/estimation of the
properties of the primary photon (direction and en-
ergy), and the rejection of events likely to belong
to the background of hadronic showers, makes use
of image information from each telescope. Tradi-
tionally this event reconstruction is performed us-
ing the Hillas parameters of the camera images [2],
derived after an image cleaning step (described in
[3]). The Hillas parameters are the moments of
the camera image which, given the approximately
elliptical nature of typical camera images, already
capture much of the available image information.
In the most commonly used stereoscopic recon-
struction method the major axes of images are
calculated in a common camera reference frame
and the intersection points of all axes found. A
weighted average (based on image amplitude and
the angle between the axes) is then taken of all
crossing points to provide an estimate of the arrival
direction of the primary gamma-ray. A similar pro-
cedure involving the intersections of the directions
between the image centroid and the optical axis is
then performed in a common plane perpendicular
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to the pointing direction, to determine the shower
impact point on the ground.
Although relatively good angular resolution

(∼0.1◦ with H.E.S.S.) can be reached with such a
reconstruction procedure [3], significant additional
information can be extracted from the recorded
images in a typical event, resulting in improved
performance. Additionally a simultaneous fit pro-
cedure between all telescopes can help to ensure
a consistent result is found between all telescopes,
rather than the independent analysis used in Hillas
reconstruction. An image template fitting pro-
cedure was pioneered for the CAT telescope [4]
[5] and re-implemented and improved upon for
H.E.S.S. [6]. These methods begin with the cre-
ation of a semi-analytical model of air-shower de-
velopment and IACT response, and use this model
to generate the expected shower image for a given
set of shower parameters (primary energy and di-
rection, and also impact distance of the shower
from the telescope). The template library can then
be compared to the images recorded in a given
event, and, by means of a multi-dimensional fit
procedure, the best-fit shower parameters deter-
mined. An alternative method of shower fitting has
also been developed for use with H.E.S.S. data, fit-
ting the pixel intensities of the camera image with
the expectation from a simpler analytical 3 dimen-
sional gaussian air shower model (3D model) [7, 8].
One of the major problems with the model and

3D model analyses is the difficulty of describing the
air shower behaviour at high energies (>10TeV).
Above 10TeV a large number of particles reach
ground level, resulting in large fluctuations which
are difficult to reproduce with the aforementioned
approaches. This difficultly in reproducing ener-
getic air showers results in poor event reconstruc-
tion above 10TeV, typically leading to a rapid drop
in effective collection area. With these approaches
it is also difficult to account for instrumental ef-
fects, such as the optical point spread function of
the telescopes or the limited readout window of the
camera, so approximations of these effects must be
made. Inevitably, making these kind of assump-
tions will limit the quality of the model fit, reduc-
ing the accuracy of the analysis.
One way to solve these problems with high en-

ergy events is to instead produce templates by the
use of detailed Monte Carlo (MC) based air shower
simulations. Such an approach requires no ana-
lytical approximations to be made within the air
shower simulation, and therefore takes better into
account the large fluctuations arising from parti-
cles reaching ground level. Additionally, a more
accurate optics and electronics simulation can be
performed on the simulated Cherenkov photons,
resulting a more realistic representation of the tele-

scope behaviour. The MC approach is a robust and
general image template generation method, not re-
quiring any adaptation to the model for different
telescope types, instead existing Monte Carlo tele-
scope configurations can be adapted to produce
templates.

Below we present an attempt to improve the ac-
curacy of the template generation, by the use of
a more accurate Monte Carlo simulation based air
shower model, combined with a ray-tracing tele-
scope simulation and demonstrate the resultant
improvement in the performance of the analysis.

2. Template Generation

In contrast to the semi-analytical model of
shower development used in [5] & [6] to gener-
ate image templates, we use instead the COR-
SIKA/sim telarray chain [9, 10] to perform a
Monte Carlo air shower simulation, followed by
ray-tracing of the telescope optics and simulation
of the instrument electronics. The use of this very
detailed and computing intensive simulation chain
has several major benefits over the, faster, semi-
analytical approach.

Firstly, the CORSIKA air shower simulation is a
well proven code, which has been shown to be con-
sistent with the results of multiple experiments, in
combination with the sim telarray telescope simu-
lation it has been shown to accurately reproduce
results from H.E.S.S.. The use of a complete air
shower simulation also allows the effects of the ge-
omagnetic field on the air shower to be incorpo-
rated, which proves difficult in analytical models.
Finally the simulation of the electronics chain us-
ing sim telarray allows instrumental effects, such
as trigger biases and readout window length (very
important in the case of H.E.S.S.) to be naturally
accounted for.

There are, however, some drawbacks to the MC
approach, firstly, in order to fill the same parame-
ter space of templates, a significantly larger com-
puting time is required, due to the CPU inten-
sive nature of MC simulations. Also, with such
a random approach the edges of the parameters
space are naturally sparsely populated, making the
fitting of unusual events more difficult. This is-
sue of phase space coverage was most apparent
close to the array trigger threshold, where an ex-
tremely large number of event simulations were re-
quired in order to reproduce the relatively few up-
fluctuations that trigger the array.

Full MC simulation of a number of air showers
(300,000 – 600 depending on the primary gamma-
ray energy) were performed for a given event pa-
rameter set and traced through the simulation of
the optics. Any photons reaching the focal plane in
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Figure 1: Image template histograms for a 1TeV primary gamma-ray at a core distance of 20m (top
left), 100m (top right) and 200m (bottom left) at the expected shower maximum (300 g cm−2). The
bottom right plot shows the shower template at a core distance of 100m and a Xmax of 400 g cm−2. The
z-axis is shown in units of photoelectrons per square degree, and the x− and y−axes are in degrees.

an event that triggers the camera were then given
a weight in order to account for a number of instru-
mental effects and efficiencies (e.g. mirror reflectiv-
ity, quantum efficiency, integration time window),
such that they represent a number of detected pho-
toelectrons (p.e.). The average image for a given
set of shower parameters was then saved in the
form of a finely binned histogram, containing the
expected image in a ‘perfect’ camera. These his-
tograms were then oversampled with the camera
pixel size, producing lookup tables for the expected
image amplitude at all pixel positions within the
camera (see Figure 1).

This procedure was repeated at points in a four-
dimensional parameter space (described below) to
produce a comprehensive library of image tem-
plates.

• 8 zenith angles (0-65◦)

• 2 azimuth angles

• 17 energies (0.08-100TeV)/cos(zen)

• 25 impact distances (0-1000m)

Additionally events were binned in a number of
bins of Xmax, of width 25 g cm−2 spread around
the expected Xmax for a shower of that energy. In
total such a scheme should produce over 100,000
image templates, however in practice the number
was somewhat smaller (less than half this total),
as templates with insufficient Cherenkov photon
statistics were discarded. A multidimensional lin-
ear interpolation algorithm was then used to inter-
polate between these templates, allowing an ex-
pected image template to be produced for any
shower parameters within the above ranges.

An additional parameter ignored here is the po-
sition of the gamma-ray source within the camera
field of view, which could be important due to the
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Figure 2: 2D projection of a likelihood surface
for an example event in the plane of the camera.
The triangle shows the reconstructed shower di-
rection derived using a traditional Hillas-based re-
construction, the square shows the direction as re-
constructed by ImPACT and the inverted triangle
shows the true direction of the simulated shower.

broadening of the telescopes optical point spread
function (PSF) with distance from the camera cen-
tre. However for H.E.S.S., with its Davies-Cotton
optics [11], the PSF does not degrade significantly
across the field of view, so events simulated on axis
are sufficient in most cases.

3. Likelihood Fitting

Once the full set of templates for the range of
possible shower parameters has been created, they
must then be compared with the observed image
and a fit performed to find the shower parameters
that best fit the observed event.

The comparison between the expected and mea-
sured images is made using the likelihood function
developed in [6]. This likelihood of a signal s given
an expectation of µ consists of a convolution of
the Poisson distribution of each individual photo-
electron n, with the resolution of the photosensor.
Where the resolution of the photosensor is repre-

sented by a Gaussian of width
√

σ2
p + nσ2

γ , where

σp is the width of the pedestal (charge distribu-
tion from night sky background light and electronic
noise) and σγ is the width of the single photoelec-
tron distribution (≈0.5 in H.E.S.S.).

P (s|µ, σp, σγ) =
∑

n

µne−µ

n!
√

2π(σ2
p + nσ2

γ)

· exp
(

− (s− n)2

2(σ2
p + nσ2

γ)

)

(1)

The log-likelihood for that pixel is then defined
such that it is distributed similarly to a χ2 distri-
bution.

lnL = −2 lnP (s|µ, σp, σγ) (2)

In cases of large signal expectation (µ > 5) the
Poissonian signal fluctuations can be replaced by
a Gaussian, eliminating the need to perform the
sum over all photoelectrons.

P (s|µ ≫ 0, σp, σγ) ≈
1

√

2π(σ2
p + µ(1 + σ2

γ))

· exp
(

− (s− µ)2

2(σ2
p + µ(1 + σ2

γ))

)

(3)

More detailed derivations of equations 1 & 3 can
be found in [6].

It should be noted that when calculating the
likelihood that two different gain channels are used
within the H.E.S.S. camera. The high gain chan-
nel covering the range of ∼0-150 p.e. and the low
gain channel used above. These two channels have
different levels of electronic noise and hence differ-
ent pedestal widths (around 0.2 p.e. for low gain
and 1 p.e. for high gain [12]) these pedestal values
are broadened further during observations by the
presence of night sky background light. However,
in practice the contribution of the pedestal to the
low gain channel (used for large signals) is small,
only having an effect in pixels where the high gain
channel is unavailable.

Once this per pixel likelihood function has been
defined it can be simply summed over all signif-
icant pixels, selected based on the two level tail
cut described in [3], with two additional rows of
pixels added around the image edge, and summed
over all telescopes passing selection cuts to find an
event likelihood for a given set of shower parame-
ters. This event likelihood must then be minimised
in a 6-dimensional fit over direction, impact point,
Xmax and primary energy. In order to simplify
the reconstruction of Xmax it is first reconstructed
using a geometrical approach, assuming depth of
maximum corresponds to the brightest point in the
image (calculated by taking the average position of
the brightest 3 camera pixels). The minimisation
can then be performed over a modification factor
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to the estimated Xmax, greatly reducing the time
taken for the fit procedure.
Fitting is performed using the widely-used MI-

NUIT [13] package, providing a fast and reliable
minimisation. The algorithm finds a function min-
imum in the majority of cases, typically taking
around 500 function calls to reach the minimum,
with a computation time of ∼0.2-0.5 seconds.
With such a high dimensionality, using an ap-

propriate seed position for the fit is crucial to
avoid getting trapped in a local minimum. Multi-
ple Hillas-style reconstructions using different im-
age cleaning values are used to generate possible
fit seed positions, in addition to a the axis recon-
structed using the disp method [14, 15]. Several
steps are then made using a simple steepest de-
scent algorithm from each seed position to allow
the fit to approach the closest minimum and the
position with the highest likelihood used to seed
the MINUIT fit.
Figure 2 shows a 2 dimensional projection of the

likelihood surface in the camera plane. This exam-
ple event demonstrates the smoothness and well
defined minimum of the likelihood surface. In this
case the MIGRAD algorithm is able to find the
minimum point in this function at a more accu-
rate position than the Hillas-based reconstruction.

3.1. Goodness of Fit

In order to create a useful goodness of fit statistic
it is necessary to know the average behaviour of
the likelihood function, so that a comparison to
the resultant log-likelihood of the fit can be made.
The average log-likelihood for a given µ, σp and σγ

can be calculated as below:

〈lnL〉|µ=
∫

ds lnL(s|µ, σp, σγ)× P (s|µ, σp, σγ).

(4)
Again in the case of large signals this formula

can be greatly simplified to its Gaussian limit.

〈lnL〉|µ= 1 + ln(2π) + ln(σ2
p + µ(1 + σ2

γ)) (5)

More detailed derivations of equations 4 & 5 can
be found in [6]. As equation 4 contains an inte-
gral with no analytical solution it would be ex-
pensive to compute this value on the fly, instead
it is preferable to compute this value before the
analysis, storing the values in lookup tables as the
difference from the Gaussian expectation. This av-
erage behaviour can then be compared with the fit
result to produce a goodness-of-fit statistic (G).

G =

∑

i

[lnL(si|µi)− 〈lnL〉|µ]
√
2×NdF

(6)

This value is constructed such that if all pix-
els behave like independent random variables the
resultant distribution should be Gaussian in form
and centred at 0. However, figure 3 shows that this
is not the case, with a long tail of high G values
being seen at high energies and small impact dis-
tance. This tail originates from high-energy show-
ers at small impact distance, where visible sub-
structure within the shower produces correlated
fluctuations in multiple pixels. It should also be
noted that the peak of the G distribution is af-
fected by the level of night sky background (NSB).

4. Background Rejection

The discrimination of the gamma-ray induced
air showers from the much more numerous cosmic-
ray induced showers is an important factor in max-
imising the sensitivity of an analysis. One option
for background rejection is to use the aforemen-
tioned goodness-of-fit value. However, due to the
strong dependence of this value of the NSB level
(discussed in detail in [8] & [6]) and the good
knowledge of the single p.e. and pedestal width
required, this goodness of fit value may not be sta-
ble between different observations conditions. Al-
though this value will be a powerful background
discrimination parameter, in this work it has not
been used as the primary means of background re-
jection. However, with further work on calibration
between observation conditions both this goodness
of fit value and the estimated error on the direction
reconstruction may be very useful in the rejection
of cosmic-ray events.

Background rejection is instead performed using
the boosted decision tree (BDT) based method al-
ready implemented within the H.E.S.S. framework
([16] and references therein) using the root based
TMVA package [17]. This method combines a se-
ries of discriminant parameters determined using
a Hillas-based event reconstruction. These param-
eters classify events based on comparison of the
image widths and lengths to the expected mean
values for both gamma-rays and hadron-induced
showers, the spread in energy estimates from each

Config Amp (p.e.) θ2 (deg2) ζ
Hillas Std 60 0.0125 0.84
Hillas Hard 160 0.01 0.89
ImPACT Std 60 0.005 0.83

Table 1: Image selection and background rejection
cuts for the three H.E.S.S. cut configurations com-
pared in this paper.
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Figure 3: Distribution of goodness-of-fit for pixels with an expected signal of over 0.01 p.e. for simulated
gamma-rays split into bins of true (simulated) energy (left) and bins of simulated distance of the shower
core from the telescope (right). Plots are made at 20◦ zenith angle.
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telescope and the reconstructed height of maxi-
mum of the air shower. The distribution of the
discriminant parameters obtained on gamma-ray
simulations and ”off”-runs (observation runs with
no strong gamma-ray emission in the field of view)
are then used to train a series of BDTs, created
in a series of energy an zenith angle bins. Use of
this multivariate analysis technique allows correla-
tions of discriminant parameters to be effectively
accounted for, producing a much more discrimi-
nating parameter (ζ) when compared to the 6 pa-
rameters independently.
Minimum amplitude (based on cleaned images),

angular distance and background rejection cuts
were optimised for a series of point sources with
different power-law spectra. Standard cuts are op-
timised for a source of 10% Crab strength with a
spectrum of E−2.6 and hard cuts are optimised for
a source of 1% Crab strength with a spectrum of
E−2. Additionally a 2◦ cut on the position of the
image centroid from the camera centre was applied,
in order to remove highly truncated shower images.
Table 1 shows a comparison of the cut values for
the currently used Hillas TMVA cut configurations
in comparison with the ImPACT standard cuts.
Currently the ImPACT reconstruction uses

boosted decision trees based only on the parame-
ters extracted from the Hillas-style reconstruction
of events. However, in the future it may be pos-
sible to extract more information from the image
template fit which can increase the background re-
jection power.

5. Performance

In this section the performance of the ImPACT
reconstruction is compared with the performance
of the standard Hillas-style reconstruction with
MVA-based background rejection [16]. For brevi-
tys sake the results of only the ImPACT method
standard cuts (hereafter referred to as ImPACT

std) will be compared with both the standard and
hard cuts for the Hillas-style reconstruction (here-
after referred to as Hillas std and Hillas hard).
The performance is assessed using Monte Carlo

simulations of the 4 telescope H.E.S.S. IACT ar-
ray, with mirrors at 70% of their nominal optical
efficiency (roughly the current state of the array).

5.1. Angular Resolution

The angular resolution, in this case defined as
the 68% containment radius of the reconstructed
event positions from a point-like source, is shown
as a function of energy and zenith angle in fig-
ure 4. Figure 4 (left) shows a clear improvement
in angle resolution over the Hillas std across the

whole energy range. This improvement ranges
from around 50% at 500GeV where the added in-
formation has the largest effect, reducing to around
15% at 100TeV where a great deal of information
is already provided by the Hillas parameterisation
so the extra information in the fit has less impact.

An improvement is also seen in figure 4 (right)
at all zenith angles, this demonstrates the weak
dependence of the angular resolution on zenith an-
gle for the ImPACT method, in contrast to the
steep decline seen for the Hillas std method at high
zenith angles. The rapid reduction of performance
with zenith angle for the Hillas std method, is due
to the apparent foreshortening in the array in the
frame of the shower at large zenith. This fore-
shortening results in more parallel camera images
in high zenith events, making event reconstruction
by image axis intersection more difficult. The Im-
PACT method, however, considers more informa-
tion than just the image axis and copes better with
this problem.

The aforementioned improvement in angular res-
olution will help in the study of structure within
large extended sources, allowing their study at
smaller angular scales. Smaller angular resolu-
tion also improves the sensitivity when observing
point-like sources, as a smaller integration region
around the source position can be used, reducing
the cosmic-ray background contamination.

5.2. Energy Resolution

In addition to improving in the angular resolu-
tion of the array, the ImPACT method is also able
to more accurately reconstruct the energy of the
primary air shower. The accuracy of reconstruc-
tion is often described by looking at the fractional
deviation of the reconstructed energy from the sim-
ulated energy, figure 5 shows the mean (energy
bias) and RMS (energy resolution) of this distri-
bution as a function of energy.

The energy bias of all 3 reconstruction method
is quite similar, all curves show a large bias at low
energies, where event selection cuts result in only
extreme examples of low energy events (with large
upward fluctuations in the number of Cherenkov
photons produced) being selected, which are sub-
sequently poorly reconstructed. For the ImPACT
analysis, this low energy bias is slightly less ex-
treme than the Hillas reconstruction, resulting in
a larger region of “safe” energy reconstruction, al-
lowing spectral reconstruction to be performed at
lower energies. There is almost zero bias above
500GeV for the ImPACT analysis, with a bias
smaller than 5% being seen in this stable region
for almost all possible observing conditions (0-60◦

zenith angle and 0-2◦ source offset).
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Figure 5: Fractional energy bias (left) and energy resolution (right) for the ImPACT and Hillas methods,
shown as a function of simulated photon energy.
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of energy for the three sets of cuts/reconstruction methods considered.

The energy resolution of the ImPACT method
is significantly lower than the Hillas methods at
all energies, again showing the largest improve-
ment at low energies (around 50% at low energies),
where the additional information used in the fit
is most important. Such improved energy resolu-
tion should be useful when looking for features in a
source spectrum, such as the cut-off of a source at
high energies, or the line emission expected from
some dark matter annihilation models.

5.3. Xmax Resolution

Figure 6 (left) shows a comparison of the depth
of the shower maximum reconstructed from the
likelihood fit with the known Xmax from the air
shower simulation. The trend in the figure demon-
strates that the ImPACT analysis is able to accu-
rately reconstruct the depth of shower maximum
with a small almost constant bias. In future anal-
yses, the relatively small spread in these recon-
structed values (30 g cm−2), may help to improve
the hadronic background rejection at energies be-
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low 1TeV.

5.4. Effective Area

Effective area is defined as the trigger, and sub-
sequent event-selection, probability multiplied by
the area over which simulated gamma-ray showers
are scattered. For current detectors this collection
area is much larger than the physical footprint of
the array, due to the large extent of the Cherenkov
light pool. This value is generally plotted as a
function of energy, typically rising rapidly at low
energies, and being relatively flat high energies,
sometimes falling slowly at the highest energies as
selection cuts disfavour high-energy events.

Figure 6 (right) shows the effective area after
background rejection cuts for the ImPACT anal-
ysis in comparison with two Hillas cut sets. This
figure shows that the effective area of the ImPACT
method is very similar to that of the Hillas std

method, with a deficit of less than 10% seen across
the full energy range. The similarity is not surpris-
ing as the same background rejection mechanism
is used for both methods and they are optimised to
maximise sensitivity to the same source spectrum.
The effective area of the Hillas hard method how-
ever has a significantly reduced effective area at
low energies. This reduction is due to the optimi-
sation of the cuts using a harder source spectrum,
naturally leading to cuts which reject low energy
events.

5.5. Cut Sensitivity

Figure 7 shows the improvements in point source
sensitivity resulting from the increased angular re-
solving power of the ImPACT analysis. Shown is
the time required to detect a point-like source of
gamma-rays with a E−2.63 spectrum at the 5σ level
as a function of source strength.

One can see for the ImPACT method that the
time required to detect a source is in many cases
less than 50% of that required by the Hillas-based
analysis for weak sources. For example the obser-
vation time required to detect a source of 1% Crab
strength is around 8.7 hours, in comparison to the
19.3 hours required for the Hillas-based analysis
with multi-variate background rejection.

This large improvement in sensitivity is due to
the smaller θ2 cut allowed by the improved PSF.
For the ImPACT analysis standard cuts less than
half the area of sky used in the Hillas analysis is in-
tegrated when observing a point source, resulting
in a corresponding decrease in cosmic ray back-
ground events, while the effective area (and hence
number of gamma-rays observed) stays roughly
equal.
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Figure 7: Plot of observation time required to de-
tect a point-like source of a given flux (expressed
as a fraction of the flux of the Crab Nebula and
assuming a spectrum of the same form: dN

dE
∝

E−2.63) with a statistical significance of 5σ.

6. Source Analyses

To demonstrate that the improvement seen
in the Monte Carlo simulations translates into
real world performance, the ImPACT reconstruc-
tion was tested on a strong point-like gamma-ray
sources. Comparisons are then made of the source
68% containment radius against the results of the
Hillas cuts.

The ideal data-set for the point spread function
comparison is that taken during the strong flaring
activity of the blazar PKS2155−304 [18] in 2006.
At the time, this object was the brightest source of
gamma-rays yet detected by any VHE instrument
and the data were taken at small zenith angles,
creating a large dataset of high-quality gamma-ray
events, with over 5900 events post background re-
jection cuts remaining in the run used.

Figure 8 show the distribution of excess events in
the squared angular distance of the reconstructed
event position to the test position (θ2). This dis-
tribution is clearly more peaked toward zero for
the ImPACT reconstruction with a significantly
reduced 68% containment radius. The improve-
ment in angular resolution seen here, combined
with the tighter angular cut used is able to de-
crease the number of background events estimated
in the source region for the ImPACTmethod, while
keeping the estimated signal events quite similar,
increasing the source significance (see table 2).

In order to test the energy reconstruction of
the ImPACT reconstruction an analysis was also
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Figure 8: Distribution of squared angular dis-
tance (θ2) from the source for all events pass-
ing background rejection cuts or a single run of
PKS2155−305 flare data using the Hillas std and
ImPACT methods. The background level is ap-
proximately one event per bin in all bins.
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Figure 9: Ratio of flux points between ImPACT
and Hillas analysis, obtained from 14 hours of
H.E.S.S. PKS2155−304 (non-flaring) data. Er-
ror bars show calculated errors on ImPACT data
point, shaded area shows errors on Hillas points.

Config Non αNoff σ θ68(
◦)

Hillas std 2290 11.9 109 0.10
Hillas hard 567 1.4 58 0.074
ImPACT std 2279 4.4 127 0.067

Table 2: Event statistics , significance as calculated
by the method of [19] and 68% event containment
radius of the first run of PKS2155−305 flare data,
for 3 H.E.S.S cut configurations.

performed on 14 hours of PKS-2155 observations
(while in a non-flaring state) and an energy spec-
trum calculated. Figure 9 shows ratio of the Im-
PACT flux points with the points calculated by
the Hillas method. There is very clear agreement
between the two sets of flux points across the full
energy range, showing the energy reconstruction
performs well on H.E.S.S. data.

7. Comparison with model analysis

The previous section has made detailed compar-
isons of the ImPACT reconstruction method with a
Hillas parameter based method showing large im-
provements in sensitivity, however some compar-
ison to the similar model analysis must also be
made. However, it must be noted that the sim-
ulations used in the ImPACT results and those in
themodel results were produced with different sim-
ulation chains and there may be some systematic
differences between the results of the two chains
(typically at the 5% level in total Cherenkov yield
[20]).

Figure 10 shows a comparison between the an-
gular resolution of the ImPACT analysis and the
model analysis for standard cuts in both analyses.
It can be seen in this plot that at low energies the
angular resolution of the ImPACT reconstruction
is similar to that of the model analysis. This sim-
ilarity is expected due to the good description of
the air shower by the semi-analytical model at low
energies and the relative similarity of the fit pro-
cedure. However, at higher energies the angular
resolution of the ImPACT reconstruction is some-
what improved over that ofmodel, due to difficultly
of reproducing the behaviour of air showers with
the semi-analytical model. This improvement can
also be seen in the post-cuts effective area at high
energies, with the rapid drop-off in effective area
demonstrating the difficultly of the model analysis
to reconstruct events at high energies, where no
such problem exists for ImPACT. Above 10TeV
H.E.S.S. observations are typically in the statistics
limited regime, such an improvement in high en-
ergy effective area should linearly translate into an
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Figure 10: Comparison of key performance results from the ImPACT event reconstruction with the model

reconstruction (data points reproduced from [6]). Left: Angular resolution (68% containment radius) as
a function of simulated energy. Right: Post cuts effective area as a function of energy. All curves are
calculated at zenith, using standard cuts in all analyses, and HESS simulations with 100% of the nominal
optical efficiency.

improvement in sensitivity.

8. Conclusions

We have demonstrated a high performance
likelihood-based reconstruction method for the
H.E.S.S. telescope, based on expected image tem-
plates generated from Monte Carlo air shower sim-
ulations. This technique has been proven to be
extremely successful, reconstructing events with
significantly more accuracy than the standard re-
construction algorithm. Some improvement has
also been demonstrated over the model reconstruc-
tion, especially at the highest energies where semi-
analytical modelling of the air shower becomes dif-
ficult. Use of the ImPACT reconstruction is able
to provide an sensitivity improvement of around
a factor of 2 in observation time over traditional
Hillas-based reconstruction for point source obser-
vations. Additionally the improvement in angular
resolution offers more detailed imaging of extended
sources.
Although some performance improvements have

been shown over the existing, semi-analytical
model based approach to template generation, the
major advantage of production via MC simulation
is the robustness of this approach against changes
in telescope hardware. For example the H.E.S.S.
observatory has recently commissioned a fifth 26m
diameter telescope (CT5) at the centre of the ar-
ray, which requires the production of a new set of
image templates. In order to generate these new

templates one can simply re-run the template gen-
eration step using the CT5 simulation configura-
tion, whereas using a model based approach the
model must be changed to accurately reflect the
new hardware. This robustness will be especially
important for the next generation of Cherenkov
telescopes, such as the Cherenkov Telescope Array,
which plan to use multiple telescope types within
the same array.

Additionally, this template generation mecha-
nism can in principle be implemented to allow re-
construction of any particle type. In the case of
protons the large shower to shower fluctuations
present may make this difficult, however for other
particles such as electrons or Iron nuclei it may be
possible to reconstruct and separate events using
this method.
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