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The adsorption of CO on the Cu�111� surface is investigated in the random phase approximation �RPA� as
formulated within the adiabatic connection fluctuation-dissipation theorem. The RPA adsorption energy is
obtained by adding a “local exchange-correlation correction” that is extrapolated from cluster calculations of
increasing size, to the Perdew-Burke-Ernzerhof �PBE� value for the extended system. In comparison to
density-functional theory calculations with the generalized gradient functionals PBE and AM05 and the hybrid
functionals PBE0 and HSE03, we find a hierarchy of improved performance from AM05/PBE to PBE0/HSE03,
and from PBE0/HSE03 to RPA, both in terms of the absolute adsorption energy as well as the adsorption-
energy difference between the atop and the hollow fcc sites. In particular, the very weak atop site preference at
the PBE0/HSE03 level is further stabilized by about 0.2 eV in the RPA. The mechanism behind this improve-
ment is analyzed in terms of the GW density of states that gives a spectral representation en par with the RPA
formalism for the total energy.
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I. INTRODUCTION

Recent years have seen a revived interest in the chemi-
sorption of carbon monoxide �CO� on metal surfaces. This is
mainly due to the finding that density-functional theory
�DFT�, within its present-day local and semilocal approxima-
tions, fails to predict the correct adsorption site for CO on
several transition- and noble-metal surfaces. In the low-
coverage limit, different experiments consistently show that
CO prefers the onefold-coordinated top site,1–4 whereas both
the local-density approximation �LDA� and several popular
flavors �e.g., PW91, PBE, and RPBE� of the generalized gra-
dient approximation �GGA� predict the threefold-coordinated
hollow site to be the energetically most stable one.5–7 Al-
though cautionary remarks regarding convergence issues in
today’s DFT calculations have been raised,8 it is nevertheless
generally accepted that LDA and GGA fail for the �111� sur-
face of Cu, Rh, and Pt, and this is often referred to as the
“CO-adsorption puzzle.”

The resurgence of the CO-adsorption puzzle is tied to the
more fundamental quest of finding an “optimal” electronic-
structure method that combines accuracy and tractability
with transferability across different chemical environments.
In this context the random phase approximation �RPA� is
experiencing its own revived interest—facilitated in parts by
the steady increase in available computer power—and a criti-
cal assessment of the RPA is beginning to emerge.9–21 Since
the CO-adsorption puzzle requires a good description for
systems that are as diverse as metal surfaces and small mol-
ecules, it has become an important benchmark system for
electronic-structure methods.22–30 We will demonstrate in
this paper that the RPA outperforms the common density
functionals, because it combines exact exchange �as given by
the Hartree-Fock �HF� expression� with a correlation energy
based on the renormalized �screened� Coulomb potential that
is finite for metallic systems and yields the right decay be-
havior outside a metal surface.19 Further insight into the

RPA’s performance is gained from the excitation spectrum,
computed with the associated GW self-energy.31

The most widely accepted explanation for the bonding
mechanism of CO �and in fact many other molecules, e.g.,
H2, O2, and NO �Refs. 32 and 33�� to the metal surface
is now based on the Blyholder model,34 which describes
the formation of the chemical bond between CO and the
transition-metal surface by a donation–back-donation pro-
cess. Due to their intrinsic deficiencies, LDA and GGA
underestimate the position of the lowest unoccupied molecu-
lar orbital �2��� upon charge back-donation from the sur-
face. This leads to an artificial enhancement of the bind-
ing interaction between the CO 2�� orbital and the metal
states, and thus an overestimation of the adsorption energy.
For geometric reasons the error is more pronounced for the
hollow site and in certain cases �Cu, Rh, and Pt� leads to the
wrong energetic ordering.6,22,23 A �semiempirical� energetic
upward shift of the 2�� level �e.g., by a Hubbard-U-type
correction22,24 or an extrapolation based on the config-
uration-interaction method23� makes a partial charge transfer
from the metal surface to the 2�� level more difficult and the
correct adsorption site is recovered.

Supplementing semilocal exchange correlation �XC�
with a fraction of exact exchange reduces the self-interac-
tion error and increases the splitting between the 5�
and the 2�� levels.25–28 Among these so-called hybrid
functionals—B3LYP,35 PBE0,36,37 and HSE0338 are the most
prominent types—PBE0 and HSE03 give the correct atop
adsorption site for Cu and Rh but fail for Pt.27 B3LYP does
predict the correct adsorption for Pt,25 but a more systematic
investigation indicates that the success of B3LYP is rather
fortuitous and comes at the expense of considerably worsen-
ing the properties of the metal substrate.28 It appears that
neither the current semilocal nor hybrid XC functionals can
satisfactorily describe these metal-adsorbate systems as a
whole and more sophisticated approaches are required. For
finite clusters with a few tens of atoms, standard quantum
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chemical methods �such as Møller-Plesset �MP� perturbation
theory, the coupled cluster method, etc.� or quantum Monte
Carlo have become tractable. Applying these methods in the
framework of the “local XC correction” approach29 consid-
erably reduces the variation in the adsorption energies with
cluster size and geometry in straightforward cluster calcula-
tions.

This indicates that accurate cluster calculations in the “lo-
cal XC correction” scheme provide a viable approach to
tackle the CO-adsorption puzzle and surface-adsorption
problems in general. To exploit the usefulness of this ap-
proach it then becomes critical to choose appropriate quan-
tum chemical or many-body methods for cluster calculations
that are both accurate and computationally feasible. MP2 is
the “cheapest” post-Hartree-Fock method and performs very
well for small organic molecules.39 However, it is known
that MP2 diverges for three-dimensional metallic system and
it is doubtful that MP2 calculations for considerably larger
clusters �in the extended surface limit� will give physically
meaningful results.29 Very accurate quantum chemical meth-
ods such as CI or the coupled cluster method, on the other
hand, tend to be extremely expensive, which limits their ap-
plicability.

Here we go beyond standard DFT by means of the RPA.
In the RPA exchange is treated at the exact-exchange level
�given by the HF expression for the exchange energy but
evaluated with Kohn-Sham �KS� orbitals�. The “exact ex-
change” in RPA in general differs from both the HF ex-
change and exact exchange in the optimized effective poten-
tial sense �OEPx or also often referred to as EXX�.40,41

Although in all three cases the expression for the exchange
energy is identical, the wave functions used to evaluate it
differ.41,42 In HF the wave functions are subjected to a non-
local potential, whereas in OEPx the potential is local. The
RPA wave functions, if computed self-consistently, will in
turn differ from both the OEPx and HF ones. We will return
to the issue of wave functions in RPA later.

The correlation energy in RPA is given by an infinite sum-
mation of the “ring diagrams.” This infinite summation
renormalizes or in other words screens the bare Coulomb
interaction. The RPA originates from the treatment of the
homogeneous electrons gas in many-body perturbation
theory �MBPT�, where a partial resummation of higher-order
diagrams was found to be crucial to remove the divergence
of the many-body expansion in terms of the bare Coulomb
interaction.43,44 Alternatively the RPA can be derived in the
framework of density-functional theory via the adiabatic
connection fluctuation-dissipation �ACFD� theorem,45,46 in
which the correlation energy is expressed in terms of the
response function. From the ground-state DFT perspective,
ACFD-RPA belongs to the fifth rung of Perdew’s “Jacob’s
ladder” for XC functionals47 and is currently the most widely
applied approach to compute RPA total energies for realistic
systems.

Several of the RPA’s features have lead to the revived
interest in recent years: first, in contrast to LDA and GGA,
RPA incorporates exact exchange and is therefore self-
interaction �although not self-polarization48� free. Second, in
contrast to Møller-Plesset perturbation theory �e.g., MP2�,
the bare Coulomb interaction is renormalized �screened� in

RPA, and the RPA correlation energy does not suffer from
the divergence problem for metallic systems. Third, RPA
yields the correct long-range behavior of the XC potential,9

and thus the correct asymptotic power-law form of the dis-
persion interaction for various systems10 as well as the right
decay outside a metal surface.19

RPA calculations have been performed for atoms,11,12,49

small molecules,13,14 jellium slabs15 and clusters,16 layered
systems,17 noble-gas solids,18 and molecular crystals.21 Very
recently, the RPA �with additional approximations� has
also successfully been applied to a different adsorption prob-
lem �PTCDA on Ag�111��.19 The general consensus that
emerges from these studies is that, although the absolute
RPA correlation energies are often overestimated �e.g., in the
case of atoms11,13,49 and the homogeneous electron gas50�,
the physically relevant energy differences, e.g., atomization
energies,13 are given rather accurately. For instance, the RPA
correlation contribution to atomization energies is three
times more accurate than the PBE one.13,51,52 More impor-
tantly, the weak interaction in rare-gas solids and layered
structures, which is beyond the reach of LDA, GGA, and
hybrid functionals, is captured by the RPA.17,18 Despite its
apparent success, there are also shortcomings. Atomization
energies of �small� molecules, for example, are not at chemi-
cal accuracy ��43 meV� and a systematic underbinding is
observed.11,13,51 While it would be desirable to achieve
higher accuracies by going beyond RPA, RPA itself consti-
tutes an important next step, and it is crucial to establish its
performance in different situations. In this context CO ad-
sorption at metal surfaces provides an additional stringent
benchmark system for future development beyond the RPA
that incorporates features absent from previous benchmark
systems.22–30

RPA calculations are most commonly performed as post-
correction to a preceding standard DFT calculation. In anal-
ogy to OEPx and HF, a self-consistent solution of the RPA
requires either a local �within the framework of ACFD� or a
nonlocal �within MBPT� potential. The nonlocal potential in
this case is given by the GW �Ref. 31� self-energy,53–57 and
the corresponding local potential55–57 can be obtained
through the Sham-Schlüter equation.58–60 The calculation of
the GW self-energy and, in particular, the solution of the
Sham-Schlüter equation are computationally much more de-
manding tasks than calculating the RPA correlation energy
with given orbitals, and hence a self-consistent solution of
the RPA is rarely attempted. In this paper we exploit the
relation between the RPA and the GW self-energy to calcu-
late electronic excitation spectra that are consistent with the
RPA. GW is currently the method of choice for calculating
quasiparticle spectra in solids as measured by direct and in-
verse photoemission spectroscopy42,61,62 and, as we will
demonstrate below, also gives an excellent electron affinity
and ionization potential for the free CO molecule.

The paper is organized as follows. In Sec. II the compu-
tational formalism is introduced. The results are presented in
Sec. III; in Sec. III A for the free CO molecule and in Sec.
III B for CO on Cu�111�. An analysis based on the GW den-
sity of states �DOS� will be given in Sec. III C. Section IV
concludes this paper.
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II. COMPUTATIONAL APPROACH

Within ACFD, the RPA correlation energy is given by45,46

Ec
RPA =

1

2�
�

0

�

du Tr�ln�1 − �0�iu�v� + �0�iu�v� , �1�

where Tr=�dr�dr�, v=1 / 	r−r�	 is the bare Coulomb poten-
tial, and �0 is the dynamical-response function of the nonin-
teracting KS system. The calculation of �0 involves both the
occupied and unoccupied KS spin orbitals �n��r�, their en-
ergies �n�, and their occupation factors fn�,

�0�r,r�,iu� = 

�



mn
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��m�
� �r��n��r��n�
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Together with the Hartree-Fock expression for the exchange
energy,

Ex = −
1

2

�



nm

occ � � dr dr�
�n�

� �r��m��r��m�
� �r���n��r��

	r − r�	
,

�3�

the RPA total energy is given by

Etot
RPA���n�� = Ts + Eext + Eh + Ex���n�� + Ec

RPA���n�� , �4�

where Ts, Eext, and Eh are the kinetic, the external, and the
Hartree energies of the Kohn-Sham system, respectively. To
attain self-consistency in the Kohn-Sham system, a new set
of KS orbitals would have to be computed from the Kohn-
Sham equation pertaining to Eq. �4�. Since self-consistency
in the RPA is a computationally demanding task, as alluded
to in the Introduction, it has so far only been performed for
simple systems.54,57,63 Instead the RPA is commonly com-
puted non-self-consistently starting from a preceding DFT
calculation. In this case the RPA total energy is then given by

Etot
RPA���n�� = Etot

DFT − Exc
DFT + Ex���n�� + Ec

RPA���n�� , �5�

where the exchange-correlation energy of the chosen DFT
functional is replaced with the exchange-correlation energy
in RPA. We would like to emphasize that Ex���n�� in this
case is not equivalent to the exchange energy in Hartree-
Fock, because the wave functions used to evaluate the ex-
pression are DFT rather than HF wave functions. These dif-
ferences are generally small but not negligible.64 For a free
CO molecule, for example, the exact-exchange energy com-
puted from LDA orbitals differs from HF by �0.5 eV. We
will quantify the dependence on the DFT starting point in
Sec. III by computing the RPA total energies starting from
different functionals. We will demonstrate that the adsorption
energies and adsorption-energy differences are rather insen-
sitive to the chosen starting point �here LDA, PBE, and
PBE0�, in agreement with previous observations for mol-
ecules by Furche13 and Fuchs and Gonze.14

The adsorption energies are calculated using the local XC
correction scheme.29 In this scheme the adsorption energy of
the metal-adsorbate system is retrieved from a local correc-
tion to the PBE adsorption energy computed for the full sys-
tem. The correction is given by the adsorption-energy differ-

ence for a cluster that contains the adsorbate and a part of the
metal surface

	Eads
cluster = Eads

cluster�XC-better� − Eads
cluster�PBE� . �6�

For “XC-better” we explore here the GGA-type functional
AM05, the two hybrid functionals PBE0 and HSE03, and the
ACFD-RPA. The success of the local XC-correction method
lies in the fast and testable convergence of the correction
with respect to the cluster size29 and the infinite cluster-size
limit can be obtained from a systematic convergence of
	Eads

cluster. In addition, a distinct advantage of RPA cluster cal-
culations over calculations in a repeated slab geometry �as
required for periodic boundary conditions� is the absence of
spurious long-ranged polarization effects introduced by
neighboring slabs and the slow k-point convergence resulting
from the dielectric anisotropy.65

For molecular-adsorption problems, an analysis of the
electronic structure often provides insights for understanding
the underlying bonding mechanism between the molecule
and the substrate. As briefly discussed in the Introduction,
the self-energy consistent with the RPA is given by the G0W0
approximation31


�r,r�;�� = −
i

2�
� d��� dr�G0�r,r�;� − ���

�W0�r�,r�;��� . �7�

Here G0 is the Green’s function and W0=v / �1−�0v� is the
screened Coulomb potential of the noninteracting KS sys-
tem. This procedure will hereafter be referred to as G0W0.

Hartree-Fock, hybrid functionals, ACFD-RPA, and G0W0
have recently been implemented into the computer code
package FHI-aims.66 In FHI-aims single-particle states are ex-
panded in terms of numeric atom-centered orbitals �NAOs�.
This basis is not only compact but also inherently local. RPA
atomization energies for a test set of small molecules are in
excellent agreement with those reported in the literature.13

Details of our implementation will be published elsewhere.67

The Cu-cluster geometries are constructed by cutting out
three-layer-thick segments from bulk Cu with a lattice con-
stant obtained using PBE. Larger clusters are achieved by an
increase in the lateral direction. On-top- and fcc hollow-site
adsorptions are simulated by adding the CO molecule to the
upper and the lower sides of the clusters, respectively. Thus,
surface relaxation effects to the cluster corrections, i.e., the
energy difference Eads

cluster�XC-better�−Eads
cluster�PBE�, which we

expect to be small for the system under consideration, are not
included. However, for the PBE adsorption-energy calcula-
tion of the full surface-adsorbate system �which serves as the
reference here�, these relaxation effects are taken into ac-
count and lead to a lowering of the PBE adsorption energy
by approximately 50 meV. Surface relaxation effects to the
cluster corrections should be even smaller. The adsorbate
system is modeled by repeated five-layer c�2�4� slabs sepa-
rated by 15 Å vacuum, optimized in PBE with only the first
two layers allowed to relax. The bond distances between the
C and the O atoms and the C atom and the cluster obtained
from this relaxation are used for the cluster calculations.
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III. RESULTS AND DISCUSSIONS

A. Free CO

Before we turn to the adsorbate system, it is illuminating
to consider the isolated CO molecule first. Here ACFD-RPA
is used for calculating the equilibrium CO bond length, at-
omization energy, and vibrational frequency, and G0W0 for
the molecular-energy levels of CO �shown in Table I�. Since
ACFD-RPA and G0W0 are performed as a one-step perturba-
tion, the starting-point dependence is checked by using LDA,
PBE, and PBE0 ground states. In agreement with previous
studies we found the convergence of the RPA correlation
energy with respect to basis size to be slow. To ensure the
convergence of the atomization energy to within 50 meV, we
use a standard FHI-aims NAO basis “tier 4.”66 The atomiza-
tion energies in LDA, PBE, and PBE0 are already converged
to below 10 meV using the “tier 2”66 basis.

Inspection of Table I illustrates that LDA overestimates
the atomization energy drastically. PBE improves over LDA
but still overbinds by about 0.6 eV, whereas the PBE0 func-
tional performs best in this case. The RPA is insensitive to
the starting point to within 0.2 eV but underbinds roughly by
the same amount as PBE overbinds. For the bond length and
the vibrational frequency the situation is reversed on the
DFT side. LDA gives the best result with only a slight
overbinding of 0.001 Å, while PBE underbinds and PBE0
overbinds. Correspondingly, the vibrational frequency is only
slightly overestimated by 9 cm−1 in LDA, while it is �under-
estimated� overestimated much more strongly in �PBE�
PBE0. RPA based on PBE0 gives an excellent bond length
and vibrational frequency, whereas RPA@PBE and
RPA@LDA both underbind more strongly with a vibrational
mode that is too soft.

The highest occupied molecular orbital �HOMO� and
lowest unoccupied molecular orbital �LUMO� of CO are
given by the 5� and the 2�� orbitals, respectively. Both LDA
and PBE place the KS HOMO too high and the KS LUMO
too low in energy. PBE0 brings the HOMO/LUMO levels
approximately halfway between the LDA/GGA values and

the experimental value, whereas a quantitative agreement
with experiment is achieved only at the G0W0 level. A slight
starting-point dependence of the G0W0 results is again no-
ticeable, but the variation is much smaller than the correc-
tions it provides. One may note that, within LDA and GGA,
much better HOMO and LUMO energies can be obtained
using the 	SCF method, i.e., by computing the total energy
difference between the neutral and the positively �negatively�
charged molecule �see Table I�. However, the relevant enti-
ties in the CO-adsorption puzzle are the KS levels of the
DFT calculation and not the 	SCF HOMO/LUMO positions.
Upon adsorption the donation–back-donation process be-
tween CO and metal surfaces raises the KS LUMO of CO.
Unlike in exact KS, where the LUMO level would change
discontinuously, in LDA and GGA both the HOMO �which
goes downward in energy� and the LUMO change continu-
ously. The “effective” LUMO of adsorbed CO is thus under-
estimated, which gives rise to the overestimated binding en-
ergy.

For all three quantities the RPA results follow the same
pattern: RPA at PBE0 gives the best agreement with experi-
ment followed by RPA at PBE and RPA at LDA. The latter
two are very similar in magnitude. On the DFT side this
systematic trend is not observed and different functionals
perform better for different quantities.

B. RPA adsorption energy of CO/Cu(111)

The ACFD-RPA adsorption energy in this work is ob-
tained by adding the XC correction extrapolated from the
cluster calculations to the PBE value for the extended sys-
tem, as described in Sec. II. Apart from RPA, the cluster
corrections are also performed for the GGA-type functional
AM05, and hybrid functionals PBE0 and HSE03 for com-
parison. In Fig. 1 the adsorption-energy differences, as de-
fined by Eq. �6�, are shown as a function of cluster size for
both the atop- and the hollow-fcc- adsorption geometries and
for different approaches. It can be clearly seen that the
adsorption-energy differences converges quite fast with re-

TABLE I. Atomization energy Eb �in eV�, equilibrium bond length Re �in Å�, vibrational frequency �in
cm−1�, and HOMO and LUMO energies �in eV� of the free CO molecule calculated by LDA, PBE, PBE0,
and RPA /G0W0 based on each. 	SCF refers to excitation energies calculated by total energy differences in
different charge states.

Eb Re � EHOMO ELUMO

LDA 12.97 1.127 2179 −9.12 −2.25

LDA 	SCF −14.10 1.56

PBE 11.67 1.135 2128 −9.04 −2.00

PBE 	SCF −13.87 1.74

PBE0 11.09 1.123 2235 −10.75 −0.75

RPA /G0W0@LDA 10.40 1.138 2117 −13.31 1.74

RPA /G0W0@PBE 10.45 1.137 2115 −13.17 1.84

RPA /G0W0@PBE0 10.60 1.130 2173 −13.76 2.02

EXP 11.11a 1.128a 2170a −14.00a 1.8b

aReference 68.
bReference 69.
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spect to cluster size, and the periodic limit can already be
retrieved with good accuracy for clusters with approximately
20 Cu atoms. In Fig. 1 and in the following analysis the RPA
results are based on PBE0 orbitals. Using LDA or PBE in-
stead results in only small differences in the adsorption en-
ergy, as we will demonstrate later. Figure 1 illustrates that the
correction to the PBE adsorption energies is positive for
PBE0, HSE03, and RPA@PBE0 and will thus lead to a re-
duction in the adsorption energy. In AM05, however, the
correction is negative leading to a further increase in the
adsorption energies. For all four functionals, the magnitude
of the correction at the hollow fcc site is approximately twice
as large as that at the top site. For PBE0, HSE03 and
RPA@PBE0 the reduction in adsorption energy is therefore
accompanied by an increased tendency to favor the atop ad-
sorption. For AM05, on the other hand, the increase in the
adsorption energy leads to an even stronger preference of the
incorrect hollow fcc site. The fact that AM05, which has
been designed to give good surface energies,70 produces even
worse adsorption energies than PBE has also been observed
and discussed by Stroppa and Kresse28 for the example of
CO on the Pt�111� surface. Stroppa et al. also noted that
PBE0 and HSE03 give very similar adsorption energies27 in
agreement with our observation that the two lines are virtu-
ally indistinguishable in Fig. 1.

Figure 1 establishes the following hierarchy of decreasing
adsorption energy: AM05, PBE, PBE0/HSE03, and RPA
@PBE0. The correct adsorption-site preference is recovered
already at the PBE0 �HSE03� level, but the PBE0
adsorption-energy difference for the two adsorption sites is
almost vanishingly small �only a few tens of meV�. The
ACFD-RPA corrections to PBE0 are significant, with a fur-
ther reduction of about 0.2 eV for the atop site and about 0.4
eV for the hollow site. This lifts the near degeneracy of the
PBE0 results and gives a binding energy for the top site in

much better agreement with experiment �see also Table II�.
This is further exemplified in Fig. 2 where the difference

of the corrections for the atop and the hollow sites is plotted
for all four approaches. The dotted-dashed line marks the
minimal correction that is needed to restore the correct
adsorption-energy ordering. While PBE0 and HSE03 give
only a slight on-top site preference, RPA stabilize this correct
site preference further by about 0.2 eV. Conversely, the
AM05 corrections go in the wrong direction.

In Table II we present our PBE, PBE0, and RPA@PBE0
adsorption energies for the infinite systems. They are ob-
tained by adding the extrapolated cluster corrections to the
PBE adsorption energy for the periodic slab calculation. The
cluster corrections and the associated error bars are extracted
from the last three points of the cluster calculations �Cu19,
Cu24, and Cu27; cf. Fig. 1�. Previous theoretical calculations
and available experimental results are also listed for com-
parison. The experimental adsorption energies3,71 cited here
were obtained indirectly from thermal-desorption-spectros-
copy measurement by means of the Redhead model.72
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FIG. 1. �Color online� The adsorption-energy differences of four
different functionals: AM05, PBE0, HSE03, and RPA@PBE0 with
respect to PBE for the atop and the hollow fcc sites. The PBE0/
HSE03 values in the periodic limit are from Ref. 27.

TABLE II. Adsorption energies of CO@Cu�111� for different
approaches �units in eV�. 	Eads is the adsorption-energy differences
between the atop and the fcc sites and a negative value indicates the
correct atop adsorption site.

Top fcc 	Eads

Eads�PBE�a −0.71 −0.87 0.16

Eads�PBE0�a −0.61 −0.58 −0.03

Eads�CASPT2�b −0.49 
0 �−0.49

Eads�EXP� −0.46,c −0.49d

This work

Eads�PBE� −0.72 −0.86 0.14

Eads�PBE0� −0.58�0.04 −0.54�0.03 −0.04�0.01

Eads�RPA@PBE0� −0.37�0.02 −0.15�0.02 −0.22�0.01

aReference 27.
bReference 30.
cReference 3.
dReference 71.
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FIG. 2. �Color online� The site-preference energy corrections
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Our PBE and PBE0 adsorption energies are in good
agreement with previous plane-wave calculations,27 which
for the case of PBE0 confirms the validity of the local XC-
correction approach. The RPA@PBE0 and PBE0 adsorption
energies straddle the experimental values and the value ob-
tained with multi-configuration second order perturbation
theory �CASPT2� values and RPA underbinds by almost the
same amount as PBE0 overbinds ��0.1 eV�. The small un-
derbinding in the RPA is similar to what was observed for
free CO in Sec. III A and could be an intrinsic feature of the
RPA. More important, however, are the adsorption-energy
difference between the two �atop and hollow� sites since they
provide evidence about the capability of an approach to cap-
ture subtle changes in the chemical environment and hence
to produce reliable potential-energy surfaces. Here
RPA@PBE0 and CASPT2 differ qualitatively; the latter does
not bind CO at the fcc site.30 while the former gives a bind-
ing energy of about −0.15 eV. Unfortunately for the fcc site
the experimental situation is not as clear as for the atop site.
There are, however indications from infrared-adsorption-
spectroscopy measurements by Hayden et al.73 and Raval et
al.4 that at temperatures below 100 K the threefold-
coordinated site will eventually be populated as the CO cov-
erage increases. The desorption temperature of approxi-
mately 90 K is indicative of an adsorption energy between
0.2 and 0.3 eV. This value is consistent with our RPA@PBE0
calculation for the low-coverage limit, if the influence of the
lateral interactions between the CO molecules in the high-
coverage limit is small.

Analogous to the free CO case, we have also investigated
the sensitivity of the RPA adsorption energies on the starting
point �i.e., the preceding ground-state calculation�. Table III
lists the extrapolated RPA@LDA, RPA@PBE, and RPA
@PBE0 adsorption energies for the atop and the fcc hollow
sites. The RPA adsorption energies prove to be very insensi-
tive to the starting point, which is in agreement with obser-
vations made previously for small molecules.14

C. G0W0 density of states

To understand the mechanism behind the change in ad-
sorption energy, it is illuminating to consider the electronic
structure of the adsorbed system. Figures 3 and 4 compare
the excitation spectrum of the free CO molecule with the
DOS of CO adsorbed on a Cu16 cluster for the six ap-
proaches taken in this paper. As alluded to before, the G0W0
self-energy provides an electronic structure consistent with
the RPA total-energy calculation from the many-body point
of view. Panel �a� summarizes the molecular levels of free

CO that were in parts presented in Sec. III A. PBE �and
LDA� gives a HOMO level too high and a LUMO too low in
energy. PBE0 improves over PBE and brings the HOMO and
LUMO levels to approximately halfway between PBE and
experiment whereas G0W0@PBE0 gives good agreement
with experiment.

For CO adsorbed on Cu the molecular levels broaden into
resonances due to hybridization with the metal states �panels
�b� and �c�� but the trend observed for free CO carries over:
the effective gap of adsorbed CO increases systematically
from PBE to PBE0, and from PBE0 to G0W0@PBE0. In
panels �d� and �e�, the DOS projected on the Cu atoms is
shown for the atop and the hollow sites, respectively. The
pronounced peak originates mainly from the Cu d states.
They are pushed toward higher binding energy when going
from PBE to PBE0 but remain essentially unchanged from
PBE0 to G0W0. It is important to emphasize that the evolu-
tion of the electronic DOS calculated with these three meth-
ods of increased sophistication matches the changes in the
adsorption energies very well. In essence, the adsorption en-
ergy reduces as the effective CO HOMO-LUMO gap and the

TABLE III. RPA adsorption energies �in eV� calculated for three
different input ground states.

Site

RPA based on

LDA PBE PBE0

Top −0.34�0.01 −0.35�0.01 −0.37�0.02

fcc −0.18�0.01 −0.17�0.01 −0.15�0.02
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FIG. 3. �Color online� Orbital-energy levels of a free CO mol-
ecule and density of states from LDA �black dashed lines�, PBE
�blue dashed lines� and PBE0 �red dashed lines�: orbital-energy
levels �panel �a��—experimental values are marked by blue
circles—DOS projected on the CO orbitals of the CO /Cu16 cluster
with CO adsorbed on the top site �panel �b�� and fcc hollow site
�panel �c�� and DOS projected on the Cu orbitals on the top site
�panel �d�� and hollow site �panel �e��. The gray shaded region
corresponds to the G0W0@PBE0 results shown in red in Fig. 4.
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FIG. 4. �Color online� same as Fig. 3 but with G0W0@LDA
�black solid line�, G0W0@PBE �blue solid line�, and G0W0@PBE0
�red solid region�.
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associated Cu d-CO HOMO/LUMO separation increases.
We note that the results shown in Figs. 3 and 4 are calcu-

lated for a finite cluster. In contrast to the adsorption energy,
the DOS converges much slower with respect to cluster size,
and the results in Figs. 3 and 4 will most likely change quan-
titatively in the infinite periodic limit. We expect, however,
that the general trend PBE→PBE0→G0W0 is already cap-
tured in our finite cluster calculation. Comparing the three
different G0W0 calculations �cf. Fig. 4�, we again see a small
starting-point dependence that is more pronounced for the
CO than the Cu states. In accord with observations for bulk
semiconductors,62 the agreement for localized states with ex-
periment is best when the self-interaction error is removed or
reduced already in the ground-state calculation, as is the case
for G0W0@ PBE0.

IV. CONCLUSION

In summary, the adsorption energies for CO on the
Cu�111� surface have been calculated with the GGA func-
tionals PBE and AM05, the hybrid functional PBE0 and

HSE03, and in the RPA. PBE and AM05 predict the wrong
hollow-site adsorption, in agreement with previous
calculations,27 whereas PBE0 and HSE03 yield a slight pref-
erence to the correct atop adsorption site. RPA improves over
PBE0 and HSE03 by further stabilizing the atop adsorption
by �0.2 eV. The mechanism behind this improvement can
be understood by analyzing the DOS calculated at the corre-
sponding level of theory. We conclude that the adsorption
energy calculated at the RPA level together with the associ-
ated G0W0 density of states offers a powerful approach for
tackling the CO-adsorption puzzle and may be a valuable
tool for other intricate adsorption problems where LDA and
GGA calculations fail.
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