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Dynamics and kinetics of molecular high Rydberg states in the presence of
an electrical field: An experimental and classical computational study
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The effect of an electrical field on the dynamics and decay kinetics of a high Rydberg electron
coupled to a core is discussed with special reference to simulations using classical dynamics and to
experiment. The emphasis is on the evolution of the system within the range of Rydberg states that
can be detected by delayed pulsed ionization spectrodedugh isn>90 for both the experiment

and the computationsThe Hamiltonian used in the computations is that of a diatomic ionic core
about which the electron revolves. The primary coupling is due to the anisotropic part of the
potential which can induce energy and angular momentum exchange between the orbital motion of
the electron and the rotation of the ion. The role of the field is to modulate this coupling due to the
oscillation of the orbital angular momentuimof the electron. In the region of interest, this
oscillation reduces the frequency with which the electron gets near to the core and thereby slows
down the decay caused by the coupling to the core. In the kinetic decay curves this is seen as a
stretching of the time axis. For lower Rydberg states, where the oscillatidniooslower, the
precession of the orbit, due to the central but not Coulombic part of the potential of the core,
prevents the oscillation of and the decay is not slowed down. Examination of individual
trajectories demonstrates that the stretching of the time axis due to the oscillatory motion of the
electron angular momentum in the presence of the field is as expected on the basis of theoretical
considerations. The relation of this time stretch to the concept of the dilution effect is discussed,
with special reference to the coherence width of our laser and to other details of the excitation
process. A limit on the principal quantum number below which the time stretch effect will be absent
is demonstrated by the computations. The trajectories show both up and down processes in which
the electron escapes from the detection window by either a gain or a loss of enough energy. Either
process occurs in a diffusive like fashion of many smaller steps, except for a fraction of trajectories
where prompt ionization occurs. The results for ensembles of trajectories are examined in terms of
the decay kinetics. It is found that after a short induction period, which can be identified with the
sampling time of the available phase space, the kinetics of the decay depend only on the initial
energy of the electron and on the magnitude of the field, but not on the other details of the excitation
process. The computed kinetics of the up and down channels are shown to represent competing
decay modes. A possible intramolecular mechanism for long time stability based on the sojourn in
intermediate Rydberg states is discussed. The available experimental evidence does not suffice to
rule out nor to substantiate this mechanism, and additional tests are proposed. The theoretical
expectations are discussed in relation to observed time resolved decay kinetics of high Rydberg
states of BBC (bisbenzenechromiumand of DABCO (1,4-diazabicyclf®.2.2loctane. The
experimental setup allows for the imposition of a we@l1—1.5 V/cm electrical field in the
excitation region. The role of the amplitude of the time delayed field, used to detect the surviving
Rydberg states by ionization, is also examined. The observed decay kinetics are as previously
reported for cold aromatic molecules: Most of the decay is on theusutime scale with a minor
(~10%) longer time component. The decay rate of the faster component increases with the
magnitude of the field. Many features in such an experiment, including the absolute time scales, are
similar to those found in the classical trajectory computations, suggesting that the Hamiltonian used
correctly describes the physics of the faster decay kinetics of the high Rydberg stafe3950
American Institute of Physics.

I. INTRODUCTION possible by ZEKE (zero electron kinetic energy
spectroscopy. 3 For a theorist, these states provide a new
Current experimental interest in very higiprincipal  coupling regime where the orbital period of the elect(o®
quantum numben=100) molecular Rydberg states is made 1.52 10 ® n® s) is longer than even the rotational periods of
most molecules. The new time scale brought into the prob-
dpermanent address: Max Planck Institute for Biophysical Chemistry, Got-Iem by the presence of a weak dc electrical field is the period
tingen, Germany. of the oscillation of the orbital angular momentum of the
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electron in the presence of a dc fiéldinder typical condi- tant experimental difference. The aromatic molecules as well
tions, the period of this oscillation is even slower than that ofas BBC are coldthe rotational temperature, estimated from
the orbital motion and at lower's it can be slower than even the rotational envelope of the spectrum of Seintermedi-
the precession of the orbit. ate state is below 4 X For a photon energy just below the
One expects high Rydberg states to live long. There is athreshold for ionization, the energy required for the electron
active discussion whether, on an experimentally realisticto ionize must be provided by the core. The Rydberg states of
subus time scale, such states can decay by intramoleculaDABCO are pumped via a vibrationally excited states of the
coupling or will they be so stable that any observed decays, intermediate, so that the energy of the core is higher.
must be due to the ultimately unavoidable externalHowever, on the short time scale, one does not discern any
perturbation$® By their very size,(the semimajor axis of different behavior. Elsewhere we shall also report in detail
the orbit equals® in atomic unity, high Rydberg states are that the short time decay kinetics of DABCO are essentially
a very sensitive probe of their surroundifig$so that an  independent of which vibrational state of tBeintermediate
induced decay can be readily established. In this paper Wi ysed. We have carried many experimental checks in order
report on a joint experimental-computational study on theyg insure that the short decay is not collision induced. The
role of a dc field on the dynamics at highs. The present resuits of the simulations, as reported below, are an addi-
work was not undertaken for the purpose of resolving th&jonal check.
question of the origin of the, recently often commented A technical point, but one that is central to our interpre-
upon;~>"*"longer time(us scal¢ stability of such states, tation of the experimental results, is what is measured in a
and is primarily concerned with the, so-calfetf,"* short  {ime resolved ZEKE experiment. Since the detection is by
time decay. ionization due to a delayed pulsed field, it is all those Ryd-

. . _14 . .
Time resolved experimems’ on the decay kinetics perq states that can be ionized by the applied field, irrespec-
of high Rydberg states of cold aromatic molecules have ungye of their initial value ofn, that are detected. We shall

covered two time regi:nes. A major ﬁlompor;ent which decaygece; 16 this range of states as “the detection window.” The
on a subus time scale and a smallér-10%) component measured decay kinetics do not determine the rate to exit

with a few us's decay t|me_. T_here was a time delay of _atfrom the initially accessed value of Rather, what is mea-
least 100 ns between excitation and the start of detectlogv

d by th dt " q ured is the decay of the population within the detection
caused by the need lo remove any promplly Proouceq, .. The two decay rates can be quite diffetBand it is
charged particles. Two quite different experimental SetUp?his difference that motivates our model Hamiltonian and
were used. A magnetic bottle arrangent&nt® and a simple

provides the reason why we consider that it is relevant to the
two parallel plates arrangemeéritThe rate of the decay was decay dynamics of larger molecules. The point is that the exit
too fast(i.e., sub-100 nsto accurately measure up to about y &y 9 . b

20 cmi ! below the threshold to ionization. At higher ener- fro.m the initial valug ofn can be 5|gn|f|cantly faster than th_e
exit from the detection window, which spans a range of high

gies, the decay rate decreased as the threshold was ap- . . .
. values. The sampling of these higtstates is enhanced by
proached but took an upturn just below threshold. The resu : . :
the anisotropy of the core, provided that it has a low rota-

is a bell-shaped lifetime vs frequency plot which has been. | tant. E h ith £ hiah rot
reported for phenanthrene and its deuterated analog. Esseﬁ'—ona constant. Energy exchange with a core ot high rota-

tially similar results were obtained for a number of otherional constante.g., Ref. 1@)], H, and/or with the vibra-

aromaticgAniline, DCA (9,10 di chloroanthraceheindole, tions(,b()or, in the case of atoms, with an electronically excitgd
perylene, tetracefle More recently® these measurements cc_)ré3 )c_an remove the Rydberg electron from thg qletectlon
were repeated for two moleculé8BC and DABCQ for yvmdov_v in one step, and_, of course, such an exit is due to
which a Rydberg series at much lower energies could pdpnization, i.e., up. The simulations do show such processes

determined so that a fit to the Rydberg term forrfigeo- ~ 21d tgey are typically very fast. In this, and a previous
vided an independent determination of the ionization potenStudy;~ we are equally concerned with the diffusivelike mo-

tial and thereby of the value af for states just below the ton of the Rydberg electron amongst the higistates prior

threshold. The result¥on BBC and DABCO also raised the O its ultimate exit from the detection window. This exit can
possibility that the observed short time decay of Rydberd’® €ither up or down. The dynamics and the decay kinetics
states of high’s, (sayn>100) is significantly slower than that are the subject of this paper are those that refer to this
could be expected by extrapolation of the observed widths ofv0 way exit, which we compute to be on the same, fast,
the lowern states. Our theoretical considerations below willime scale as that seen in the experimérits*“Not included
suggest that this demarcation between the dynamics of intef® our simulations is a possible role of other ions in inducing
mediate and higin’s is to be expected but that a fraction of @ decay of the Rydberg state.
the decays should be faster, i.e., on the same time scale as The presence of a dc field slows down the sampling of
expected from the extrapolation. This very fast decay isthe states in the detection window and is one of the main
however, on the borderline of what can be monitored by thdopics of this paper. Mechanistically, this slowing down is
present experimental setups. due to the reduced frequency with which the electron can get
The previously observed short time decay of the highnear to the core. This effect will be equally operative whether
Rydberg states of the cold aromatic molecules is on the santbe electron couples to the core and exits from the detection
time scale and shows other common characteristics with th&indow in one step or whether the coupling to the core in-
decay curves of BBC and of DABCO. Yet there is an impor-duces a smaller change imand the electron remains in the
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detection range longer. Our theoretical considerations regardHamiltonian used explicitly includes @o-called, “weak’)
ing the role of the field are thus applicable also to such sysdc electrical field(The field is not really weak because the
tems where the exit from the detection window is in onerelevant parameter3$the field multiplied byn*). One can
step. However, the simulations to be presented center atteargue that this, sometimes known as “stray,” field should be
tion on a diffusivelike exit from the detection window, which regarded as an external perturbation. The essential physical
we consider to be typical for larger molecules. We have perpoint is however that the presence of a field of realistic
formed simulations also for the case of larger energy exstrength makes the magnitude of the orbital angular momen-
changes with the core, and these will be reported elsewhertum of the electron oscillate in an almost harmonic motion

A component exhibiting longer time decayus's) of  with a frequency that is not small compared to the orbital
Rydberg states of larger molecules was reported by severgkeriod of the electron.
groups®1120-249nd short time decay has been measured for  There is a rich literature dealing with the dynamics of far
diatomic molecules"?®but, so far, no independent measure-lower Rydberg stateS3°We are cognizant of this incisive
ments of the short time kinetics have been reported for largeontribution, yet we do not consider that the results and the
molecules. Indeed, the initially reporfesults on the short important insights that have been provided can be simply
time evolution were questionfdas being possibly due to extrapolated to the regime of higtis of larger molecules.
external perturbations. We have undertaken a classical traje©ne reason that we already mentioned is that we are inter-
tory study of the short time kinetit%?® with the aim of ested in the dynamics within the detection window, a process
determining the time scale for the intramolecular decay unwhich requires coupling to low frequency motions of the
der realistic experimental conditions. The independentore. The rates of exit that are here computed are thus very
determinatiof® (from the series of lower Rydberg states ~ much not the same as the rate of exit from the initially ex-
the ionization potential for BBC, enables us to state that thesited state. It is only the coupling to the higher frequency
energy of the photon is below the threshold for ionization. Ifmotions of the core which can cause a one step exit. The
intramolecular ionization of the cold molecule does takereason is the rather steepdependence of the frequency of
place, the required energy is that initially present as a rotathe electronic motion. The spacing of adjacent states is
tion. For this reason, the time scale should be similar to tha2R/n® or about2.19x10°-n"3 cm ! and while at lower
of a diatomic molecule, but a diatomic molecule with a lowern’s this can be comparable to even vibrational frequencies,
rotational constantas expected for a large polyatomidhe  (or to spin orbit coupling®”), at the highn’s of interest it
additional isoenergetic channels present in a polyatomic molean be lower even compared to rotational spacing. Nonlinear
ecule are those where the core is vibrationally excited, wittmechanic®%! has reiterated the familiar restfitthat fre-
the Rydberg electron being in lower states. We consider quency matching is an important ingredient for effective cou-
that these channels do contribdté’ particularly at longer pling of different modes(This is sometimes referred to as
times, and further discuss this possibility below. the “exponential gap rule). In the regime of higm’s one

In this paper we report on a joint experimental and theo-cannot insure a 1:(or other low order frequency matching.
retical study, where the magnitude of the, otherwise stray, din the language of nonlinear mechanics, it is the higher order
field is varied in a controlled fashion. The experimental setupesonances that determine the dynamics. This is well known
is as previously discuss&dso that only the results will be to confer stability with the most familiar example being the
reported and much of the paper is devoted to theoretical coreng lifetimes of van der Waals molecufé$* where the
siderations. These cover diverse aspects of the kinetics arahalogy is between the low frequency van der Waals bond
dynamics of high Rydberg states and provide a possible inand the highn electron. We will return below to the role of
terpretation of the experimental results, an interpretatiorthe vibrations of the core, but the primary emphasis in this
which is supported by a computational study. In future workpaper is on the first exit of the electron from the detection
we intend to provide experimental tests of other poifts  window, without regard to its ultimate fate.
particular, the role of the detection window, the lower end of ~ The analysis of the dynamics in this paper is based on a
the time stretching regime, the mechanism of the long timeéHamiltonian description. It is therefore possible, in principle,
stability and on the possibility of an even earlier, sub-100 nsto establish a correspondence with the terminology used in a
dynamical regimgmade in the theoretical discussion. Other quantum mechanical configuration interaction type of
experimental work in progress, including the role of a mag-description>©:3132:34-38:45-4"ha primary point is that the
netic field, is mentioned, where appropriate, in the text.  quantal analog of our trajectory computations is a basis set

The theoretical considerations use classical mechanics wwhich spans a wide range of values(from the bottom of
monitor the time evolution of an initially excited state. We the detection window ah=90 and up. The upper limit is
suggest that the prime limitation of this approach is in thedetermined by the onset of ionization due to the dc field
description of the initial state. One can, and should, worrypresent in the excitation reginnThe exit from the detection
about coherence effects in the excitation process and we wiWwindow that we call up is an autoionization process. The
discuss this point in detail. Otherwise, the limitation of clas-trajectory computations in the absence of the ffétth, how-
sical mechanics is not so much in the description of the dyever, show that, apart from a fraction of prompt exits, the
namics of the electron as in that of the rotational degrees ahitially excited state is very significantly mixed with other
freedom of the molecule. A special attention will be paid tostates prior to its ionization. Examination of individual tra-
the unavoidable experimental reality, namely, that the stategjgectories shows that both higher and lower valuesiaire
are typically not produced in a strictly field free space. Thevisited prior to the ultimate exit. In the language of configu-
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1622 Rabani et al.: Molecular high Rydberg states

ration interaction, we find extensive channel—channel coumolecule$® and in the autodetachment of negative idhs.
plings. So much so, that after an induction period, which willThe only difference is that we are concerned with the pro-
be discussed in detail below, the evolutionninooks diffu-  motion of the electron to the quasicontinum of Rydberg
sivelike. The field can cause a further dilutféby mixing in  states rather than to the real continum of a free electron, and
higher| states. In the time dependent language that is apprat is knowrP® that matrix elements of the relevant type can be
priate to a trajectory computation, this leads to a furtherextrapolated across the threshold. This does not mean that
stretching of the time axis, as will be discussed in detail. long time stability cannot be conferred by external

We shall also argue that another aspect which distinperturbationg:” It only means that there may be also a
guishes the highm limit is that the rate of precession of the purely intramolecular mechanism for this stability. Indeed,
Rydberg orbit, due to the core potential not being quite Couthere is more than one such mechanism. Another type of
lombic, slows down as increases and that this has a quali- trajectory which can survive into thes time scale is that of
tative effect on the resulting dynamics. The predicted boundexceedingly highn’s, where the orbital periods are very long,
ary between the high and lower regimes turns out to which fail to ionize even though they are above the threshold
depend on the magnitude of the dc field and will be dis-for ionization in the presence of a weak stray dc electrical
cussed with computational examples. field. (These are the analogs of the atomic “Stark states”

Section Il provides the details of the Hamiltonian and ofabove the ionization threshaftf” with the important differ-
the action-angle variables we use to insure the numericance that here these states ionize because of the anisotropy of
stability of the integration over many periods. This stability the core.
is particularly important when the molecule is allowed to Section Il examines the detailed dynamics. Particular
vibrate so that the time step is determined by the vibrationahttention is given to the role of the external stray dc field in
period, which is several orders of magnitude faster than theetermining the time evolution of the angular momentum of
orbital period of the electron. The action variables are conthe electron. We do not agree with the suggestions in the
stants of the motion for a particular zeroth order Hamiltonianliterature that this is the origin of the long time stability. It is
but do change in time due to the coupling between the eleczertainly the case that electrons with higher angular momen-
tron and the rotation and vibration of the ionic moleculartum do not couple effectively to the electrical anisotropy of
core. Two alternative sets of action variables are used for thihe core. Since the point of closest approach of a hydrogenic
electron. The first, is the more familiar kihtP*°which are  electron is~I(I+1)/2 (for | <n) in atomic units away from
the classical analogs of the usual three quantum numbers tfe core, it is not even necessary to have a very high the
an electron moving in a Coulomb potential. These change irlectron to see only the spherical part of the potential and to
time not only due to the potential of the core not beingbe otherwise decoupled from the core. A quite moderate
purely Coulombic but also because of the presence of a dealue ofl will suffice. It is also the case that a dc field will
electrical field. We also use the, so-called, parabolic actiomdrive an initially low angular momentum of the electron to
variable$“® which are constant in time also in the presencehigher values. The essential point is however that while
of the field and change only due to the coupling to the corewill initially increase it will then reach a maximal value
The second set of action variables should, in principle, profwhich, depending om,, can be as high as) and proceed
vide a better numerical stability. In practice, the advantage iso decrease all the way back. It will continue in this periodic
marginal since the change indue to the presence of the dc motion (which, to first order, is harmonic with a frequency,
field, is slow. The prime use we make of these variables is tin atomic units, of® 3Fn, whereF is the field, thereby
provide an interpretation of the role of the field. Another keyenabling the electron to periodically get near the core. What
point introduced in Sec. Il is the specification of the, so-the presence of the field does de facto do is to reduce the
called, detection window. This is the rangerofalues which  frequency with which the electron can effectively couple to
is probed by the ZEKE-type® detection setup. In other the molecular coré® This causes an elongation of the decay
words, Rydberg states can, in principle, decay by one of twdime and we shall put a quantitative measure on it in Sec. lll.
intramolecular routes. The Rydberg electron can autoioniz&he dc field effect o does not however suffice for confer-
or it can lose so much energy to the core that its instantaing long time stability.
neous value of is so low that it will not be ionized by the The slowing down of the decay of high Rydberg states
external delayed field employed to detect any surviving Ry-by a stray dc field has both an upper and a lowémit. The
dberg states. upper limit occurs due to the increase withof the fre-

On the basis of a kinetic analysis, we have previouslygquency of the oscillation ith. Once this frequency begins to
suggestetf that the long time stability of the isolated mol- approach the orbital period of the electron, the importance of
ecule can be due to some of those electrons that have gotige effect is much reduced. The lower limit is due to the
down inn, below the threshold for detection, coming umin  precession of the orbit of the electron. The other aspect of the
at much longer times. The results of the simulations supporlynamics to be discussed in detail in Sec. lll, is the interpre-
this as a possible mechanism. Another way to think aboutation of the motion using the parabolic action variables.
this mechanism is as a limiting case of vibrational autoion-  Section IV provides the details of the experimental and
ization of low Rydberg states. It is well known that low lying the computed decay kinetics. The experiment only measures
Rydberg states of a vibrationally excited diatomic core carthe total decay ratéfor times longer than 100 hsand we
autoionize and there are extensive studies of the rate of sudompare the magnitude and the dc field dependence of this
processed?/29-32.37.50-53rhig is also seen in polyatomic rate with the computed results. For the short, gsb decay,
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the agreement is close. Since no attempt was made to insuos the vibrational coordinate. The dc electrical field is taken
the agreement and the computations preceded the expeiit the z direction. Using low case letters for the Cartesian
ment, we take the agreement to suggest that the short tiremordinates of the electron and large case letters for the core,
decay can be due to the proposed mechanism. The role of tliee Hamiltonian, in atomic units, for a dipolar anisotropy, has
vibrational degrees of freedom of BB[®is(benzenghro-  the form

mium] or of DABCO, which can lead to predissociation of _

the neutral molecule is then manifested only after the elec- H=HetHptV+F-2 @D
tron exited from the detection window, that is on a longer  H.=(p%2)—(1/r), (2.2
timescale than the short decay. We discuss also the compo-

_Ri2 2 _ _ _ 2
nent exhibiting longerus scale, decay which is not well Hn=Bj"+P9/2m+D¢(1—exp— B(R=Re)))

reproduced by the computations which center attention on =Bj2+ B 1(2D/m)% — (B22m)i?, 2.3
the first exit from the detection window. We present some ) )
very tentative conclusions that it is here that the role of the  V=(u(R)/r%)-cogx)+C/r<. 2.4

vibrations will be manife_sted. More w_ork on this pointis in yere. H, is the Hamiltonian for a hydrogeniclike electron
progress. The computational results in Sec. IV also demonsng the non-Coulombic part of the central potential is in-

strate that both the up and the down decay chafr@s  cjyded inV. The Hamiltonian of the isolated ionic coreHs,
important and that the rates of the two processes do VarynereB is the rotational constaiB=0.15 cni'%). m is the

with frequency in opposite directions. The results also showeqced mass of the ionic corm=11.5 amu. The vibra-
the presence of a sub 100 ns induction period during which g,nal potential is Morse, with a dep,=0.036a.u. and a
simple kinetic analysis is inappropriate and the decay is Sefranges=0.31 a.u,j andi are the action of the rotation and
sitive to the initial conditions of the trajectory. This is only to \;ipration (in units of#). The coupling of the hydrogeniclike
be expected, as it must take several orbital periods for thgjectron to the core is described by The anisotropy, as

electron to decay in a manner which depends only on th@vritten, includes only the leading term whergR) is the
initial value of its action variables and not on the angle Vari'R-dependent dipole moment

ables. We very much intend to examine this point using
faster lasers and detection.

Section V is a discussion of the implications of the
present results for the long term stability of high molecular
Rydberg states. The available experimental results on th
role of the delayed electrical field used to detect the surviv
ing Rydberg states are also discussed therein. Section VI
an overall summary.

m(R)= ot g (2.9

aum))
IR

U is the Morse potential function of E¢2.3 and u;=0.3

S.u. The anisotropic coupling depends on the anglee-

tween the two dipoles, the electronic ofiie the directionr)

¥nd that of the ionic cor@n the directionR). We have also

used a quadrupolar term but found no essential differences

whether that term is used as the leading contribution or in

conjunction with a dipole. All the other terms in the Hamil-
This section defines the Hamiltonian and the actiontonian conserve the projection quantum numbgrof the

angle variables and specifies other relevant details. In paeore angular momenturn The dipolar term can change,

ticular, the technical specification of what we mean by theby *1 whereas the quadrupolar coupling can change it by

detection window is provided in subsection D. +2. The last term in Eq(2.1) is the coupling to the dc field

of strengthF.

The Hamiltonian equations of motion were integrated
The Hamiltonian used in the simulation is that of anusing a Gear six order predictor-corrector meffodith a
electron moving in a field of an anisotropic ion in the pres-variable time step procedure fashioned after that typically
ence of an external dc electrical field. The field about theused® for the Runge—Kutta integrator. The use of a variable
center of charge of the ion has both a central, sphericallfime step enables us to slow down the integration when the
symmetric term and additional, anisotropic contributionselectron is near its perihelion where it is strongly perturbed
from the higher multipoles of the ion. The main contribution by the shorter range anisotropic coupling to the core. Other-
to the central potential is a Coulombic term but we alsowise we take advantage of the action-angle variables, as de-

include a shorter range contribution which describes the prescribed below, to take much larger time steps.

cession of the electronic orbit and gives rise to a quantum

defect? The electron is coupled to the rotation of the core . _

because of the anisotropic part of the potential. The eIectricaEf' Action-angle variables

multipole momentgdipole, quadrupoleof the core are taken The electron is only effectively coupled to the core when
to be functions of the vibrational coordinate of the diatomicit is near its point of closest approach. At higls, this lasts
core and thereby the vibrational motion is also coupled tdor but a very short fraction of the orbital period. For almost
that of the electron. The molecular core itself is taken to be all the time the electron and the core are uncoupled. It there-
rigid rotor-anharmonic vibrator. In all the simulations re- fore makes practical sense to use such variables that take
ported in this paper, the core has initially only the zero pointadvantage of this aspect of the dynamics. The other argument
energy in its vibration so that the role of the anharmonicity isagainst using the usual geometrical variables such as the ra-
primarily electrical, in that the multipoles depend nonlinearlydius vector of the electron is their rather wide dynamic

Il. THEORETICAL PRELIMINARIES

A. Hamiltonian
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range. There are two possible choices for action angle vari- E= _(1/2|2)_(3/2)|(|§_|77)|: 2.7
ables. The first is the goo(.e., conservedvariables of the

first two terms in Eq(2.1). These are the famili&f®*°action

angle variables of the hydrogeniclike electron and, for the . )

core, the vibrational actiéf of the Morse oscillator, the an- Showing the respective role of and¢.

gular momentum and its projection and their angle variables. The relation between the parabolic and hydrogenic ac-
We use the same notation for action variables as for th&on variables that we use is that computed by Band is
corresponding quantum numbeesg.,| for the angular mo- given in Appendix B. We have verified that in the absence of
mentum of the electrogrand denote the angle variablesas coupling to the core, and for the field strengths of interest to
with a subscript identifying the conjugate action variable.ys (say<1.0 V/cm), the action variables, defined by the first
The details are available elsewh€r® and are given, for order approximation of Appendix B, are very well con-
completeness, in Appendix A.

Not quite so familiar are the action variables for the
hydrogenic electron in the presence of a dc ffefdi These section 48 of Ref. 48.
are the so-called parabolic action variables. . iy . . .

In the presence of a dc field, a hydrogenic electron can, Initial conditions for .a classical trajectory rgquwe not
in classical mechanics, ionize at lower energy than when th@nly the values of the actions but also of the conjugate angle
field is absent. It does not however follow that an electronvariables. For a particular set of parabolic initial conditions,
with energy above that threshold will necessarily ionize. Thethe angular momentun, of the electron has a sharp value.
prime advantage that we find in using the parabolic variable#\s one keeps the parabolic actions constant and varies the
is that this point is clearly evident when these are used. Thiangle variables, cf. Sec. Il C below, the value lofwill
is due to the difference in the kind of motion that is deSCI’ibed;hange_ Quantum mechanicaq&an initial state specified by
by the two action variablés® 1, and |, which replace the the parabolic quantum numbers corresponds to a distribution
hydrogenic variables andl. The motion for which is the  ,yer values of .
coordinate is in a bound potential. There is no escape of the The coupling terV in the Hamiltonian(2.1) depends

electron. Not so for the motion along thecoordinate. If the on both action and angle variables. Witten explicitly in

energy is high enough, the electron will ionize. In the pres- ) . . :
ence of a field terms of the hydrogenic action-angle variables, and the ori-

entation angley of r with respect to the major axis of the

served. A further check was the conservation of the constant
of motionb (Runge—Lenz vectr as defined in problem 1,

I=1, 41+ myl. (28 ellipse[cf. Eq.(2.11 below], the angle between the position
To first order in the field strength, the energy, in atomic units vector of the electron and the axis of the diatomic ionic core
of the electron is given by has the form

cog x) =sin( a;)Sin( apm;) Si(+ ay)SiN( apy,) + sin( @} ) COY ayj) SiN( P+ @) oS a ) — SIN( e} ) SiN( vy )
X cog P+ a))Coq ary) €O B)) + SiN( @) COY vy ) COS P+ ) SIN( ) COY By) — €O evj) COY ey )
X sin(gr+ ) Sin am) cog B;) + O @)) SIN( ety ) SIN( ¢+ ) COK @ty ) COS Bj) + €O ) COS vy )
X cog ¢+ a;)coq ap)cog Bj)cog B) + Co a;j) SiN( am)) O P+ o) SiN( a) €O Bj) cOS B))

+cog a;)cod ¢+ a;)sin( B;)sin( B)). (2.8
|
where C. Initial conditions
_ The semiclassical correspondence between action vari-
cod Bj)=m; /], (2.9 ables and quantum numbers simplifies the specification of
initial conditions. To mimic an initial quantum mechanical
cog B))=m/l. (2.10  state which is an eigenstate of a zeroth order Hamiltohign

we generate an entire ensemble of trajectories. The different
The position of the electron, is related toj by the standard  trajectories all have the same set of initial values of the ac-
polar representation of an ellipgeheree, is the eccentric-  tjon variables ofH, and these match the desired values of

ity) with the origin at its focus the quantum numbers. To facilitate this step we measure and
report classical action variables in unitsfofo that the two
= n*(1-ep) 2.11) sets are numerically identical. The different trajectories of
l-€,coqy)’ ' the ensemble differ in the initial values of the angle vari-
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ables. These are randomly chosen using a Monte Carlo prdimes, the precise initial conditions matter not. While we
cedure. We typically use at least 200 trajectories to mimicshall demonstrate the point by the results of the dynamical
given quantal initial conditions. simulation, it is worthwhile to examine the physical mecha-
There are two simple choices for the choice of zerothnism for this. For this purpose consider the dynamick iof
order HamiltoniarH, which specifies the initial state. Each the presence of a field. Beginning with some initial value, the
offers its own advantages and the decision which one is mormagnitude of (to first order approximation in the fielavill
convenient depends also on the experimental details of thescillate with the Stark frequencyn®. (1.28x10 *nF
initial excitation process. It is at this point that essentialcm™ for the field strength in VV/cm or a period @60.4hF
questions about quantal interference effects come in. Beforgs). The amplitude of the oscillation depends mpand can
we turn to the discussion of what can be, we anticipate an@e as high asi—1. Oncel has completed more than one
report on what is. For our laser coherence width. 10°  period, its particular initial value matters far less. The details
cm ), and for the range of values(say 100-20pand  of the excitation matter therefore only for the short time dy-
electrical field strengths, (0.1-1 V/cm of interest, and on  namics which is about over bg@60.4hF ns, for a field
the relevant time scalds>100 ng, one can, just as well, use strength in \V/cm. If, during that time, the principal quantum
hydrogeniclike initial conditions. These consist of the usualhympern has not changed due to the coupling to the core.
hydrogenic quantum numbers for the electron and rovibrageyond that time, the Rydberg state has sampled almost all
tional quantum numbers for the core. This is not to deny thafs ayajlable phase space and its subsequent decay will be
there cannot be other limitgparticularly so, because of the ineticlike.
strong scaling witm, at far lowern values and, otherwise, There are two reasons why we are primarily interested in
for far shorter laser pulsgsit remains however for the ex- e time evolution of Rydberg states for times longer than the
periment to show that these other limits can be realized. o rrence time of the manifold in phase space of gimen

_The first considera_tion applies even i_n th? absence of 4nd m, . The first is the pragmatic one that the time resolved
dc field. The orbital period of the electron is quite long. Is the

i 6l jon i . )
packet spanning severalstates? The same question in the early time detection to about 30 ns are already on the draw-

frequency domain is whether the coherence width of the Iai’ng boards. The more fundamental reason is that one expects

ser suffices to resolve adjacent Rydberg states? For the ty 6'nly a limited coupling to the core during the recurrence
cal dye Iaser§ used, the answer is yes. The laser pulse {fne. This is a point to which we will return in detail in Sec.

coherent for times equal or longer than it takes the electroq\/ D below. The essential point is that the point of closest
to complete an orbit. Under typical conditions, i.e., a W voroach ' of the electron to the core s
excitation of almost all levels except just below the ioniza- pp

201 _(1_ 2y1/2 ; ; .
tion threshold, the principal quantum numbeis therefore (1= (1=1(1+1)/n%)™) (which forl<n is well approxi
well defined. mated byl(I+1)/2 a.u). Only very low | electrons are

The orientation quantum numben is well defined as therefore coupled to the core. Initially, the valuel aé low,

long as the problem has cylindrical symmetry. The questioﬁNhether it is sharply defined or is distributed. During the first

is therefore whether the angular momentuiof the electron recurrence period, only_those trajectories where the initia_l
is sharply defined or whether one should use parabolic vari}-’é_ll_ues of the an.gle va'rlable's are suc'h tha}t the electron is
ables or neither. The dc field splits each degenenatevel initiated on a point on its elliptical orbit which is near the

into a so-called Stark manifof, whose width in energy is perihelion and moving towards it, will manifest close cou-
3n2F. Since 1 a.u=5142x10° V/em. the width is Pling to the core. For all other initial conditioniswill begin
1.28x10-4n2F cm L for the field strengt,h in V/cm. For the 10 increase, so that the electron will not feel the core until

fields of interest, the width of the Stark manifold exceeds thél€creases again, and that takes the recurrence time. In other
laser coherence widtffindeed, the Stark manifolds of adja- words, the approximation that during its first sampling of the

centn’s will overlap28%3 For very high Rydberg states, the available phas_e space the Rydberg state has WeI_I defined
laser will not create a coherent superposition of all states ofndm; values is a realistic one. Only a small fraction of all
the manifold. The spacing of adjacent states within the maniPossible initial conditions are given the option to chamge
fold is (3/2)nF so that the laser will not excite a particular during the first round over phase space. Even then, passage
parabolic state either. Rather, the typical conditions are that l0se to the core does not guarantee a change ihonly
fraction of the Stark manifold is significantly excited. In Mmakes it possible.
terms of the ensemble of initial conditions it means that one ~ For longer timesn can and does change. It changes,
should use a distribution ovég and!,, such that their sum both up and down in value, due to the exchange of energy
is constant. The conjugate angle variables will not be randondnd angular momentum with the core. This can bring it so
but will have a distribution with a width smaller thanr2  high up that, due to the lowering of the threshold to ioniza-
Equivalently,| will not have a sharp value but will be dis- tion, by the presence of the field, it will ionize. The change in
tributed and its conjugate angle will be nonrandom. n can also drive it down to such low values that it will fail to
The results reported below are that such distinctions arénize by the delayed dc field employed for the detection of
important but only on a time scale shorter than the recurthose Rydberg states that survived. We turn next to a discus-
rence time, Zr/(3nF), of the Stark manifold. For longer sion of these two limits.
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D. The detection window nent of Rydberg states. We have previolsluggested, on
e basis of a kinetic analysis, that the second component is

. . h
By the detection window we mean the range of Rydbergt : .
states that are detected as such. The specification of the u deed due to those states which have gone sufficiently down

per limit is almost unambiguous. The reason is that at th n n and are therefore not detectable as Rydberg states, but

highn values in question, once the electron begins to escap&{h'Ch have subsequently come back up into the detection

its value ofn rises very rapidly in time. Two points need window. The proposéd mechanism is then that the states of
however to be noted. Strictly speaking, whether an electrof!

below the detection window serve as a reservoir which can
with a finite value ofn will or will not ionize, is not a repopulate those states which are detectable as Rydbergs.
function ofn only. Rathef® it depends on the particular val-

The trajectory results, cf. Fig. 10 below, are very consis-
ues of the actions of the two parabolic variabieand ». If tent with the interpretation that states can come back up in
the action of thet motion is rather high in value, the electron rﬁt t?e tSItuakt)llon 1S n':)r;[ ?s t5||mple ’asthwe ma)l(tW(;sh ']E :ﬁ be.
will not ionize even when its total energy is above the mini- € Tirst problem 1S that at Jowems e ampitude ot the
mum classical threshold for ionization at a givenThe rea- oscillation |nI_ is much reduced, cf. SeC.‘ Il A bE."l(.)V\./’ SO that
son is that the energy is in the wrong direction, a directionthe elzctr(t)r? is much r_notrr? Ire_quentlylm tlhetwm_nlty Olf thel
along which the motion is subject to an attractive potential.core' nother reason IS that, In a real polyatomic mojecuie

In the absence of coupling to the core, the parabolic actiorllhere are many vibrational modes which can couple effec-

. 33,67 FS
variables are constants of the motion so that a classical eIeBy ely with the lowern electrom,™™" drain its energy further,

tron, in a Coulombic field, will remain forever bound. Tun- and thereby, de facto, preclude its ever gaining enough en-

neling out is not a practical optiéhbecause the barrier is so ergy to come back up. In the simulations there is only one

very broad that the tunneling rate is rather slow. In Othervlbratlonal mode. We have therefore used two alternative

words, the fraction of Rydberg states that will ionize in aprocedures. In the first one, onnedecreased below the de-

given weak dc stray field is rta step function of the en- tection limit the trajectory is counted as having decayed
ergy of the electron down. This way one obtains rather clean, essentially single

The coupling to the core brings about an exchange 0faxponential kinetic decays. The rate of this process is what

energy between the two parabolic coordinates so that, ulti'® shall report as the rate of decay down. In the second

mately, all electrons that are above the classical threshol rocedh?rde, we ctcr)]nttw:_ue totkl:oll?w. thf trajectory in t';?]e’ lu pto
will indeed ionize. But ultimately can be a long time because ps. T aunng that time the trajectory Tecrosses the lower
at the extremely higin’s in question, the orbital period is so end point of the detection window, we take the Rydberg state

very long, and the energy exchange can take place only ond8 have resurrgcted. This dqes yield a §gcond and Ionggr time
per orbit. There is a very small fraction of such rather Iongcompo_neznt, Fig. 10 below, Just as anhupated by the k|_net|c
lived trajectories, but it is not zero. analysis'? A further caveat is, however, in order. The time

The second reason why the concept of ionization is no?cale_of the second component is suc_h that, N an ac“.‘a'
simply defined is that, like in unimolecular dissociatfSrit gxpenment, one cannot rulg out a contribution dge t.o colli-
is only when the electron is very far from the core that oneSIOnaI effects to the. expen_mentally observed kinetics. Al
can be sure that it has indeed ionized. Otherwise, the eIectrotHat one can state with gopf|dence Is that _there car_1.be also a
can begin to depart on a hyperbolic orbit but is recapture(?urely mtramolecu_lar ongin for the long time stability. We
into a bound orbit by the interaction with the cdfeSuch "€t to these points in Sec. V below.
capture processes have indeed been documented in the SCI?IF-DYNAMICS
tering of very low energy electrons by larger moleciffes.

The action-angle variables are not easily extended into the This section presents both computational results and
continuum and it requires a different set of variables toanalytical considerations for the time evolution of high Ryd-
smoothly span the boundary between the bound and corberg states, in the presence of a weak dc stray field. The
tinuum motion® discussion will refer to the following observatidfisabout

In this paper we take the electron to have ionized wherthe dynamics in the field free case: While the electrical an-
its principal action variable is larger than the value neededsotropy of the core is not very short ranged, on the scale of
for ionization by the dc stray field, and it rapidly increasesa highn Rydberg orbit, its effect is significant only when the
further. The numerical examples will illustrate that this riseelectron is very near the core, where the velocity of the elec-
provides a rather clean signature. tron is highest. On the time scale of the orbital period, the

The lower end of the detection window is more problem-change in the action variables of the electron due to the cou-
atic to define in a strict fashion. Operationally, this is thepling to the core is essentially instantaneous, and occurs at or
lowest value ofh which the delayed field ionization detector very near to the point of closest approach. The new feature in
will recognize as a Rydberg state. The narrower width of thehe present study is the role of the dc field, whose effect
Stark manifold at lowen’s makes the determination of the persists throughout the orbit. This will lead us to the intro-
required numerical value quite simple. The direct approach igluction of the time stretch caused by the presence of the
to regard the Rydberg state as having undergone an internfiéld. The limits on the regime in and field strength within
guenching once the value of has gone down below that which the time stretch is operative will be spelled out. Due to
point. The counter argument is that the coupling to the corghe coupling to the core, the energy of the electron can either
can, sooner or later, drive the value mfback up. Experi- increase or decrease. The net result is that a bound Rydberg
mentally one does detect a second and longer living compdrajectory either terminates when an electron escapes by ion-
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200 | ‘ ‘ pli.ng is on fo.r only a fragtion of the timg. The magnitude of
No Field this fraction is the time interval for which is small com-

150 1 | pared to the period of the overall oscillation lin From a
kinetic point of view, the time is slowed down, by the same
fraction.

we = i From a quantum mechanical point of view, the oscilla-
tion is due to the initial state not being a Stark or parabolic

E 0 i eigenstate of the Hamiltonian including the field. Rather, it is
= a superposition of eigenstates with time varying coefficients,
kS 00 """"" é """"" ; """"" é """"" é’ """ 10 where the variation is due to the small energy differences
= between the states of the Stark manifold. Indeed, we have
5 200 ‘ ‘ ' ‘ already noted the equivalence between the period of classical
8 oscillation of | and the recurrence time for sampling the
}3 150 Stark manifold of states. It follows that the stretch of the
time axis is just as valid in quantum mechanics. To prepare

Wor w7 f an initial state with a rather narrow distribution bialues

. R requires, as we have seen in Sec. Il C, a laser whose coher-
S0 i :;" ence width spans all, or almost all, of the Stark width. Our

laser is narrower, but as we shall argue in Sec. Il B below,
R e this matters only at times of the order of the recurrence time.

0 20 40 60 80 100

k In the present study, we are interested in longer times where,
time (ns)

cf. Fig. 15 below, the time evolution is no longer sensitive to
the initial phases.
FIG. 1. The principal actiom, and the orbital angular momentuim(both The time dilution discussed above is the same effect as

in units of #) of a high Rydberg electron revolving around an anisotropic discussed in the theory of radiationless transiti%ﬁ@*ﬁgThe
ionic core, vs time, in the absené®p panel and presencéottom panel ;

of a weak dc field. In the absence of a fieidchanges once per revolution, Physical origin of the small but finite spacing of eigenstates
when the electron is near the core. At the point of closest approach thés, of course, quite different, as are other details, but the

velocity of the electron is high so that the period of the orbit is quite long asaggence of the phenomena is the same. An increase in the
compared to the time spent near the perihelion. The changasaippear

therefore to be instantaneous on the time scale shown, which spans oveljlzlet_lme of high quberg states Qf diatomic molecules due to
dozen periods. In the presence of the field, the orbital momentum of th@n imposed electrical field has indeed been reported by Bor-

electron oscillate¢bottom panelwith a harmonic frequency proportional to - daset al?*5and interpreted as due to the quantum mechani-
n and to the field strengtR. The example shown corresponds to the situa- cal dilution effect

tion typical of the highn case, when the period of tHemotion is longer .
than the orbital period so that the electron executes several revolutions for 1 ne time scale of the decay of the Rydberg state due to
every oscillation ofl. During those time intervals whdnis high, the elec-  the coupling to the core is stretched because the coupling is
tron will not get near the core and sowill not appreciably change during switched on only during a fraction of every cycle of the
that orbit. The result is that in the presence of the field, the changesiia I : .
less frequentby a factor of about 1/15, in the case shows compared to oscillation ofl. Since most electrons survive for many such
the field free case. This is the time stretch due to the dc field. oscillations, the net result is that the kinetic time is stretched
inversely to the fraction of the time during which the elec-

L 5 tron can couple to the core. A simple estimate is obtained by
ization (the so-called up decay channglor by the energy taking the coupling to the core to be effective wheal,

decreasing sufficiently that the state will escape detectlor\}vherelo is small,1;<n. Then the fraction idy/n and the
(the down decay channel

stretch isn/ly. A longer derivation is to note that whéns
A. The time dilution small it changes linearly with time, as can be seen by ex-

Figure 1 compares the time evolution of the principalP2ndingn sin(wt) near the origin, where is the frequency
actionn and the angular momentuin two trajectories with ~ Of thel motlozn. Then, withw =3nF, the time during which
identical initial conditions. The difference is the presence or! <lo 1S 1o/3n°F or l¢/n per revolution off. _ _
absence of a weak dc field in the Hamiltonian. By plotting ~ The argument above assumes that the period of oscilla-
both sets of results on a common time scale it is very eviderfion in | is higher than the period of the orbital motion of the
that in the presence of the field, the changeniis slowed €lectron. Then, it is only on those occasions that the electron
down. The reason for this is clearly revealed in the oscillafeturns to the vicinity of the core aridis low that the cou-
tory time dependence of the angular momenturor much  Pling will be effective. Because the dc field is weak this is
of the time,| is large and thereby prevents the electron fromthe normal case in our problem. Wheoscillates faster than
getting too near to the corfRecall that the distance of clos- the orbital motion it can no longer preclude a close approach
est approach at lower values isl(I+1)/2] During the of the electron to the core. The frequency of thescillation
times wherl is large the electron is decoupled from the core.is 3nF so that this is a high field or a highlimit. The high
On the other handl, does periodically decrease, at which end of the time stretch occurs when the frequenay 3s
times the electron gets kicked by the core just as if there itarger than the orbital frequenay 2 (the spacings of adja-
no dc field present. In other words, the electron—core coueent Rydberg state®r
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. . . . FIG. 3. A plot of the dc field strength, in V/cm vs the principal action
FIG. 2. A short time segment Qf a tr_ajectory for a very h|gh value1_,0|i_1 showing the boundaries of the high end, E81), and low end, Eq(3.2),

the presence of a dc field. This trajectory is near the high end limit, EQjimits. Also shown in the classical threshold for ionization in the presence of
(3.1, where the period of oscillation dfis almost as short as the orbital e field. Not all electrons can ionize at thresheRef. 28, cf. Fig. 6 below,

period, bottom panel. Note that for this trajectonyis finite (i.e.,| does not 1, even so, we do not expect the high end to be reali@ut. one can get
decrease all the way to zgrso that the amplitude of theoscillation is less  neqr 1o it, cf. Fig. 2 The low end limit is particularly relevant to series of

thann. The top panel shows (dashed lingand the radius of the Bohr—  pigh quantum defectgThe actual boundary shown is drawn for a quantum
Sommerfeld orbit vs time. Note that themotion is not quite harmonic.  gefect of 0.3, For realistic field strengths as used in ZEKE type experiments
Only whenl andr are simultaneously small, can a large change Btcur  he jow end is, very roughly, at=100. Weintend to explore in more detail

(one such case @t=0.803 ps, is emphasized by a frame in the bottom \hether the low end as discussed is the boundary between the fioaret
pane). The fast oscillations in the value ofas seen in the bottom panel are highern regimes, compare Figs. 1 and 2 above to Figs. 4 and 5 below.
due ton not being quite a good quantum number.

fast oscillations im are due to it being not a good quantum
3n*F=1, high end. (3.1 number since we use the definition of the hydrogenisee
Appendix A.
This limit corresponds to a very extensive overlap of the  There is also a lower limit due to the precession of the
Stark manifolds of adjacent states. Indeed an equality in orbit of the electron. This motion is dti& to the non-
Eq. (3.1 roughly matches the criterion for the value of the Coulombic terms in the central potential in which the elec-
field necessary to ionize a state of giverithe onset is &  tron moves and corresponds to a rotation of the long and
n*F=0.13). The high end can be approached but notshort axes of the orbit. When the precession is very rapid, it
reached. In Sec. Il B below we shall show how one cancan counteract the effect of the fiefethich can be thought
approach the high end for low values of the parabolic actiorof as acting on a dipole with a magnitudig-1,). The fre-
variablel ,,. It will also become evident that the sojourn at quency of the precession depends onrtldependence of the
the high end can last for no more than a dozen or so orbits afon-Coulombic term. For a potential which varies@gr?
n after which the electron will ionize. the change in angle of the axe$#€27m.C,/I? per revo-
Figure 2 shows details of a trajectory near the high endiution, wherem, is the mass of the electron. The frequency
Eq. (3.1, for an initial value ofn=150.Note how the pe- of precession is€,/I%)/n®*= 6/n® in atomic units, wheréis
riod of the oscillation inl is now much shorter than in Fig. 1 the quantum defeétThe change in angle over the time when
and is comparable to the orbital perio@he upper panel | is smallis (/n°)-(l,/3nF) and the low end is when that
shows botH and the position of the electron. In this plot one change is large so that, before the field can actl othe
can see the second order effect which causes thetion to  electronic dipole has turned away
be anharmonic. The maximal value lofs belown because
the value ofm, is finite). During the propagation of the tra-
jectory in time,n increased and, in the time segment shown For lower values oh one expects therefore that the kinetic
it comes even closer to the highend. It is, however, only time will run faster. The onset of the low end can be some-
whenl andr are simultaneously small thatdoes change in what shifted to higher values aif by an increase in the
a significant fashion(See inset in the lower panglhe very  applied field, Fig. 3. The trajectory simulations unambigu-

3n°F/8ly<1, low end, dipolar coupling. (3.2
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é:IG. 5. Same as Fig. 4 but for a twice higher field strength. Note the
doubling of the period and the amplitude of the oscillations. im a future
experiment we intend to scan through the boundary of the low end so as to
examine the onset of a highbehavior.

FIG. 4. Atime segment of a trajectory in the presence of a field showing th
role of the precession of the orbit in switching off the time stretch. The
results are for an initiah=60 in the presence of a dc field of 0.1 V/cm and
for C,=0.3 so that the trajectory is below the low end defined by(B®).

The upper panel shows (solid line) and the angle made by the long axis of
the trajectory, which should be constant if there was no precession of the . . o . . .
orbit. The bottom panel showsand! vs time. Unlike the trajectories which ~ jectory with given initial value of the parabolic action vari-
are above the low end, cf. Figs. 1 and 2, the amplituderefmains low. To  gbles can correspond to an entire range of valuésanfl the
emphasize that it is the precession of the orbit that kédpsm Qscnlatlng, eparticular value is determined by the values of the ang|e
we turned off the non Coulombic part of the central potential seen by th . . . .
electron, all other parameters remaining the same. The resulting dlatsof variables. During the trajectory, as the angle variables
time is also shown in the bottom panel, labeled pure Coulomb limit. Thechange, so does the valuelofThe time stretch as discussed
increase inl is very evident.(For n=60, the period of theé oscillation is before is just as valid and, as the results below will show,
long so only part of the cycle is seen in the plot once the time is past the recurrence period, the dynamics

looks essentially the same whether the initial conditions are

ously manifest the low end limit. Figures 4 and 5 show re-Specified by the hydrogenic or the parabolic actions. In quan-

sults forn=60 at two dc field strengths. At the lower field tum mechanics, two such initial states are quite different. A

the frequency of the precession is comparable to the freState of givem, | is a linear combination of parabolit, I,

quencyw of the oscillation inl (upper panel The magnitude states and vice v9r§8.Durmg Fhe first re.curren.t time, the_
of | does not oscillate much. For a somewhat higher field, théMall energy spacing lead to differences in the time evolution
amplitude of thel oscillation is higher, but is still low due to quantum beats. For longer times, the phase factors

enough to allow an uninterrupted coupling of the electron ta/ill défacto randomize, partly due to the interactions with
the core, as seen in Fig. 5, which is drawn for initial condi-the core, whether such that only cause a phase shift or those

tions just below the low end limit. that induce transitions. The essential point which we empha-
Experimental work is needed to establish the relevancé_ized throughout is that the interesting dynamics occur on a

of the low end regime. What the theoretical considerationd™e scale long compared to the recurrence time of the Stark

do, however, indicate that for molecules with a high quantunfnanifold. _ _ _ _ _
defect, Rydberg states up to quite highs will decay much The parapohc \_/arlables do provide an mterp_retguon _of
faster(i.e., on an essentially field-free time scdjebecause why some trajectgrles take longer than others to_ ionize. Fig-
the amplitude of the oscillation of the orbital angular mo-Ure 6 shows a trajectory where, for much of the tirpe | .
mentum of the electron will remain low even in the presence?Uring that time the value ai reaches rather high values so
of a field, cf. Figs. 4 and 5. We consider that DABCO maythat the energy of the electron is above the threshold for

well be an example of that class and discuss the point furthdPhization in the presence of the stray dc field. Yet ionization
in Sec. V. does not take place because much of the energy is i the

motion, which is bound. Also shown in Fig. 6 is the opposite
case wherd,>1,. It is important to re-emphasize that the
parabolic action variables are conserved only in the absence
The parabolic action variables change in time only dueof coupling to the core and therefore that eventually an elec-
to the electron—core couplingerm V) cf. Eq. (2.4). Atra-  tron which is above the classical threshold for ionization will

B. Dynamics using parabolic action variables
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300 B : and the recurrence time will increase accordingly. Since
I=|m,| this will also have the effect that even at higts,

most trajectories, will, most of the time, decouple the elec-

200 + . tron from the core with a consequent long time stability.

W Such initial excitation requires the destruction of the cylin-

\ drical symmetry during the excitation process, a symmetry

100 ] which does obtain for a dc field in a given direction.

» \ \ | \ IV. KINETICS OF THE DECAY

400

action (units of h/2m)

. This section reports the time evolution of the number of
surviving Rydberg states, i.e., states within the detection
window as a function of the weak dc field. The experimental
results on the role of the dc field are for a particular initial
state in DABCO while the computations also examine differ-

. ent ensembles of initial conditions. Any given ensemble cor-
responds at least to 200 trajectories which are followed in
time until the first exit from the detection windo(but see
also Fig. 10 belowor up to 4 us. The upper limit of the
detection window is taken to be above the threshold for ion-
ization to insure that all states that can ionize are accounted
FIG. 6. The time evolution of the parabolic action variables during a trajec-for. The lower limit is put ain=90 which corresponds to a
Eﬁ;y er;g;en éf;e;?ttﬂeegir?ixélij ?ﬁgenjgteiocr:a:fgﬁa' fﬁfﬁ?ggg?é L‘,’fonac}i"” iNelayed detection field of about 11.5 V/cm, except as other-
Hen(F:)e, as long as the enerfyhich we measure gby the action variallg wise nOI_ed' The |mpI|c§1t|on I,S’ of cour_se, tha,t .usmg a stron-
in the & motion is high, the electron will not ionize even when its instanta- 9€r dc field for detection will, at a given initiad, reveal
neousn value exceeds the threshold for ionization which is1at300. A more Rydberg states. This is the case for aromatic

time segment where this is the case is evident in the lower panel. It requireﬁ10|ecu|e§4 (but is not the case for DABCO Moreover
energy in theny motion for the electron to exit. The coupling to the core '

mixes the two motions so that ultimately the electron does ionize. The extrl0Wer N values, which for a given delayed field appear to
kinetic stability conferred in this way does not however last for very long, decay too rapidly to be observed after the experimentally

cf. Fig. 15. imposed 100-200 ns start time of the observation, will give
rise to a signal when the detection field is increased. It
would, however, be better to make the experimental test for a
ionize. Delayed ionization of so-called Stark states which aréigher dc field so as to lower the value mfat which a low
above the classical threshold for ionization is also known inend behavior, cf. E¢(3.2), sets in. The experimental verifi-
atoms>®>” The origin of the stability, as discussed here, iscation of both of these expectations regarding the role of the
the same as in atoms. The difference, evident in Fig. 6, igletection field, provides what we regard as definite evidence
that, here, the ultimate decay is due to the anisotropy of théor the importance of the down decay channel.
core and is accompanied by a large change. itlso (as will Typical comparisons of experiment and computations
be shown in Fig. 15, the decay can be either up or down. are shown in Figs. 7 and 8. Figure 7 demonstrates the con-
It is not likely that a high initial value of ; provides a  cept of the time stretch. A presently computed decay is su-
mechanism for very long time stability. Even at quite highperimposed on the results of computations in the absence of
n's (say, 350, which can be ionized in fields above 0.05a dc field. The results are quite similar except that the time
Vicm), where the orbital period can reach tens of ns’s, itscales differ by a factor of 20. Figure 8 shows a comparison
takes no more than a dozen or so revolutions @r the ¢ between experimental result§or BBC) and the present
and » motions to exchange quanta so that the resulting delagomputations. It is evident that the long time decay is not
is typically in the subgxs range. What the discussion in this well accounted for in such computations that regard all elec-
section does, however, provide is the reason why, in an ertrons whosen value drops below the bottom end of the de-
semble of trajectories of given, and in the presence of a tection window as being lost forever. We return to this point
weak dc stray field, there is, for times longer than 100 ns oin Fig. 10 below and, in more detail, in Sec. V.
so, a decay which is only dependent on the initial valua of
and not on any other details of the excitation process.
The discussion above and the results of Sec. IV below The original proposalwas that the short time decay of a
point out to a need to significantly shorten the onset time ohigh molecular Rydberg state occurs via one of two compet-
the detection scheme. It is only then that one could reallyng channels. The up route is ionization while the down route
probe the details of the dynamics. Alternatively, one couldis due to the lowering down of the value of below the
try to lengthen the time necessary for the sampling of thedetection limit. It was further proposed that the two decay
ensemble of initial conditions. One possibility is to operatechannels have a branching ratio which is stronglgdepen-
under such conditions that not onlybut alsom, are not dent. Low initial n’s decay primarily by the down route
conserved. The stretch of the time axis will then scal@%as while high initial n’s preferentially ionize. A subsequent ki-

300

200

100

0 02 04 06 08 1 12
time (us)

A. The up and down decay channels
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FIG. 7. Computed decay kinetics in the absence and presence of the field.

Shown in the computed fraction of trajectories which have remained in the 100
detection window up to the timg vs time inus. Computed for an initial

value ofn=135 and a rotational constaBt=0.15 cm *. The bottom time

scale is for the computation in the presence of a field of 0.1 V/cm. The time 50
scale for the results in the absence of the field is given in the upper scale.

Note the stretch factor of about 20. In the text we argued that the time

stretch isn/ly wherel is the cutoff angular momentum for the electron core

coupling. The results shown are equivalentgs 8 which is consistent with 0 :
the results obtained for the time history of a trajectory computed for such an 0 0.5 1 1.5 2
initial value ofl. time (]JS)

netic ana|ysig2 of experimental data verified that the branch- FIG. 9. The decay kinetics for two initial values of The trajectories are

; o classified according to their ultimate fate. For the lower iniiathe major-
Ing 1S mdependent of the baCkground rare gas. ity of the trajectories decay down, i.e., their valuenofiecreased below the

Figure 9 Cf)ntraStS the computed deca_y curves for tWQgyer end of the detection windowNote that in this figure, once this hap-
values ofn which straddle the turnover point between thepened, the trajectory is assumed to have permanently decayed, never to

two mechanisms. It is obtained by running an ensemble ofeturn. A different convention is adopted in Fig. 10, where the trajectories

initial conditions and recording the ultimate fate of each tra__are allowed to continue to propagate whatever their value igj. For the
higher initial n, most trajectories decay up, i.e., by ionization. The figure

jectory. In this way, one can report the numbers of the traverifies our original proposaRef. 1 that the maximal, vs frequency, life-
jectories that will decay by either the up or the down routetime of the high Rydberg states is due to a switch over in the mechanism of

and that have survived up to the tirhelt is very clear from  the decay. At early times, the decay is not exponential. In the text this
induction time is interpreted as the time necessary for the sampling of the

initially available phase space.

1 T T
0.8 L L ed |- the simulations, both in the presence and absénufethe
field, that both decay channels contribute and that their rela-
0.6~ 8 tive contribution does change in andependent manner. It is
z also clear from the figurélower panel that there is an in-
041~ i duction time of about 100 ns before a kinetic regime is es-
0.2 L . | tablished. We have argued above that this time is the time
BRI LT needed for the bound system to sample its available phase
0 L * % eleeaa, space. The argument is very similar to the one commonly
0 05 timel(us) 52 used in RRKM theor{f to justify the concept of a unimo-

lecular rate constant which is only dependent on the total
energy of the molecule and is independent of the initial mode
FIG. 8. Comparison of observetbr BBC at an excitation energy of 6 cth of excitation. In a preliminary account of this Wakae
below the ionization continuuyrand computedfor a diatomic core at an  haye provided kinetic evidence that, past the initial induction
initial Nn=150 and a dc field of 0.5 V/cyjndecay kinetics. Shown in the . h h | . hat is that th
fraction of states that survived in the detection window up to the tirfiére i“me' the two d_ecay c ) annels are cpmpetlng, thatis that there
purpose of the drawing is to show that the experiment and computationiS one population which decays either up or down. As the
yield comparable time scales for the fast decay and that the present compgliscussion above shows, this is the case because the resam-

tations fail to account for the long time component. No optimization of the .: ; : geyo
computations was attempted and the rotation constant of the core and a{ﬂlmg of phase space IS faster than either de se rates,

other details of the computation are as in all other figures shown in thigt highn’s, are in thg .hundreds of ng;sso that the popula-
paper. tion is always re-equilibrated on the scale of the decay. Else-
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FIG. 10. The decay kinetics when account is taken of the reservoir states time (]AS)

(Ref. 12. All trajectories are propagated for s unless they ionize first.

[R] is the fraction of trajectories that survive in the detection window up to

the timet. (The detection window is the range of states that will be detectedFIG. 11. The effect of the dc field of the computed decay kinetics. Shown
as Rydberg states by the ZEKE type ionization in a delayed figh]. is the are three curveghe fit is to an exponential decgagpf the fraction of Ryd-
fraction of trajectories that, at the timtehave a value ofi below the lower berg states that survived up to the times time. Note the faster decay at
end of the detection window, which is at=90. These are the reservoir higher field strengths. Computed for an initte+= 150. Theresults of the fit
states and they can either couple to the vibrations and thereby decay furthare shown as a decay rate vs field plot in the inset. The fit therein serves two
or theirn value can increase and they can return to the detectable range. Thrirposes. The first is to identify the prime reason for the field dependence of
resurrection of the reservoir states is a possible intramolecular route for lonthe decay rate. Our initial proposatas that the rate is exponentially small
time stability. (Compare the long time tail inH] to the computed decay in in the energy required to ionize the electron. The field lowers this energy by

Fig. 8) Inspection of Fig. 17 below will show that the numbeB][of ~ 4.JF and the fit shown is to an exponential dependenceFoiThe second

reservoir states will be quite a bit higher for a higher value of the bottom endpoint is the need to determine the time stretch factor. The field dependence

of the detection window(n=90, as used in this figure corresponds to a of the decay rate requires that we extrapolate the rate to zero field and only

delayed field of 11.5 V/cm then compare to the rate computed in the field free case. As discussed in the
text, this yields a stretch factor of20.

where we will provide a rederivation of this picture using afraction of such trajectories at a given time is denotedBs |
different approach. Otherwise, the trajectory is taken to have ionizéte value
Past the induction time, the decays shown in Fig. 9 aref 1000 for the upper limit of the detection window is not
essentially a single exponential. The fits shown allow for &critical. Once the electron is on its way out,changes so
long time component, which is found to be 1% or less of theyery rapidly that any reasonable estimate will do. We
initial population. Note, however, that the classification intOChecked that the results are unchanged when the upper cutoff
alternative decay channels is based on a detection window as low down as 350 or as high as 2D08s is clear from
where once the value of drops below 90 it is assumed to the figure,(and from Fig. 17 beloy there is, as in the ki-
have decayed for ever. This is not unreasonable for largfetic analysi¥ of the experimental data, a gradual accumu-
molecules where the density of vibrational states rapidly in{ation of trajectories in the reservoir states and that, after a
crease with energy. Therefore, once electronic to vibrationalhile, these trajectories do wander back into the detection
exchange of energy takes place, the electron is unlikely t@yindow. The net result is a longer time component in the
regain its energy. This will be particularly true in molecules decay, due to the repopulation of detectable Rydberg states.
such as DABCO where it is knowh®*”" that the lower  we do not have overwhelming evidence that this is the origin
Rydberg states predissociate. The prime emphasis in this paf the observed long time stability. It is even likely that this
per is therefore on the first exit from the detection WindOW.Cannot be the r|ght exp|anation for molecules with a h|gh
On the other hand, one is familiar with, so called, “inverse quantum defect for which the onset of the low end condition,
electronic relaxation*>%*"1in which a substantial fraction Eq. (3.2), occurs at higher values of We do have clear cut
of the vibrational energy content of the ground state of avidence that this is a viable route, particularly so, in such
polyatomic molecule is being converted to electronic energymolecules where the coupling to the vibrations is weak. It

It is therefore not possible to rule out the possibility that anmay not be the only way, it may not be the major way, but it
electron regains its energy. Figure 10 examines this point bys definitely a way. More on this, in Sec. V.

not terminating the integration at the first exit. Rather, Fig.
10 shows the results when trajectories are followed in tim
for 4 us or until they ionize, whichever comes first.

The analysis of the trajectories shown in Fig. 10 follows  Increasing the strength of the stray dc field lowers the
the scheme used to examth¢he experimental data. That is, threshold for ionization. It should therefore shorten the life-
a trajectory is counted as being in the detection window durtime in that electrons can ionize at a lower valuendfecall
ing such times that its value af is 90<n<1000. The that the diabatic threshold is?&&\/F cm™* for F in V/cm).
fraction of such trajectories is denoted big][as in the ki-  As should be expected on the basis of the argument that both
netic analysis® When n<90, the trajectory is counted as the up and the down channels compete and as will be dis-
being in a reservoir state which will not be detected. Thecussed in Sec. IV E below, the presence of the field is mani-

E'B. The role of the dc stray field
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TABLE |. Computed decay ratéi us %) vs the principal actiom for three 0.6
values of the dc field. el L
T= A*exp(-B*F"%) A B
0.5 ® experime::nt 0.73+0.10 1.71z0.17
n E=0.1 V/cm E=0.3 V/cm F=0.5 V/cm N computation 1.31£0.15 1.95x0.107
1721
0 100.00 S04
1 110.00 2.1200 2.1800 g
2 120.00 1.3000 2.0000 2.6000 5 03¢
3 135.00 1.2200 2.4200 3.1100 =
4 150.00 1.4300 2.6600 4.1200 0.2 -
5 165.00 1.4900 2.5500 4.6400
6 180.00 1.4800 3.1100 5.4600 0.1 ! :
7 200.00 1.7900 3.9000 02 04 06 1
Field (V/cm)

FIG. 13. A comparison of the experimental and the computed effect of the

fested also in the down process. Beyond this, the field affectsc field on the lifetime of the fast decay. Experimental res(ili§ circles)
the dynamics in that the magnitude bfoscillates, as dis- for 1D3/;B$S' from Fig. '12{ C?T(?Uted hfesu't_@(:ﬁaf_e‘ﬁ f?f Z”_ irk‘jtia'd

: : ; n=135. Thecomparison is two fold, as shown in the inset and is based on
Fussed I_n ,Sec' Il A. For the weak stray f|eIQS ﬂ?at are _Ilkelythe fit discussed for Fig. 11. The extrapolation to the zero field limit shows
in a realistic setuggsay, <0.2 V/cm), and for highn’s, one is  that the computed decay is slower, but note that no attempt was made to fit
typically between the high and low ends, cf. Fig. 3, so thathe experimental results and that the computed results shown are as in Ref.
the time stretch is about independent of the magnitude of théb: The_depe_ndence on the magnitude of the dc field, for the two sets of
field. results, is similar.

Figure 11 shows the decay curves computed at three dif-
ferent values of the field. To exhibit the faster decay at highefesponds to a cutoff angular momentum of the electron—core
fields, all curves are normalized to a common value of unitycoup|ing|0~8, which is very reasonable.
at the origin of the time axis. The decay is essentially single  Table | provides a summary of the effect of the dc field

exponential and the rates increase from z4st* atF=0.1  on the decay rates for a range of initial valuesnof
Vicm to 8.6 us * at 1.0 V/cm. The field dependence of the

overall decay rate is very closely approximatetsert in Fig.
11) by an exponential increase with the lowering of the
threshold for ionizatiort. The extrapolation to zero field
yields a rate of 0.6us * as compared to 13.%s ! for a
computation® of the decay rate in the field free case for the T : . . : :
same Hamiltonian parameters. The difference is due to thercreasing field, cf. Fig. 11 is very evident. The fit shown is

extrapolated value being for a stretched time. The computa"’-‘S In Flg. 11(In addition to the '”.‘pose.d dc field there is an
tions in Fig. 11 are fon=150 and the factor of 20 between unav0|dable'stray'compgnent. I.t 'S estlmated to be below 0.2
the two rates is a direct measure of the time stretch. It cor?/c™ and th's_ estimate Is consistent W_'th the plot as all but
the lowest point fall on a smooth curyéigure 13 compares
the dc field dependence of the experimental as well as the
computed lifetimes. It is clear that the computations capture
both the magnitude of the time scale and the effect of the
i field.

The comparison shown in Fig. 13 is based on the
premise that the short time decay in DABCO is similar to
that of the other molecules we studied. We have every reason
to think that this is the case. The point is that the high Ryd-
. berg states of DABCO are pumped via a vibrationally ex-
: cited state(excess energy of ca. 1000 ch of the S, inter-
mediate state and that the low Rydberg states of DABCO are
15 known to undergo a facile predissociatidin a preliminary
experiment, we have verified that the short time decay is
essentially independent of the excess vibrational enérgy
the range of 500 to 1400 c¢m) of the intermediate state.
Additional conclusions must await the completion of our, in
progress, trijoint very high frequency resolution/time
Each point corresponds to a separate decay c(ifvese are not shown but resolution/computational study of the role of the vibrations
are very similar to the result shown for BBC in Fig. §he stray dc field in ~ Of the core.
our experiment is estimated to be below 0.2 V/cm and this is consistent with  Figure 14 shows the variation of the total decay rate,

the results shown. The experimentally observed slower dewtishownis  \yhich js the only rate which can be directly measured or
also faster when a field is imposed and with a rather similar field depen-

dence. This is consistent with the intramolecular mechanism for this decasOmMputed, van. [Past the initial induction time, the up and
as discussed in the legend to Fig. 10. down decay channels are competfigf. Egs.(4.1)—(4.4).]

C. Experimental and computational results

Figure 12 is a summary of the experimental results for a
particular high Rydberg state in DABCO. Shown is the life-
time vs the dc field. The increase in the decay rate with the

life time (us)

|
0 0.5 1
Field (V/cm)

FIG. 12. The experimental determination of the lifetime s, of the fast
decay in DABCO(at an excitation energy of 7 crhbelow ionization. Other
details as in Ref. 1)3vs the externally imposed dc field strength in V/cm.
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¢ F=03V/icm —o—F =0.3 down
—_ m F=05V/cm - 1 —&—F =0.5 down
o Ton )
g . g
3 ® ¢ £
- 0.5 .
0 1 ! 1
100 120 140 160 180

n

FIG. 14. The variation of the computed decay rate with the initial value of
n, at different field strengths. The curves shown are just to guide the eye. In
a forthcoming study we will propose an analytical approximation which will
enable us to justify the scaling with

-1
k,, (™)

The minimum in the decay rate us, observed already in the
very first experimentsis evident and is only very weakly
field dependent. In these computations the lower end of the
observation window is taken to be mt90. The decay rate 120 140 160 180 200
is faster so that the computed effect of the dc field is more n

marked if the lower end of the detection window is lowered,

cf. Fig. 17 below. FIG. 16. The branching fractions for the down and the up processes vs the
initial value of n at several field strengths. The initial energy is as, if not

D. Decay kinetics for parabolic initial conditions more, important than the value of the field in determining the ultimate fate
of the trajectory. This result is to be expected since the field lowers the

When the initial ensemble is specified in terms of giventhreshold to ionization by only= 4+F cm™*. The branching ratio of the

values of the parabolic action variables, there is a distribydown processes decreases with increasing field because trajectories which
for a weaker field will eventually go down can, at stronger fields, ionize
first. The rate constants for the up and the down processes, defined by Egs.
(4.1)—(4.4), are obtained by multiplying the total decay rate, Fig. 14, by the

200 T . |il T branching fractions.
ST
150 | Yo ma . -
£ ool ° "a | tion of initial values of the angular momentum of the elec-
— a— 000:., tron. This does affect the early time dynamics but, as is
% 100 ° E%ogenic, ° should be expected from the discussion in Sec. Il C, the
0 100 150 2o longer time dynamics are governed essentially only by the
time (ns) initial value of n. Figure 15 shows a typical decay curve.
50 | b These, and similar results for other initial energies, verify
that the role of the initial distribution of values is mani-
0 fested primarily during the first recurrence period.

0 0.5 1 1.5 2 To analyze the role of a distribution bfsalues, note that
the cutoff angular momentunhy, for electron core coupling
is smaller tham. Therefore?® for given values of,andl,,
most initial conditions correspond to suthvalues that the
FIG. 15. Decay kinetics for an ensemble of trajectories specified by giverb|ectr0n is initially decoupled from the core. The first effect

initial values of the parabolic actions, computed for a dc field of 0.1 V/cm.. that th far f ionizati ¢ h th |
In the absence of a field the initial state used is equivalenttd50 so that IS that there are tar Tewer lonization events where the elec-

the results are to be compared to the lower panel in Fig. 11. To emphasiZé0on escapes within the first revolution around the core.

the role of the Stark splitting, which offers the possibility of a coherent However, since in the absence of the fiéﬁd;uch prompt

excitation, we provide a detailed comparison in the inset. Shown is the Veyonization results from but a very small fraction of the pos-
early time kinetics of the present ensemble vs. that for an ensemble where.

the initial values ofn and| are sharply defined. As discussed in the text, sible initial conditions, this effect is not very dominant. The

there is a difference but only for times of the order of the recurrence time ofother effect is that the induction time prior to the sampling of
the Stark manifold. For much longer times one cannot discern the role of th¢ values due to the dc fields is more noticeable, cf. Fig. 15.
details of the initial excitation. The results are for an example that emphaS- ce this time is short compared to the time at which the
sizes the differences because, as can be seen in the inset, the initial values 0 . . . . .
the parabolic actions chosen confer a short time stalfititythe legend to ~ €XPeriment can begin to monitor the decay, this too is not of

Fig. 6) and for other choices the differences will be smaller. operational importance. In other words, at current experi-

time (us)
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mental capabilities we cannot point out to a clear experimen- 1
T T

tal signature of the particular initial conditions accessed in 3

the experiment. Such, of course, will not be the case if dur- 0.8 = Ay v
ing the initial excitation one can destroy not only the conser- " MRV
vation of| but also ofm, . This point has already been noted 06 -
in Sec. Il B and will be retaken up by us in a future publi- =

cation.

E. The up/down branching ratio

The presence of the dc field lowers the threshold for
ionization and is therefore expected to favor the up process. time (ps)
The effect is clearly noticeable, Fig. 16, but is not large. The
results, shown as a branching fraction vsdemonstrate that , o
he initial value ofn is more important in determining the FIG. 17. Computed decay curves for different detection windows. The de-
the ini !a v ; . P g tection window is defined so that its low end is the threshold for ionization
branching ratio with the result that the turnover point be-py the delayed dc field used for detection. The value of this field is shown in
tween the two decay channels is only weakly field depenthe inset(Not to be confused with the dc field imposed from the very start

dent. To examine the relevant factors. we note 2fhtite Itis very clear that lowering the low end of the detection field recovers more
) ’ Rydberg states. Note that a wide range of low ends is covered.=A2

three populations, those state; that decay down, those t m, states belom=140 escape detection while f6r=18.5 V/cm, the
decay up and the total population, all have a common decagw end is atn=80. Another view of the effect of the lower end of the
constant. This is, of course, the Signature of a Competitiv@EteCtion window is provided in Fig. 10. That figure was computed for a low
decay. This, total, decay constaay,, can, however, be writ- " an=90-

ten as a sum of rate constants, for the up and the down

transition in the manner suggested by the kinetic decay

schemes shown in Eq&t.1)—(4.4) the initially available phase space. All these results are very
d[R] consistent with the experimental results on the shorter,

——=d([Ryp] + [ Raown])/dt=— (Kyp+ Kgowrn [ R, (4.1)  subwus time scale, major component of the decay. There ap-
dt e dow P ow pears however no obvious intramolecular mechanism for en-

_ _ 0 _ dowing the system with longer term stability, which in our
[Rup] = (Kup/Kiotad [RT= (Kupkiora [RTT XM —Kioal) (4.2) experiments comprise about 5%—15% of the total decay. A
[ Raown) = (Kdown/ Kiotan [ R1= (Kaown/ Kiota) [R]° nonconservation of, could, in principle, provide a viable

X expl — Kot 4.3 route, but we found no wagapart from a non space fixed dc

total*/» ’ stray field at the time of excitationthat would cause a suf-
Ktotar= (Kupt Kaown) - (4.4  ficient coupling of states of differemn;’s. (Of course, colli-
sions with external perturbéré particularly if ionic, would

The results for the rates are obtainable from Fig. 16. On‘C‘éasily induce such reorientatiéhWe are also still looking

finds that both rates are increased by the presence of tr}Sr a way to make the core itself anisotropic enough to do it.

f'?ld’ .bUt that, as a function ai, the effect is in qpp05|_te What is clear is that a much larger core, where the effective
direction for the up and the down channels. The higher is th%cale of its anisotropy is largetl (| +1)/2)~50 a.u. will

:nzilja\l/i\ézll\jz;;r}bihe Iarsgiircést;]le d?:f:‘?eclfjcl):)\/tvr:aersﬂter:g gg‘gr suffice. That, however, is more than is reasonable for a typi-

- - hdown: = . 9Y cal sized aromatic molecule but not unreasonable for a

threshold for ionization, its effect ok, is to be expected. . 64

The field effect onk is indirect 1Pra'ectories which at peptide:

lower field stren thSd(\)I\\l/ngd wande} U ]and dowminnow It appears therefore that the long term stability is inter-
9 P ’ molecular in origii”” and/or can be due to the intramolecular

ionize as soon an gets to higher values and are denied the . -
. mechanism that we originally propos&dpamely, that there
option to decay down. The decay down therefore occurs

; . . is a reservoir of high, but not very high, Rydberg states that
sooner, the higher the dc field and herkgg,, increases. are below the detection window. These states are populated

by the down transitions but can repopulate the states higher
up, Fig. 10.(The reservoir states have valuesnofvhich are

For times longer than necessary to sample the initialljtoo low to be detected by the delayed dc figl@bviously,
available phase space, and for absorbing conditions at thhe importance of external perturbers depends on the particu-
lower end of the detection window, the computed kinetics oflar experimental conditioi€'"3 but the present results sug-
the decay of an initial ensemble are essentially exponentiagest that an intramolecular route cannot be ruled out at this
into two competing channels. The rate depends only on théme. Experiments along the lines of Refs. 6,7,16,22,73 will
initial energy of the electron and on the strength of the strayeventually lead to a resolution of this point. Of particular
dc field, which we take to be constant from the excitation upinterest in this connection are experiments on molecules
to the detection. The differences in the dynamics betweemhich exhibit efficient conversion of electronic to vibrational
parabolic states of the same valuendbut different values of ~ energy® as the return up of the reservoir states is likely to be
| andl, average out when an ensemble of initial conditionsreduced in such systems, with predissociation being the ulti-
is examined and for times longer than the sampling time ofmate dominant fate of the down transitions.

V. COMMENTS ON LONG TIME STABILITY
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inside the detection window at higher fields. Figure 17, taken

together with Fig. 10, suggest to us that there can be reser-

voir states. The experimental evidence on this point is not, aAPPENDIX A: ACTION-ANGLE VARIABLES

the moment, clear cut. The observed decay kinetics in both ) . ) ) ) )
BBC and DABCO exhibit a long time component, as do the This Appendlx prowde§ the technical Fietalls on thg vari-
earlier results for the aromatic molecules. These are observétP!/€S which are used to integrate Hamilton's equations of
at an amplitude of 5%—15% even for low delayed fieldsMOtoN-

(such that the lower end of the detection window is at1. Hydrogenic action angle

n=~100), whereas at such fields our computed long time . . .
component is smaller. At the moment, the qSestion ofga pos- This section follows Bortt. The Hamiltonian for a hy-

o . . ... . drogeniclike electron written in polar coordinates is, in
sible intramolecular mechanism for a long time stability is ; .
open atomic units

1 1
sz(pf+p§/r2+pg/r2 sin2(0))—F. (A1)

Using a canonical transformatidri® three actions, I, m,

V]. CONCLUDING REMARKS and their conjugated angles,, «, and «,, replacer, 6, ¢
and their conjugated momengg, p,, p, . N is the classical

The experimental—theoretical—computational evidencé&nalog of the principal quantum numbkts the action of the

presented in this paper suggests that in the absence of oth@fgular momentum anah, is its projection thez axis. The

external perturbations the prime role of a dc field is to scaldosition vector of the electron is related to the action-angle

down the decay time of high Rydberg states. The mechanisi¥ariables by the introduction of an auxiliary variablg

is the slow, on the time scale of the electron’s orbital period known as the eccentric anomaly

oscillation in the magnitude df. When the period of these r=n2.(1—e,-cogu)). (A2)

oscillations is so slow that it is comparable to the time of

precession of the orbit, the time stretch ceases. This is thié IS connected tax, by the implicit equation

bounda_ry between thg intermediate and high Rydberg_ states. a,=U+ e,-sin(u). (A3)

Otherwise, the magnitude of the stretchni$, wherel, is

the lowest orbital angular momentum which allows the elecn is taken to be equal to zero at the outer turning paipt.

tron to get near enough to the core. The computed decafetermines the ellipicity and is related moand|

kinetics show a short induction time during which the details e,=(1—12/n2)12, (A4)

of the initial excitation matter. It lasts for about the recur-

rence time of the available phase space. Our currently availlne polar angled is related to the action-angle variables by

able time resolution is not short enough to examine this inthe introduction of another auxiliary variabkg, which is

teresting regime. At longeibut still, subus) times, there is related to the standard polar representation of an ellipse

good agreement between the observed and computed decg)ﬂ- (A7) below]

and_ on the effect of the dc field on it. Many questions re- cog 0)=sin( ) - cod a;+ ). (A5)

main, however, open. Mostly they are related to the, lower . . ) . .

amplitude, longer timéus scalg decay component, which is B deter_mlnes the orientation of the ellipse with respect to

of prime interest for ZEKE spectroscopists. Others concerfh€ Z axis

the role of the vibrations of the core and the importance of  cog,)=m,/I. (AB)

predissociation, particularly so for highly vibrationally ex- ) ] _

cited core€?! In terms of the energy scale, an experimentalThe standard polar representation of an ellipse is

open problem is the time resolved behavior in the region of p(l—eﬁ)

not very high Rydberg statésayn of 50 to 100 a region of r= m.

interest because the oscillation lofvill be particularly fast n

compared to the orbital period so that the effect of timeUsing the above definitions we can relate the polar awdgle

stretch is expected to disappear. Work is in progress on margnd the three momenta, , p,, p,, to the action-angle vari-

of these points. ables

(A7)
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sin(6)exp(*i ¢)=—[cod ) - cog e+ ¢) P=(2mDo) 4 &(1— )12 sin(e;)/ (1~ Ve; cogay)).
- . A20
*i Sln(oq-l-d/)]eX[:(ilaml), (A8) (A20)
D, is the depth of the Morse potential afflis the range
B (n2—12)Y2 sin(u) parameterm is the reduce mass of the vibrating molecule.
Pr=- n%(1+e,-coqu))’ (A9) " The Hamiltonian has the form
1(12=m) Y2 sin a, + ) AL H=P?/2m+D¢(1—exp — B(R—R,)))
ID"_[|2 sir(a,+ ¢) + m? coS(a,+ ¢) M2’ (A10) =pB71(2D/m)*3 —(B212m)i?, (A21)
Py=m;. (A11)  where
In the action-angle representation the Hamiltonian depends € =8"1(2/mDg)Y% —(B212mD,)i?. (A22)
only on the actiom
H=1/2n2. (A12) APPENDIX B: PARABOLIC ACTION VARIABLES
The three actions, |, andm, and the two angles, , anda,y, This Appendix provides the working expressions needed
are all constants of the motion. to compute the parabolic action-angle variables. The primary

reference is again Borh.
The Hamiltonian of a hydrogenlike electron in a constant

dc electric field can be written in parabolic coordinates
The rotation of the molecule is described by a linear

- 24 2\1-1rn24 2 —24 . —2\p2
rigid rotor. In this section we describe the canonical transfor- H=[2- (& 7)1 Ipetpy+ (e "+ 7 )Py

mation from a polar representatigf, ¢, and their conjugate +F(&*— 9% —4]. (B1)
momentap,, p,) of a two dimensional linear rigid rotor to
an action-angle representation. The Hamiltonian in polar co
ordinates is given by EqA13):

H=B(p5+p3/sir(0)). (A13) X=T sin § cos ¢=¢£m cos ¢,

B is the rotational constant. The corresponding Hamilton—  Y=F sin 6 sin ¢=¢m sin ¢, (B2
Jaqobl equat|on.y|eld_ the relation between the new _canonlcal 2=1 c0os 6= (£2— n?)/2.
action-angle variables m;, @, an,; and the polar variables.
j is the action of the total angular momentum of the rigidOne can obtath® (to first order in the fieldF) the relation
rotor andm; is its projection on thez axis. The relation between the parabolic action variables I, andl , and the
between the polar variables and the action-angle variables Rydrogenic action-angle variables by introducing the separa-
. tion constantgx;, X, such thatx; +x,=2
cog 0)=(1-m?/j?)*2 cog ), (A14) a1 % 1+%2=2)

|,=0.5[—my+X,/(—2E) 2-0.25F(—2E) 32

2. Linear rigid rotor

The relation between the parabolic coordinates and the
Cartesian/polar coordinates is

¢=amj+arctarﬁ(j/mj)~tar(aj)]—rr, (A15)
X (m?+1.5x3/E)], (B3)
j(j2=m)2 sin(a;)

Po=T2 Sin?(a;) +m? cof(a;) 72’ (A16) le=0.5 —m+x,/(—2E) *2+0.25F(—2E) 32
]

py=m,. (AL7) X (mf+1.5x3/E)], (B4)

The inverse of the trigonometric function is being chosento  |4=m, (BS)

increase around the orbit. The Hamiltonian in the new Cag being the energy of the electron in the presence of the

nonical variables depends only on the total angular momengiq. In terms of the hydrogenic action-angle variabies
tum j, leading to a conservation of the two actipm;, and  {5kes the form(see Appendix A

the anglea,; _
H=Bj2 (A18) E=—1/2n2+Fnz-(1—en~co$u))5|r(ﬁ|)cos(a|+zjfl3)é)

or in parabolic action-angle variabléto first order in the

field F)
The vibration of the molecule is described by a one di-

mensional Morse oscillator. The variablBs P are replaces E= —(1/2) (141, +15)2=(3/2)F (141 ,+15)(1.~1,).

by the action which is the analog of the quantum number of (B7)
the vibration and its conjugate angtg, the phase of the The separation constants,(x,) are related to the parabolic
oscillator. The zero o; is taken at the inner turning point. coordinates and their conjugated momenta
Equations(A19)—(A20) describe the relation between the 2, 2ym D

two sets of canonical variables X1 =&(2p;+py/26°+FEI2—E),

R=R.+ 8 ! In[(1+ e coga;)/(1—€)], (A19) Xo=n(2p%+p5/27*—F n/2—E).

3. Morse oscillator

(B8)
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the hydrogenic action variables of Appendix i&

p:=p;/2—[2r(1+cos )] sin op,,

p,=P:/2+[2r(1—cos@)] * sin 6p,, (B9)

Ps=pg(hydrogenig=m;.
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