
 

 

 
 

 

Sabine Frenzel: How actors become attractors: A neurocognitive investigation 

of linguistic actorhood. Leipzig: Max Planck Institute for Human Cognitive and 

Brain Sciences, 2016 (MPI Series in Human Cognitive and Brain Sciences; 

181) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



How actors become attractors

A neurocognitive investigation of
linguistic actorhood



Impressum

Max Planck Institute for Human Cognitive and Brain Sciences, 2016    

Diese Arbeit ist unter folgender Creative Commons-Lizenz lizenziert:
http://creativecommons.org/licenses/by-nc/3.0

Druck: Sächsisches Druck- und Verlagshaus Direct World, Dresden

Titelbild: © GlebStock/shutterstock.com

ISBN 978-3-941504-67-7



 

 

How actors become attractors 

A neurocognitive investigation of    
linguistic actorhood 

Inaugural-Dissertation 

zur Erlangung der Doktorwürde 
des Fachbereichs 09 
Germanistik und Kunstwissenschaften 
der Philipps-Universität Marburg 

vorgelegt von 
Sabine Frenzel (geb. Keller) 
aus Worms 

 

München, 28. November 2015



 

 

Fachbereich Germanistik und Kunstwissenschaften der Philipps-Universität 
Marburg (Hochschulkennziffer 1180). 

 
Dekan: Prof. Dr. Jürgen Wolf 
 
Erstgutachter /  
Betreuer: Prof. Dr. Ina Bornkessel- Schlesewsky 
 
Zweitgutachter: Prof. Dr. Richard Wiese 



 

 

Contents 

CONTENTS V!

ACKNOWLEDGMENT IX!

1! INTRODUCTION 11!

1.1! THE EMERGENCE OF LINGUISTIC ACTORS AND THE CENTRAL ROLE THEY 

PLAY IN ONLINE LANGUAGE PROCESSING 13!

1.1.1! About the egocentricity of good actors 16!
1.1.2! Actors as animated characters 19!
1.1.3! Only specific, definite actors stand out from the masses 20!
1.1.4! Leading actors are always named first in the credits 22!
1.1.5! Its all about the looks 24!

1.2! THE EADM AS A NEUROBIOLOGICAL “SCREENPLAY” FOR ONLINE 

LANGUAGE COMPREHENSION 26!

1.2.1! Evaluating the eADM in the light of other neurobiological 
“screenplays” of language 28!

1.2.2! How to get discovered as an actor according to the eADM 30!
1.2.3! Why actors should be considered attractors 32!

1.3! GOOD ACTORS OUTSIDE MAINSTREAM PROMINENCE 36!

1.3.1! Actors are not superhuman 37!
1.3.2! What determines an actor’s mass appeal 38!

1.4! TRAILER OF THE FOLLOWING PUBLICATIONS 40!

2! WHAT IT TAKES TO BE A GOOD ACTOR 41!

2.1! PUBLICATION 42!

3! ABOUT VOLITIONAL ACTORS AND SENTIENT EXPERIENCERS 73!



Contents 

 

VI 

3.1! PUBLICATION 74!

4! THE PERCEPTION OF ACTORS WITH MASS APPEAL 109!

4.1! PUBLICATION 110!

5! CONCLUSION AND OUTLOOK 151!

BIBLIOGRAPHY 155!

ZUSAMMENFASSUNG CLXV!

ERKLÄRUNG CLXVII!

EIDESSTATTLICHE VERSICHERUNG CLXIX!

CURRICULUM VITAE CLXXI!

 



 

 

Für meine Familie 





 

 

Acknowledgment 

While writing these lines, I have been thinking how it all began. I guess, it 
all started with my appreciation for enjoying a good glass of wine at the 
DGfS & GLOW summer school in Stuttgart in 2006, where I met Ina and 
Matthias. I would like to thank them for their boundless support and 
confidence in me throughout this entire endeavor. 

Throughout my time at the Max Planck Institute for Human Cognitive and 
Brain Sciences and also at the Philipps-Universität, I would like to 
especially thank my office mate R. Muralikrishnan, who helped me through 
seemingly endless scripts and taught me about the beauty of graphics 
outputs in R. He is one of the most patient and understanding people I have 
ever worked with and that despite my complete ignorance with respect to 
any type of program without a user interface when I first started out. My 
time in Leipzig was both inspiring and very intense in terms of learning 
everything about scripting, experimental procedures, statistics and the 
neuro-business altogether – in short: everything in relation to this 
dissertation. The people I would like to thank helping me through all this are 
Dietmar Roehm, Kamal Kumar Choudhary, Luming Wang, Susann Wolff, 
Ina Koch and Kerstin Flake. A special thanks goes to Sylvia Krauspenhaar 
for her invaluable support in the lab but also as a dear friend, who gave me 
shelter whenever I needed a place to stay in Leipzig. 

Once arrived in Marburg, I could always count on the support of Markus 
Philipp (who helped me in the very beginning long before I started with my 
Ph.D. in Leipzig), Franziska Kretschmar, Sarah Tune, Jona Sassenhagen, 
Andreas Jansen, Jens Sommer, Henriette Schneider-Haßloff, Mechthild 
Wallnig und Rita Werner. My time in Marburg is inseparably connected to 
Alexander Dröge, Laura Maffongelli and Phillip Alday. Rödelchen, you are 
the most diligent and eager lab assistant I have ever worked with. When 
there was no relying on the Deutsche Bahn, you or Laura lend me a place 
to stay and helped me in the lab whenever possible. Phillip, you were my 
brain, when I was lost in the world of numbers and formulas. Your feedback 
on the last chapters of this dissertation was invaluable and I am glad, you 
took the time to skype with me despite nine hours time lag. Thank you my 



Acknowledgment 

 

X 

three Marburg musketeers! Last but not least of the people I connect with 
Marburg, I would like to express my thankfulness to Arne Nagel, a mentor 
in all academic matters, and dear friend. Thank you for being there for me, 
when I needed advice in academics and beyond. 

Finally, I want to thank my entire family and all my friends, especially my 
parents Leonie and Otto Keller, who supported me all along although they 
never really knew what exactly it was that I did. Together with my, mother-
in-law, Marion Frenzel, they always jumped in, whenever their grandson 
could not go to the daycare center because of the cold season, holidays, 
the teachers decided to go on strike, they had staff training, etc. To my 
grandparents Irmgard and Philipp, I would like to say: “Ja, ich bin jetzt 
endlich fertig mit der Schule”. Thank you for being so patient with me. 
Another special thanks goes to Carolyn Seybel. Caro, you suggested to go 
to the summer school in Stuttgart in 2006 and, therewith, set the ball rolling. 
You were always there for me and gave me that gentle but determined 
pushed in the right direction when I needed it. Now, I will be there for you. If 
I could do it, you can do it all the more! 

Last but not least I would like to thank the two most important men in my 
life, my husband Oliver and my son Moritz. My love, if it wasn’t for you, I 
would have never thought of even considering graduate studies. Especially 
during this very intense last year, you kept my back free and supported me 
in every possible way – you are my soziales Unterstützungssystem. Moritz 
mein Herz, if it wasn’t for you being such an open and kind little boy, who 
always enjoyed being around other people be it at day care, with neighbors, 
nanny, friends or grand-parents, I would still be writing. I love you both 
endlessly and cannot put in words how thankful I am to have you. 

 



 

 

1 Introduction 

The present dissertation investigates neural correlates of actor identification 
during online language comprehension. A linguistic actor is associated with 
the participant that is the most responsible for the state of affairs described. 
The ease at which linguistic actor identification is accomplished during 
online language comprehension depends mainly on an event participant’s 
prominence status, just like Hollywood actors, who are more easily 
recognized in public the more prominent they are. For instance, high 
prominence of linguistic actors correlates with animacy, such that humans 
are more prototypical actors than inanimate objects, but also with further 
language specific notions such as nominative case marking in contrast to 
accusative case marking. Accordingly, a deviation from a prototypical actor 
with respect to its prominence features hinders online language 
comprehension, which will be outlined in more detail in chapter 1.1. The 
cross-linguistic generalizability, as well as the recruitment of general 
cognitive processes (e.g. the detection of animate versus inanimate objects 
during actor identification) suggests that language processing is not special 
to our brain. Rather, it is proposed to follow more basic mechanisms of 
information processing (e.g. Alday, Schlesewsky, & Bornkessel-
Schlesewsky, 2014; Bornkessel-Schlesewsky & Schlesewsky, 2013a; 
Bornkessel-Schlesewsky, Schlesewsky, Small, & Rauschecker, 2015). The 
present dissertation thus aimed to investigate, which basic psychological 
mechanisms are recruited during online language processing in general, 
with a focus on the identification of a linguistic actor as one of the core 
processes in order to comprehend language. 

In chapter 2, the first publication reviews an online questionnaire and an 
electrophysiological experiment, using event-related potentials (ERPs). It 
examines word-level semantics during actor identification, by investigating 
the impact of an event participant’s inherent ‘actorhood’ potential. This 
potential was determined according to first, an adaptation of the three 
dimensions of affective meaning (evaluation, potency and activity), 
originally put forward by Osgood, Suci, and Tannenbaum (1957), second, 
findings about non-linguistic agency detection (e.g. Frith & Frith, 1999), as 
well as third, proto-agent entailments proposed by Dowty (1991). The 
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second neuroimaging experiment is described in chapter 3 and used 
functional magnetic resonance imaging (fMRI). In this publication, we 
investigated how two essential components of our sense of self as human 
beings, volition and sentience, affect online language comprehension. In 
this respect, volition denotes our intuition as seeing ourselves or others as 
deliberately acting agents (Haggard, 2008; Nichols, 2004). Sentience refers 
to our capability to experience our own mental states, but also those of 
others. The third experiment is described in chapter 4. It also used fMRI 
technique and aimed to bridge neurolinguistics and social neuroscience, by 
examining neural substrates for the effect of the social speaker-hearer 
relation on the attribution of causality in a linguistic context. The theoretical 
framework for all three experiments is the (extended) Argument 
Dependency Model (eADM), which was originally put forward by 
Bornkessel (2002), and has been refined continuously until today (e.g. 
Bornkessel & Schlesewsky, 2006; Bornkessel-Schlesewsky & Schlesewsk, 
2015; Bornkessel-Schlesewsky & Schlesewsky, 2013a; Bornkessel-
Schlesewsky et al., 2015; Schlesewsky & Bornkessel, 2004). 

Section 1.1 gives an overview of the notion of actorhood from a linguistic 
perspective by providing evidence for the relevant prominence scales 
affecting neural actor identification, as well as the cross-linguistic 
generalizability of these findings. Section 1.2 briefly outlines the basic 
architecture of the most recent version of the eADM, including a 
comparison with other neurobiological models of language. Furthermore, 
this section describes the underlying principles for actor identification, as 
well as a motivation for the postulation of a cognitive and neural attractor 
category for the actor role. An attractor category refers to a neural state, 
which is associated with a constant and high firing rate of neurons (Rolls & 
Deco, 2015; Rolls & Webb, 2012). Section 1.3 presents evidence for effects 
beyond the classic prominence features on online language 
comprehension, which are envisaged as evidence supporting the idea of an 
attractor network for the actor role. In the last section of this chapter (1.4), 
the aim of this dissertation is given. As outlined before, chapters 2 through 
4 are dedicated to the publications, which form the core of the present 
dissertation. Chapter 5 postulates a conclusion and an outlook for 
prospective research. 
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1.1 The emergence of linguistic 
actors and the central role they 
play in online language 
processing 

The linguistic term actor was introduced by Role and Reference Grammar 
(RRG) (e.g. Foley & van Valin Jr., 1980; van Valin Jr., 1999; van Valin Jr., 
2004) in order to describe the generalized semantic relations between the 
participants involved in a linguistically expressed event (also termed 
arguments in the following). In contrast to the undergoer, the actor (also 
called proto-agent according to e.g. Dowty, 1991;  or Primus, 1999) 
denotes the entity that is primarily responsible for a given event. Such 
generalized semantic roles were introduced in order to explain the 
cumbersome and sometimes virtually impossible task of linking between 
form (syntax) and meaning (semantics). For instance, sentences (1) 
through (7) in Table 1 (examples are taken from van Valin Jr., 2004, p. 65) 
illustrate that subjects and direct objects can bear a range of different 
semantic relations. For instance, the roles of experiencer as in examples 
(4) and (7) or that of recipient as in examples (3) and (5) can be assigned 
to the grammatical subject and direct object respectively, rendering a one-
to-one mapping between syntax and semantics impossible. 

Table 1: Simple transitive sentences illustrating form-to-meaning mapping by 
indicating semantic roles for subject (left column) and the direct object (right 
column) according to van Valin Jr. (2004). 

   Subject Direct object 

(1) The farmer killed the duckling. Agent Patient 

(2) The rock broke the window. Instrument Patient 

(3) The lawyer received the summons. Recipient Theme 

(4) Many tourists saw the accident. Experiencer Stimulus 

(5) Sally presented Bill with the award Agent Recipient 

(6) The mugger robbed Sam of $50. Agent Source 

(7) The clown amused the child. Agent Experiencer 
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Thus, the missing link between syntax and semantics is decoded by the 
argument structure, i.e. the semantic relationship between the arguments 
involved in the event described. Traditionally, grammatical theories dealing 
with the form-to-meaning mapping are verb-centered, such as RRG but 
also quite different approaches such as Minimalism (e.g. Chomsky, 1995) 
or Lexical Functional Grammar (LFG, e.g. Bresnan, 2001). They assume in 
some way or the other that the verb determines the argument structure (for 
a detailed discussion of predicate-centered versus argument-centered 
approaches please refer to Kasper, 2011). The perspective adopted by the 
eADM is quite different in that it proposes an argument-centered approach. 
The idea behind this approach is twofold. First, arguments are conceptually 
more basic than predicates (events) with respect to their semantic 
dependency. For instance, an event such as writing is not possible without 
a writer or reading without a reader. Second, a verbocentric perspective to 
argument structure seems inefficient in light of the incremental nature of the 
mental processing mechanisms underlying language (e.g. Stabler, 1994). 
This is due to the fact that such a perspective entails that the processing 
system does not interpret the arguments with respect to their semantic role 
until a verb is encountered. However in this respect, ‘incrementality’ 
presupposes that “[…] the processing system attempts to maximize 
interpretation at each point within a sentence […]” (Bornkessel-
Schlesewsky & Schlesewsky, 2009a, p. 1542). In view of the fact that a 
pattern in which at least one of the event participants of a transitive 
sentence precedes the verb is quite common amongst the languages of the 
world (Dryer, 2005), a verbocentric processing mechanism would render 
these languages much more inefficient than verb-initial structures, which 
are cross-linguistically more infrequent. 

But what if not the event (verb) determines the semantic relations between 
the arguments? Over the past fifteen years, research groups around 
Bornkessel-Schlesewsky and Schlesewsky have provided a compelling 
amount of evidence that, cross-linguistically, argument interpretation is 
determined via a variety of different prominence features, which are more 
or less language specific as outlined in example (8). 

(8) Prominence features related to actor-prototypicality (Bornkessel-
Schlesewsky & Schlesewsky, 2009b, 2013a; adapted from Primus, 
1999): 

(a) +self  (represented linguistically as the 
first person singular pronoun, I) 
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(b) +animate/+human e.g man in contrast to an inani-
mate entity such as stone 

(c) +definite/+specific e.g. a definite individual the man 
rather than undefined a man 

(d) +1st position the first sentential argument is 
cross-linguistically biased 
towards an actor interpretation 
(e.g. Tomlin, 1986) 

(e) +nominative/+ergative morphological case marking is a 
language-specific clue that is 
less relevant in language such 
as English with impoverished 
case-marking features (e.g. 
Bates, Devescovi, & Wulfeck, 
2001; MacWhinney & Bates, 
1989) 

In order to identify the actor in a sentence, the language processing system 
is assumed to establish a prominence hierarchy between the arguments, 
such that the actor semantically outranks the other argument with respect 
to its prominence features. Hence, the more distinct the arguments with 
respect to their prominence features, the easier the identification of an actor 
(e.g. Alday et al., 2014). The easiest case of distinction is given in an 
intransitive sentence with only one event participant. Actor identification is 
potentially hindered as soon as a second argument comes into play. In this 
case, both arguments might compete for the actor role depending on their 
prominence features as outlined in (8). Importantly, effects related to 
increased competition between two arguments for the actor role are 
observable even in the absence of verb information, suggesting that 
prominence features are essential cues during online argument 
interpretation. To this end, findings about the effect of prominence features 
on actor identification during online language comprehension had been 
corroborated for in a range of different languages such as German (e.g. 
Frisch & Schlesewsky, 2001; Roehm, Schlesewsky, Bornkessel, Frisch, & 
Haider, 2004) and English (Frenzel, Schlesewsky, & Bornkessel-
Schlesewsky, 2011), but also very different languages from a typological 
perspective such as Turkish (Demiral, Schlesewsk, & Bornkessel-
Schlesewsky, 2008), Japanese (Wolff, Schlesewsky, Hirotani, & 
Bornkessel-Schlesewsky, 2008), Mandarin Chinese (Philipp, Bornkessel-
Schlesewsky, Bisang, & Schlesewsky, 2008; Wang, Schlesewsky, Bickel, & 
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Bornkessel-Schlesewsky, 2009), Hindi (Choudhary, Schlesewsky, Roehm, 
& Bornkessel-Schlesewsky, 2009) or Tamil (Muralikrishnan, Schlesewsky, 
& Bornkessel-Schlesewsky, 2015). All in all, these studies provide a 
compelling amount of evidence for the cross-linguistic generalizability of an 
actor-centered processing strategy during online language comprehension 
even in the absence of verb information. The different prominence features 
and their specific affect on actor identification processes during online 
language comprehension will be outlined in more detail below. 

1.1.1 About the egocentricity of good actors 

Although prominent Hollywood actors are often accused of being 
pathologically self-centered, a healthy awareness of a self (i.e. having a 
mental state of me) is a prerequisite for true social cognition according to 
Lewis & Brooks-Gunn (1979). A self-concept is thus also an important 
prominence feature for linguistic actors. For instance, knowledge about the 
self can be envisaged as a prerequisite for self-consciousness, which was 
defined according to Vogeley and Fink (2003, p. 38) “as the ability to 
become aware of one’s own mental and bodily states (e.g. perception, 
attitude, opinions and intentions to act) as one’s own mental and bodily 
states.” Based on findings by Berlucchi and Aglioti (1997), Vogeley and 
Fink (2003, p. 40) further suggested a feed-forward model of action, which 
assumes “that 1PP [first-person perspective] creates a literally spatial 
model of one’s own body, upon which the experiential space is centered.” 
In other words, before we are able to engage in social interaction, a key 
component of human self-consciousness is our ability to not only refer to 
our body schema representation in the brain when we act ourselves, but 
also when we observe action of another person. Such a feed-forward 
model of action goes hand in hand with the assumption that first, humans 
typically feel that they have control over their own actions (e.g. Haggard, 
2008), and second, can use this self-as-actor perspective to understand 
other actors and their actions (Frith & Frith, 2010). The significance of a 
self-as-actor perspective in linguistics is also recognized by Dahl (2008). 

To my knowledge, the literature on effects of a self-as-actor principle during 
online language processing is rather sparse. However, a self-paced reading 
study in English conducted by Reali and Christiansen (2007) found that 
object-relative clauses are processed more easily (i.e. reading times at the 
positions directly adjacent to the relative clause pronoun that in sentences 
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(9) through (12) in Table 2 were significantly faster) when the relative 
clause subject (indicated in bold) was a first (9) or second person pronoun 
(10) in comparison to a personal (11) third person pronoun. Interestingly, a 
comparison with an impersonal third person pronoun (12) did not evoke a 
processing advantage for object relative clauses. 

Table 2: Example stimuli from (Reali & Christiansen, 2007). 

 Object relative clause Subject relative clause 

(9) The lady that I visited... The lady that visited me... 

(10) The consultant that you  The consultant that called   

called�  you� 

(11) ... the landlord that they ... the landlord that telephoned 

telephoned� them... 

(12)  �The studies that it  �The studies that motivated 
motivated...  it... 

According to the results of a preceding corpus study, the authors suggest 
that findings for comparisons (9) through (11) can be accounted for by the 
relative frequency of occurrence of object relative clauses with a 
pronominal relative clause subject, which are more frequent in comparison 
to subject relative clauses (cf. Fig. 2 Reali & Christiansen, 2007, p. 7). Reali 
and Christiansen (2007, p. 18) thus assume “that exposure to language 
might provide an additional factor involved in the facilitation of sentences 
containing pronominal object relative clauses.” However, this assumption is 
not satisfactory in two ways. First, it cannot account for the contradicting 
findings of sentences with an impersonal third person pronoun (12). 
Second, it is not clear what is the reason behind the frequency differences. 
With respect to the first shortcoming, they assume that a direct comparison 
between the different sentences is problematic because the referent for the 
relative clause subject in example (12) was introduced in a separate 
sentence, thus leading to a more complex discourse context, which in turn 
might have caused an increased working memory load. While this account 
can explain the overall longer reading times for both subject and object 
relative clauses in (12), it cannot explain the absence of a processing 
advantage for subject relative clauses in this condition. 

If it is assumed that prominence affects actor prototypicality during online 
language comprehension and, therewith, actor identification processes as 
postulated by the eADM, the findings by Reali and Christiansen (2007) can 
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smoothly be justified (cf. Table 3). Accordingly, relative clause subjects as 
in (9) with a first person pronoun converge with the self-as-actor-principle 
and are thus ranked high with respect to their definiteness / specificity in 
contrast to the matrix clause subject (pronoun > common noun) rendering 
the argument as a highly prototypical actor (cf. section 1.1.3 for theoretical 
considerations and experimental findings on definiteness / specificity). The 
effects for sentences (10) and (11) nicely converge with this assumption, 
still rendering the relative clause subject as higher in definiteness / 
specificity but lower with respect to the self-as-actor principle in comparison 
to (9). Sentence (12) still shows an advantage in definiteness / specificity 
for the relative clause pronoun, but a disadvantage with respect to its 
animacy status. This suggests that animacy might be weighted heavier 
than definiteness / specificity in English (e.g. MacWhinney, Bates, & Kliegl, 
1984). 

Converging evidence for an interpretation along these lines is provided by 
similar findings on the facilitation of object-relative clauses via animacy of 
the arguments (e.g. Chen, West, Waters, & Caplan, 2006; Mak, Vonk, & 
Schriefers, 2002, 2006; Traxler, Morris, & Seely, 2002; Traxler, Williams, 
Blozis, & Morris, 2005). These studies show that inanimate matrix clause 
subjects and animate relative clause subjects facilitate object relative 
clause processing, which is normally more difficult in comparison to subject 
relative clause processing. While Traxler et al. interpret these finding to 
reflect effects of animacy on role prototypicality, which are assumed to 
abandon the processing system's original preference for an argument’s role 
(Traxler et al., 2002; Traxler et al., 2005), Mak et al. (2002, 2006) propose 
that animacy cues might even guide the processing system’s preference for 
an argument’s role assignment .  

Furthermore, a prominence based account of actor-prototypicality can also 
provide an answer to the second shortcoming of the interpretation given by 
Reali and Christiansen (2007), namely a missing source for the opposite 
frequencies reported for the usage of pronouns in object versus subject 
relative clauses as depicted in Table 3. Accordingly, the number of 
prominence entailments would correctly render the 1st person pronoun as 
the most proto-typical candidate to fulfill the actor role in a sentence, and 
leave the impersonal 3rd person pronoun to be the least proto-typical one. 
Accordingly, prominence could be considered as the missing link in 
explaining the frequency differences with respect to pronoun occurrence in 
object-relative clauses.  
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Table 3: Comparison of frequency of pronoun (PRN) occurrence for 
arguments in subject position of object-relative clauses (cf. Fig. 2, Reali & 
Christiansen, 2007, p. 7) and their corresponding prominence features as 
exemplified in (8). The + in this respect represent the relative rank of the 
individual prominence cues entailed in the pronouns with respect to the 
corresponding prominence scale such that +++ > ++ > + > -. Note that the 
implicated weighting of the prominence cues is just an approximation (cf. 
Alday et al., 2014). 

Frequency rank (high-low) Prominence features 

1st person PRN   +self       
 +animate
 +++definite/specific 

2nd person PRN   -self     
 +animate
 ++definite/specific 

3rd person personal PRN  -self     
 +animate    
 +definite/specific 

3rd person impersonal PRN  -self      
 -animate 
 +definite/specific 

1.1.2 Actors as animated characters 

Just like the quality of an animated character mainly depends on how close 
he is to a real living being, animate linguistic actors are better than 
inanimate ones. Accordingly, a number of ERP and fMRI studies 
investigate the relevance of the animacy status of sentential arguments for 
language comprehension and production, such as the facilitation of object 
relative clause comprehension for inanimate matrix clause subjects as 
outlined above (e.g. Chen et al., 2006; Mak et al., 2002, 2006; Traxler et 
al., 2002; Traxler et al., 2005; Weckerly & Kutas, 1999), the preference for 
animate entities as subjects in early word order positions during language 
production (e.g. Branigan, Pickering, & Tanaka, 2008; Ferreira, 1994), or 
increased processing cost for arguments that do not differ in animacy 
during online argument interpretation (e.g. Bornkessel-Schlesewsky & 
Schlesewsky, 2009b; Frenzel et al., 2011; Frisch & Schlesewsky, 2001; 
Grewe et al., 2006; Grewe et al., 2007; Muralikrishnan et al., 2015; Philipp 
et al., 2008; Roehm et al., 2004).  
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In an fMRI study by Grewe et al. (2007), sentences with either two animate 
event participants (13) or an animate and an inanimate event participant 
(14) were compared. 

(13) Wahrscheinlich hat der Mann den Direktor gepflegt. 

Probably has [the man]NOM [the director]ACC taken care of  

�The man probably took care of the director.� 

(14) Wahrscheinlich hat der Mann den Garten gepflegt. 

Probably has [the man]NOM [the garden]ACC taken care of  

�The man probably took care of the garden.� 

In sentence (13) both event participants (the man, the director) are animate 
and thereby likely candidates for the actor role. In sentence (14) the event 
participants differ with respect to animacy. The second argument (the 
garden) is inanimate and hence an atypical actor counteracting competition 
between the arguments for the actor role. Grewe et al. (2007) found 
increased activation in the left posterior temporal sulcus (pSTS) when 
contrasting sentences with two animate arguments (13) with sentences with 
an animate and an inanimate argument (14). They propose that activation 
in the pSTS correlates with the difficulty of online actor identification 
processes due to increased competition between the arguments for the 
actor role. Since the pSTS is also linked with the processing of non-
linguistic agency such as the detection of biological motion (e.g. 
Beauchamp, Lee, Haxby, & Martin, 2003; Grèzes et al., 2001; Grossman et 
al., 2000; Saygin, Wilson, Hagler, Bates, & Sereno, 2004; Vaina, Solomon, 
Chowdhury, Sinha, & Belliveau, 2001) or Theory of Mind (ToM) processing 
(e.g. Frith & Frith, 1999; Ochsner et al., 2004; Saxe, 2006; Saxe & 
Kanwisher, 2003), it was proposed that the pSTS might be an interface for 
linguistic actor detection and action understanding (Bornkessel-
Schlesewsky & Schlesewsky, 2013b). 

1.1.3 Only specific, definite actors stand out 

from the masses 

One characteristic all good Hollywood actors share, is their ability to stand 
out from the masses in order to be considered for the lead in the next 
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blockbuster film. Just like their Hollywood pendants, linguistic actors 
outperform competitors by being more definite and/or specific, a feature 
that has already been touched upon briefly in section 1.1.1. Evidence for 
the impact of definiteness / specificity is motivated theoretically by 
differential object marking (DOM). DOM is a cross-linguistically frequent 
phenomenon, which describes increased markedness of objects that are 
high in prominence. The reasoning behind this increase in markedness of 
the object is that the grammatical subject is typically more actor-like and, 
accordingly, higher ranked with respect to its prominence features than the 
object. Examples for differential object marking due to a deviation from a 
typical prominence hierarchy with respect to definiteness / specificity of the 
arguments (subject > object) are attested for with respect to definiteness in 
Hebrew and with respect to specificity in Turkish (e.g. Aissen, 2003)1.  

The impact of definiteness / specificity on online processing of German was 
investigated with fMRI by Bornkessel-Schlesewsky, Schlesewsky, and von 
Cramon (2009). They manipulated noun referentiality as a special case of 
definiteness / specificity, which is based on the referentiality scale put 
forward by Croft (2003, p. 130) as outlined in example (15). 

(15) pronoun < proper name < common noun 

According to the scale in (15), they varied referentiality of the sentential 
arguments (high = proper name, low = bare plural common noun) with 
respect to their linear order as exemplified in sentences (16) and (17). 

(16) Subject-initial high referentiality in subject and low referentiality in 
object: 

�dass | Reinhold | Autorinnen | auslacht/applaudiert. 

�that ReinholdSG authorsPL laughs-atACC.SG/applaudsDAT.SG 

��that Reinhold laughs at/applauds authors.� 

                                                

1 The difference between definiteness and specificity in this respect can be 
exemplified with indefinites in English (nouns marked with an indefinite article, a 
or an), which are ambiguous with respect to specificity (specific: I am looking for 
a book, but cannot find it. Non-specific: I am looking for a book, but cannot find 
any.). 
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(17) Subject-initial low referentiality in subject and high referentiality in 
object 

. . . dass | Autorinnen | Reinhold | auslachen/applaudieren. 

. . . that authorsPL ReinholdSG laugh-atACC.PL/applaudDAT.PL 

�. . . that authors laugh at/applaud Reinhold.� 

They found increased activation in the left inferior frontal gyrus (IFG) when 
the subject was lower in specificity (referentiality) than the object. These 
findings suggest that the left IFG is recruited when the processing system 
detects a mismatch between mapping prominence information onto linear 
order such that the less prominent argument with regard to specificity 
precedes the more prominent one. In a similar vein are the results reported 
in an ERP study by Schlesewsky, Bornkessel, and Frisch (2003). They 
showed that a highly prominent sentence initial pronoun although 
unambiguously marked for dative or accusative case suppressed a 
scrambling negativity. Scrambling negativities had hitherto been associated 
with a non-canonical object-before-subject word order, an effect, which will 
be outlined in more detail in the next section. 

1.1.4 Leading actors are always named first in 

the credits 

A Hollywood actor knows he is the lead if he is named first in the credits. 
The same applies for linguistic actors across different languages. 
Generally, the actor-initial preference is a corroboration of the well-
established subject-first preference for European languages (German: e.g. 
Bader & Meng, 1999; Spanish: e.g. Casado, Martín-Loeches, Muñoz, & 
Fernández- Frías, 2005; Italian: e.g. de Vincenzi, 1991; Dutch: e.g. Frazier 
& d'Arcais, 1989; French: e.g. Holmes & O'Regan, 1981; English: e.g. King 
& Just, 1991). However, as will be outlined in the following, an actor-first 
preference appears more suitable for several reasons. First, object-before-
subject structures in German are electrophysiologically associated with a 
so-called scrambling negativity as mentioned in section 1.1.3. Accordingly, 
sentences such as (19) with an initial accusative object (underlined) elicit a 
scrambling negativity in comparison to sentence such as (18) with an initial 
nominative subject (Bornkessel, Schlesewsky, & Friederici, 2002, 2003a; 
Rösler, Pechmann, Streb, Röder, & Hennighausen, 1998; Schlesewsky, 
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Bornkessel, et al., 2003), accounting for the well-established subject-first 
preference. Note that example sentences (18) through (22) stem from 
Schlesewsky, Fanselow, and Frisch (2003, p. 120). 

(18) Sentence initial nominative subject (baseline): 

Gestern hat der Vater dem Sohn den Schnuller gegeben. 

yesterday has theNOM father theDAT son theACC pacifier given 

'Yesterday the father gave the pacifier to the son.' 

(19) Sentence initial accusative object (negativity in comparison to 
baseline): 

Gestern hat den Schnuller der Vater dem Sohn gegeben. (no effect in 
comparison to baseline) 

yesterday has theACC pacifier theNOM father theDAT son given 

However, an explanation related to word order permutations per se does 
not suffice, as it cannot account for the absence of a scrambling negativity 
in dative initial structures such as sentence (20), which theoretically also 
allow for a passive reading with only one (dative) argument involved 
(…dass dem Sohn applaudiert wurde. “ /...that [the author]DAT applauded 
was / ‘...that the author was applauded.’) (Bornkessel, Schlesewsky, & 
Friederici, 2003b). This null-effect can be accounted for by the assumption 
of the minimality as distinctness (MaD) hypothesis put forward by 
Bornkessel-Schlesewsky and Schlesewsky (2009a). Accordingly, maximal 
distinctness is achieved by the fact that there is only one element under 
consideration. Converging support for this finding is provided by 
electrophysiological studies on very different languages from German 
typologically, such as Turkish (Demiral et al., 2008) or Japanese (Wolff et 
al., 2008). The absence of a scrambling negativity at the position of a 
sentence initial object in these languages is associated with the possibility 
of subject drop, which also renders the object the sole overt argument. 

(20) Sentence initial dative objects (no effect in comparison to baseline) 

Gestern hat dem Sohn der Vater den Schnuller gegeben. 

yesterday has theDAT son theNOM father theACC pacifier given 

Second, no scrambling negativity is elicited in sentences with pronominal 
objects as in sentence (22) when compared to the canonical subject initial 
order (21). The absence of a scrambling negativity for this comparison can 
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be accounted for by an increase in actor-prototypicality of the sentence 
initial pronoun due to its high prominence status with respect to 
definiteness / specificity in comparison to a full-fledged noun phrase as in 
(19) (cf. chapter 1.1.3), such that the more prominent event participant 
should linearly precede the less prominent one (e.g. Bornkessel-
Schlesewsky et al., 2009; Schlesewsky, Bornkessel, et al., 2003).  

(21) Sentence initial subject pronoun (baseline) 

Gestern hat er dem Sohn den Schnuller gegeben. 

yesterday has heNOM theDAT son theACC pacifier given 

Yesterday he gave the pacifier to the son. 

(22) Sentence initial accusative pronoun (no effect in comparison to 
baseline) 

Gestern hat ihn der Vater dem Sohn gegeben. 

yesterday has itACC theNOM father theDAT son given 

All in all, these finding further support the significance of different 
prominence scales for actor identification during online language 
comprehension. 

1.1.5 Its all about the looks  

A rather obvious way for a person to become a famous actor is related to 
their physical appearance such that the most good-looking and well-built 
actors tend to end up in Hollywood’s first squad. Analogously, linguistic 
arguments can increase their prominence status, if their looks – via overt 
case-marking – meet their typological standard. Nominative-accusative 
languages, mark the subject in transitive and intransitive constructions with 
nominative case. While the subject in intransitive constructions can bear a 
variety of semantic roles due to its status as the most distinct (sole) 
argument of a sentence, it is typically associated with the actor role in 
transitive constructions. In an ergative language, only the actor in transitive 
constructions is marked with ergative case. Sole arguments in intransitive 
constructions are pooled with undergoers in transitive constructions. This 
nicely accounts for the assumption of maximal distinctness within the 
eADM (e.g. Bornkessel-Schlesewsky & Schlesewsky, 2009a), such that 
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transitivity is a prerequisite for an argument to engage in competition for the 
actor role. If there is only one argument involved as in intransitives, there is 
no need for a special look. 

In an ERP study by Frisch and Schlesewsky (2001), they showed that ill-
formed sentences with two nominative arguments as in sentence (24) elicit 
a negativity peaking around 400ms (N400) followed by a late positivity 
around 600ms (P600) in comparison to their well-formed counterparts as in 
sentence (23). 

(23) Well-formed accusative-nominative: 

Paul fragte sich, welchen Angler der J�ger/der Zweig gelobt/gestrieft 
hat. 

Paul asks himself [which angler]ACC [the hunter/the twig]NOM 
praised/touched has 

(24) Ill-formed double nominative: 

Paul fragte sich, welcher Angler der J�ger/der Zweig gelobt/gestreift 
hat. 

Paul asks himself [which angler]NOM [the hunter/the twig]NOM 

praised/touched has 

Interestingly, when the second argument was inanimate in comparison to a 
sentence initial animate argument (which angler – the twig), only a P600 
was evoked. This suggests that only the N400 is sensitive to problems 
during actor identification as it disappears, if animacy is an additional cue 
besides case to rank the arguments with respect to their prominence. 
These results nicely show that despite the importance of case-marking for 
argument interpretation in German (also MacWhinney et al., 1984), it is not 
the only determining factor. Rather, the findings account for a close 
interplay between different prominence features, attesting for their 
importance in order to identify the actor role during online language 
comprehension. 
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1.2 The eADM as a neurobiological 
“screenplay” for online language 
comprehension 

A good movie is dependent on a strong screenplay, which lays out the 
storyline, but also functions as a manual for the production by giving 
detailed instructions about the setting, camera angles, etc. The same holds 
true for an adequate model of language comprehension, which should at 
least provide a basis for descriptive adequacy for the comprehension of 
simple transitive constructions (i.e. who is doing what to whom). At the 
core, this presupposes the identification of the main character, the linguistic 
actor, and the underlying neurobiological mechanisms, which will be 
outlined in more detail in section 1.2.2. As already outlined in the preceding 
sections, prominence based argument interpretation can go a long way in 
explaining a variety of peculiar findings in studies on online language 
comprehension. All these explanations can be couched within the cross-
linguistically motivated extended Argument Dependency Model (eADM). 
Recently, the model’s architecture has been grounded neurobiologically in 
accordance with the basic design principles of the dual-stream model of 
speech processing proposed by Rauschecker and colleagues (e.g. DeWitt 
& Rauschecker, 2012; Rauschecker, 1998, 2011; Rauschecker & Scott, 
2009; Rauschecker & Tian, 2000). Spezifically, the eADM’s architecture 
follows five basic neurobiological design principles which include: (1) dorsal 
and ventral streams of information processing, (2) all processing streams 
are organized in a hierarchical manner, (3) a meaningful division of labor 
between dorsal and ventral processing streams, (4) a computational 
grounding of the processing streams in primate audition, and (5) domain 
general control functions of the frontal cortex (Bornkessel-Schlesewsky & 
Schlesewsk, 2015). 

In a nutshell (for a comprehensive overview please refer to Bornkessel-
Schlesewsky & Schlesewsk, 2015; Bornkessel-Schlesewsky & 
Schlesewsky, 2013a; Bornkessel-Schlesewsky et al., 2015), the ventral 
stream functions as an instance of identification and unification of 
conceptual schemata such as the activation of word-level semantics. It is 
assumed to be commutative, as the activation of the schemata is not bound 
to the sequential order of the incoming input. The dorsal stream on the 
other hand is non-commutative as it serves to combine the sequence of 
incoming elements into syntactic structure including the computation of 
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linguistic actorhood. The prefrontal cortex subserves control functions for 
instance in order to link linguistic processing to behavior rather than 
language specific computations, such as syntactic structuring (e.g. 
Friederici, 2012). Furthermore, it is assumed that the integration of 
information from ventral and dorsal streams is accomplished via the 
integration of top-down and bottom-up information to each stream. It is 
further suggested that all functions although entirely based on findings from 
language processing should apply to domain-general aspects of 
information processing, providing a ground for an overarching neural 
network that integrates domain general and domain specific information. 
Most importantly, the mechanisms of the eADM do not follow a particular 
linguistic theory. Rather, its processing principles are based on the notion 
of cross-linguistic applicability and, currently – at least to my knowledge, it 
is the only model that aims to incorporate cross-linguistic diversity with only 
one underlying cognitive system, the human brain. 
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Fig. 1: Schematic description of the dual streams supporting language 
processing in the human brain according to the eADM (reproduced with 
permission from Bornkessel-Schlesewsky et al., 2015). Both the (postero-
)dorsal (red) and the (antero-)ventral (green) emanate from auditory cortex. 
Cross-stream integration in the inferior frontal gyrus is depicted by the 
transition from red to green. Abbreviations: AC, auditory cortex; CS, central 
sulcus; IFC, inferior frontal cortex; IPL, inferior parietal lobule; PMC, premotor 
cortex; STS, superior temporal sulcus. Numbers denote Brodmann areas. 

1.2.1 Evaluating the eADM in the light of other 

neurobiological “screenplays” of 

language 

Often times, there are several versions of screenplays for the same film, 
and the producer has to choose between them. The winning screenplay is 
usually the most coherent and sensible with respect to the stage directions. 
One of the advantages of the eADM in comparison to other neurobiological 
models of language, proposing a dual-stream architecture (e.g. Friederici, 
2009; Hickok & Poeppel, 2004, 2007; Saur et al., 2008; Ueno, Saito, 
Rogers, & Ralph, 2011), is its division of labor between a sequence-
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independent ventral stream (anterior temporal lobe) and a sequence-
dependent dorsal stream (posterior temporal - parietal lobe), which 
provides a unifying functional interpretation of the different streams. For 
instance, Friederici (2009, 2011) assumes that the ventral pathway is 
subdivided into a stream engaged in semantic processing; whereas a 
second ventral pathway supports local syntactic structure. Furthermore, 
she proposes two dorsal pathways, one of which is associated with the 
processing of complex syntactic structures, dorsal pathway II (if sentences 
entail embedded clauses or if the word order derivates from the canonical 
order of a given language) and another one (dorsal pathway II) with 
sensory-motor integration. At least two fundamental problems arise within 
this approach: First, the division between simple and complex syntax is 
highly controversial. The underlying syntactic principles are qualitatively 
similar (i.e. the underlying computational operations are analogous only 
differing quantitatively for instance in the number of iterations of the 
processes). Second, this division of labor contradicts activation of the 
posterior portion of the superior temporal sulcus (pSTS) within the dorsal 
pathway, which is evoked when contrasting simple transitive sentences that 
varied the demands for processes of role identification, i.e. who is acting on 
whom (e.g. Bornkessel, Zysset, Friederici, von Cramon, & Schlesewsky, 
2005; Grewe et al., 2007).  

Another dual-stream model of language although limited to word-level 
processes was proposed by Hickok and Poeppel (2007). It assumes that 
the ventral pathway indexes a lexical interface as well as a combinatorial 
network. In their approach, the dorsal pathway is exclusively associated 
with the linking of the auditory input to the motor system. Due to topogr-
aphical deviations from other dual stream models, this model could possibly 
account for activation in posterior regions of the temporal cortex in 
response to sentence level combinatorics (e.g. by Grewe et al., 2007). 
However, their model only explains phenomena at the word level, and was 
not meant to account for sentence-level processes. Nevertheless, the role 
of the dorsal pathway in language, according to their approach, seems 
unclear, as the major processing load with respect to the activation of 
lexical semantic information as well as combinatorial processes are both 
associated with the ventral pathway. Other approaches put forward by 
Saur, Kreher, Schnell, Kümmerer, et al. (2008) or Ueno et al. (2011) 
assume a division of labor between language comprehension (ventral 
stream) and language production (dorsal stream). These accounts also fail 
to account for the previously mentioned findings by Grewe et al. (2007) and 
Bornkessel et al. (2005), who both examined language comprehension of 
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visually presented stimulus sentences in postero-dorsal regions. 
Accordingly, the eADM’s strict division of labor between sequence-
independent feature combination into increasingly more complex auditory 
objects antero-ventrally, and time-dependent predictive sequence 
processing postero-dorsally can explain a range of different 
neurophysiological findings on online sentence processing. 

1.2.2 How to get discovered as an actor 

according to the eADM 

The following section sketches out the mechanism, which determines how 
actors are identified during online language comprehension according to 
the eADM. Unsurprisingly, an argument’s prominence status plays a key 
role in the recognition of an actor in linguistics just like in the film industry. 
The underlying mechanisms at least with respect to linguistic actor 
identification are described in the following. As already outlined in 1.2, the 
neural computation of linguistic actorhood, according to the eADM, is 
accomplished by the interplay of lexical-activation in ventral processing 
streams and the sequential structuring in dorsal processing streams (e.g. 
Fig. 1). Sequence-dependent combinatorial processes within dorsal-
processing streams are suggested to initially segment the input into 
prosodic words, which are then combined in a syntactic structure. Syntactic 
structuring (sequencing) in this respect is accomplished via simple binary 
branching without any type of movement or empty categories (Bornkessel-
Schlesewsky & Schlesewsky, 2013b). The resulting structure determines 
an argument’s position within a sentence, which in turn serves as an 
important cue for actor prototypicality (i.e. an argument’s prominence 
status). The interpretation of an argument as the actor is accomplished via 
AE schema unification in the ventral stream. Sentence-level interpretation 
is thus based on the activation of AE schemata, which are complete word-
level semantic representations (cf. Fig. 2). 
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Fig. 2: Sample actor-event (AE) schemata (reproduced with permission from 
Bornkessel-Schlesewsky & Schlesewsky, 2013b) 

The schemata are assumed to be combined via schema unification such 
that the slots what, with whom, where, when etc. are filled (for a detailed 
description refer to Bornkessel-Schlesewsky & Schlesewsky, 2013b). The 
qualitatively distinct processing streams attest for the independence of 
sequencing in the dorsal stream from sentence level interpretation through 
AE schemata unification in the ventral stream both of which are influenced 
by prominence features that can either be semantic (cf. (8)-(c)) or syntactic 
in nature ((8)(d) and (e)). The assumption that all prominence features are 
equally considered for the form-to-meaning-mapping in either of the 
processing streams thus, refraining from a traditionally strict division 
between syntax and semantics, is postulated as the “Interface Hypothesis” 
(Bornkessel-Schlesewsky & Schlesewsky, 2009b, p. 28):  

“Incremental argument interpretation (i.e. role identification and 
assessment of role prototypicality) is accomplished by the 
syntax-semantics interface, that is, with reference to a cross-
linguistically defined set of prominence scales and their 
language-specific weighting.” 

As already outlined in chapters 1.1.1 through 1.1.5, there is considerable 
evidence how the different prominence features affect online language 
comprehension. However, in order to account for human language 
processing in general and keeping in mind that all languages rely on the 
same biological system (the human brain), an overlap between the 
prominence-based establishment of an argument hierarchy with more 
general cognitive processes, involved for instance in decision-making, 
seems worth further examination, thus, forming a point of departure for the 
present dissertation. 
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1.2.3 Why actors should be considered 

attractors 

It is indisputable that Hollywood’s superstar actors are attractors, mobilizing 
the masses wherever they appear. Why should linguistic actors be an 
exception? Bornkessel-Schlesewsky and Schlesewsky (2009b) provide 
initial evidence for a cross-linguistically valid actor-strategy, according to 
which the language comprehension system attempts to identify the actor as 
quickly and unambiguously as possible. In more recent work (Bornkessel-
Schlesewsky & Schlesewsky, 2013a, p. 250), they extend this approach by 
proposing that “the actor role might be a candidate for a cognitive and 
neural attractor category.” Accordingly, actor computation in the brain 
would follow psychological functions similar to the processes involved in 
perceptual decision-making (Deco, Rolls, Albantakis, & Romo, 2013; Deco, 
Rolls, & Romo, 2009), with the actor role constituting a stable attractor 
category. Within neurobiological attractor network models, attractor states 
are associated with stable high firing rates.  

“Which state ‘wins’ during decision making is determined by the 
current input and the initial stochastic firing behavior of the 
network […] We could assume, then, that an attractor network 
for actor categorization exists independently of language and 
that, as a result of the general human ability to recognize goal-
directed action and to differentiate between self and other, it is 
universal” (Bornkessel-Schlesewsky & Schlesewsky, 2013a, p. 
241f).  

To my knowledge, a first attempt to model language computationally along 
the lines of attractor networks was put forward by Rolls and Deco (2015). 
For this attempt they used word-order cues in order to compute a one-to-
one linking between syntax and semantics such that the first argument 
(subject) is interpreted as the more actor-like argument in contrast to the 
second argument (object) as the undergoer-like argument. For this 
purpose, they assume a word module consisting of 3 different attractor 
networks each of which corresponds to a specific syntactic function 
(subject, verb and object). These attractor networks are interconnected via 
weak non-selective forward coupling, which is initialized by a small extra 
input. Once an attractor state is reached, the firing rate decreases but still 
remains moderately high and stable (spike-frequency adaptation) thereby 
providing a forward bias to the next word. Such an adaptation allows for a 
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word to be stored in short-term memory in order to be corrected or 
repeated later on. Furthermore, they propose a deep module, which is 
associated with word-level semantics based on the syntactic function, such 
that the subject is equal to an actor and the object to an undergoer. This 
deep module is implemented through place coding, which means that 
different neural regions are associated with the different attractor-pools 
and, hence, assuming different cortical modules with about 2-3 mm in 
diameter for subjects, verbs and objects. These modules are assumed to 
fire continuously, thereby biasing a word attractor in the correct state. Thus, 
the particular word in a sentence is derived from the selective bias of the 
deep network, while temporal order is determined by the weak forward non-
selective connections between the word modules (cf. Fig. 3). 

To this end, the computational implementation provided by Rolls and Deco 
(2015) cannot easily deal with the reversed word-order for instance in 
passive constructions in English, where the undergoer precedes the actor 
argument, let alone languages with a more variable word order such as 
German. In order to overcome this, they propose two future adjustments. 
One is associated with an adaptation of a strict feed-forward connection 
between the attractor modules, such that a set of different couplings 
between the modules is available (learned by early experience with varying 
word order patterns), which is triggered by a top-down bias possibly in a 
similar manner to so-called integrate-and-fire networks implemented in 
order to map flexible, context- or rule-dependent neural activity observed 
for instance by task-specific neural firing activity during working memory 
delay periods in the primate prefrontal cortex (e.g. Deco & Rolls, 2003). 
Another adjustment, suggests to extend the current model by using a more 
sophisticated system of coupled interacting attractor networks, so-called 
Potts attractors (Rolls & Deco, 2015). This extension would allow for each 
syntactic category (subject, verb and object) to consist of several attractor 
network modules in order to each code additional properties such as 
shapes, color, texture but possible also the prominence features as 
proposed in (8). 
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Fig. 3: Schematic diagram of the interplay between word module (top of figure 
a) and deep layer modules (bottom of figure a). Each circle represents a local 
cortical attractor network capable of storing 10,000 items. Horizontal arrows 
between word attractor networks represent the non-selective forward 
coupling. Vertical arrows correspond to the weak selective bias provided by 
the deep layer attractor networks to the word attractors. Figure b on bottom 
depicts the operation in time of the system indicating the initialization by a 
small extra input to the subject word network. This together with the selective 
bias from the deep subject network lead to a peak firing and subsequent 
adaptation during which the firing rate decreases but remains in a moderate 
firing rate in order to initiate the feed-forward bias to the verb word network, 
which in turn reaches an attractor state through the selective bias of the deep 
verb network. A similar process leads subsequently to an attractor state of the 
object word network (reproduced with permission from Rolls & Deco, 2015).  

A first step in order to use a more diverse set of prominence features in 
order to compute actor-prototypicality was put forward by Alday et al. 
(2014). They modeled actor identification in simple transitive German 
sentences based on the different prominence cues as outlined in (8). For 
this purpose they used the Manhattan metric to calculate the distance 
between two competing arguments for the actor role based either on 
language-specific weighted or unweighted prominence features. This 
weighted distance measure could more robustly replicate N400 amplitude 
elicited in response to competition between the arguments for the actor role 
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during online language comprehension in comparison to an unweighted 
one. The unweighted measure represents similarity-based inferences as 
assumed for instance by memory based accounts of language processing 
(e.g. R. L. Lewis, 2000; R. L. Lewis, Vasishth, & Van Dyke, 2006; McElree, 
Foraker, & Dyer, 2003), which can go a long way in explaining experimental 
findings on language comprehension and production. The crucial difference 
between similarity-based inferencing and the proposal put forward by Alday 
et al. (2014) lies in the language-specific weighting. While the former 
accounts assume an all or nothing approach to prominence features, such 
that there either is or is no feature overlap, Alday et al. (2014) propose that 
certain cues are more important in one language over the other such as 
case-marking in German versus English in line with findings by e.g. 
MacWhinney and Bates (1989). Thus, the model implementation put 
forward by Alday et al. (2014) provides a promising first indication for 
quantifying effects of attractor basins (cf. Fig. 4) such that the 'depth' of the 
attractor basins, i.e. the strength of the attractor, corresponds to 
prominence (Alday et al., 2014). 

 

Fig. 4: Attractor basins in actor space. Prominence can be viewed as a 
distortion of actor space. The curvature of actor space then pulls or pushes 
actorhood towards a particular argument (reproduced with permission from 
Alday et al., 2014). 

All in all, a computational implementation of language using attractor 
models (Rolls & Deco, 2015) provides an interesting basis for the 
processes outlined within the eADM. Accordingly, the sequence-dependent 
place coding of the deep layer modules might be a plausible solution in 
order to model the commutative processes associated within dorsal 
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processing streams within the eADM framework. Additionally, a major 
drawback of the computational implementation proposed by Rolls and Deco 
(2015), namely, the assumption that meaning can be read-off the syntactic 
function of a word, can easily be overcome by assuming category-neutral 
notions such as actor and undergoer, which are used to build word-level 
semantic representations, so-called event schemata (cf. Fig. 2) as 
proposed along the lines of the eADM (Bornkessel-Schlesewsky & 
Schlesewsky, 2013b). Furthermore, a Potts system could tentatively be a 
possible candidate for representing cross talk between the dorsal and 
ventral processing streams representing a selective bias of either stream 
on the other. 

One essential idea behind the application of attractor networks in order to 
model how language is implemented in the brain is that the underlying 
mechanisms are in consensus with other functions such as memory, 
perception, attention or decision-making (Rolls & Deco, 2015). Thus, an 
investigation towards basic cognitive mechanisms such as the detection of 
biological motion (e.g. Grewe et al., 2007), which are recruited in order to 
identify a linguistic actor during online language comprehension, is an 
important ingredient in order to make realistic modeling of language via 
attractor networks possible. Accordingly, the present dissertation aims to 
provide initial evidence for a systematic investigation of neural correlates of 
basic psychological mechanisms, which are recruited for the identification 
of a linguistic actor during online language comprehension. 

1.3 Good actors outside mainstream 
prominence 

The following section describes how not only certain personal traits, but 
also societal context encourage an ordinary person’s potential to become 
an actor with mass appeal. If the postulation of an attractor network for the 
actor role as outlined in section 1.2.3 holds true, it is a logical consequence 
that prominence features as exemplified in (8) are insufficient in order to 
account for actor prototypicality and actor identification. On the one hand, 
some of the prominence features such as humanness might be 
decomposed further in order to account for the neural correlates associated 
with biological motion as outlined in section 1.1.2. On the other hand, the 
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classical prominence features neglect influences from social context. 
However, the importance of social influences is already indirectly entailed in 
the self-as-actor perspective such that as a self-perspective is only possible 
in relation to a social context as outlined in section 1.1.4. Thus, in the 
following, I will present previous considerations towards a decomposition of 
the actor role into more fine-grained psychological entailments (section 
1.3.1), as well as socio-cultural effects on language comprehension 
(section 1.3.2). 

1.3.1 Actors are not superhuman 

Although one might have the impression that all famous actors are 
superhuman, they are just human like you and me. Thus, their prominence 
status can sometimes outshine their underlying personal traits. Accordingly, 
linguistic actorhood is investigated beyond the mainstream prominence 
features in this dissertation. As outlined earlier, actor identification 
processes are associated with activation of the pSTS. This region is a 
robust substrate for the detection of biological motion in the literature, which 
in turn is associated with the detection of non-linguistic (human) agents 
(e.g. Frith & Frith, 1999; Opfer, 2002). As shown in a paper-pencil test by 
Opfer (2002), biological motion is composed of goal-directedness and 
autonomy of the movement. His results further suggest that biological 
motion per se is not sufficient in order to unambiguously identify a human 
agent as adults judge goal-directedness or autonomy with biological rather 
than psychological attributes. Accordingly, the capability of experiencing a 
mental state, (i.e. being sentient) is another independent feature for the 
detection of a human agent (Opfer, 2002). Similar independent actor 
entailments become evident from a linguistic viewpoint when considering 
sentences (25) through (28) (adapted from Dowty, 1991, p. 572f; Primus, 
2011, p. 94). 

(25) John refrains from smoking   ! volition 

(26) John knows/sees/fears Mary  ! sentience 

(27) Unemployment causes delinquency  ! potency 

(28) Water filled the boat  ! telicity 
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Sentences (25) through (28) provide evidence that volition, sentience, 
potency (i.e. to have the power to cause an event or change of state in 
another participant) as well as telicity (i.e. goal-directedness, as an 
important dimension of biological motion) can be expressed independently 
in English. In order to further investigate the actor-as-attractor hypothesis, it 
seems worthwhile to investigate how these fine-grained actor entailments 
affect neural correlates of actor-identification an endeavor which was 
pursued at the core of the first two publications described in chapters 2 and 
3. 

1.3.2 What determines an actor’s mass appeal 

Another important aspect, which determines a good actor – in linguistics as 
well as in Hollywood, is his mass appeal. Therefore, it is critical to 
investigate the impact of socio-cultural effects on actorhood. Although not 
addressing this issue directly, an ERP study by van Berkum and colleagues 
(2008) provides initial evidence for the interaction between the social status 
of a speaker and the content of his utterance. They found that a 
discrepancy between a speaker’s status with respect to his / her gender 
(30)(a), social status (30)(b) or age (30)(c) and the content of his / her 
utterance yields an increased N400 with the classical centro-parietal 
distribution between 200 and 700 milliseconds in comparison to the 
congruent baseline conditions outlined in sentences (29)(a) through (c). 
The latency peak around 400 milliseconds suggested that integration of 
domain general aspects are integrated during language processing early 
on. These findings are particularly interesting because N400 modulations 
are robustly associated with actor identification processes some of which 
have been reported in previous sections (e.g. Bornkessel & Schlesewsky, 
2006; Bornkessel-Schlesewsky & Schlesewsky, 2009b; Frenzel et al., 
2011; Frisch & Schlesewsky, 2001; Schlesewsky & Bornkessel, 2004). 

The same stimulus material was used by Tesink et al. (2009) in order to 
investigate neurophysiological correlates of speaker-content-incongruen-
ces. Their results show increased activation for incongruent sentences (30) 
in comparison to congruent sentences (29) in the left inferior frontal gyrus 
(IFG), the right cerebellum, the left middle temporal gyrus (MTG), the 
bilateral superior temporal sulcus (STS), the left middle frontal gyrus 
(MFG), as well as the left frontal operculum. Activation in the left MTG was 
claimed to index the storage of semantic information, which correlates with 
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increased unification load (indexed by activation of the IFG). This in turn 
functions as a top-down control within the unification network (Hagoort, 
Hald, Bastiaansen, & Petersson, 2004). Thereafter, top-down feedback 
from IFG to MTG would determine, which information was stored in order to 
make sure the relevant information is activated for unification to take place 
(Tesink et al., 2009). The incongruence between the speaker and the 
semantic content of the utterance was proposed to impede associations 
between the speaker’s voice and the retrieval of word-level semantics, 
which was associated with increased activation of the MTG where 
(semantic) representations are suggested to be stored (Tesink et al., 2011). 

(29) Congruent: 

(a) female: If only I looked like Britney Spears in her talent video. 

(b) lower-(social)class: I have a large tattoo on my back. 

(c) adult: Every evening I drink some wine before I go to sleep. 

(30) Incongruent: 

(a) male: If only I looked like Britney Spears in her talent video. 

(b) upper-(social)class: I have a large tattoo on my back. 

(c) young child: Every evening I drink some wine before I go to sleep. 

A recent ERP study by Bornkessel-Schlesewsky, Krauspenhaar, and 
Schlesewsky (2013) supports the impact of a speaker’s social status on 
early mental processes involved in language comprehension. In their 
experiment, they contrasted true and false political and general utterances 
by three speakers with different social statuses (Peer Steinbrück, at the 
time of data collection, Federal Minister of Finance, Ulrich Wickert, well-
known news anchorman, as well as a university professor, who was not 
known to the participants). Only false political utterances by the politician 
elicited an increased negativity between 150-450ms (N400 modulation) 
post stimulus onset while false general utterances elicited an increased 
N400 by all speakers. Assuming that N400 effects are robust correlates of 
actor-identification cross-linguistically, the results show decisively that not 
just the degree of familiarity but the precise social status (linked with the 
actual potency to act out the utterance) influenced rapid and early language 
processing mechanisms. Thus, the present dissertation provides evidence 
how common mechanisms of social interaction, which are considered key-
drivers for intergroup dynamics, affect online language comprehension. For 
this purpose, the last publication investigated the impact of the social 
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speaker-hearer-relation on actor identification processes during online 
language comprehension. 

1.4 Trailer of the following 
publications 

The following publications systematically manipulate general cognitive 
notions of linguistic actorhood in order to provide neurophysiological 
evidence in support of a cognitive and neutral attractor category for the 
actor role as initially proposed by Bornkessel-Schlesewsky and 
Schlesewsky (2013b). In a first step, actorhood was thus decomposed into 
more fine-grained semantic features in order to examine how they 
contribute to the notion of actorhood with the help of structural equation 
modeling. Subsequently, it was investigated how the resulting actor 
potential affected online language comprehension (chapter 2). Event-
related potentials (ERPs) were chosen as an experimental method due to 
their high temporal resolution and, in order to ensure comparability, 
previous cross-linguistic investigations of actor-identification as outlined in 
chapter 1.1. 

The second study investigated whether underlying neural networks related 
to volition (willed in contrast to accidental actions) and sentience (actions 
versus sentient states) directly influenced actor identification during visual 
sentence comprehension (chapter 3). The third study is concerned with 
socio-cultural effects on language processing as a first attempt to 
systematically investigate the impact of the social speaker-hearer-relation 
on online actor identification processes during auditory language 
comprehension (chapter 4). This last experiment includes a parametric 
modulation of actorhood in order to investigate the neural network sensitive 
to successively increasing actor-prototypicality. For experiments two and 
three, functional magnetic resonance imaging (fMRI) was used in order to 
compare our findings with the very rich literature on neural substrates of 
volition, sentience and social cognition, on the one hand as well as provide 
additional information for the neurobiological grounding of the eADM on the 
other. 



 

 

2 What it takes to be a good 
actor 

Prominence is a common denominator in order to determine the goodness 
of an actor in Hollywood and linguistics respectively. As already outlined 
above, the eADM postulates that prominence features determine both actor 
identification and actor prototypicality in a linguistic context. However, to 
date, most of the research beyond linguistic factors (e.g. word order of 
morphological case marking) has been limited to animacy and definiteness/ 
specificity (cf. section 1.1). In the following experiment, we decomposed the 
notion of actorhood into more fine-grained dimensions in order to 
investigate the interplay between bottom-up lexical pre-activation and top-
down integration of prominence information in the current sentence context. 
The idea that even fine-grained semantic features affect linguistic actor 
identification in a bottom-up manner provides further support for the 
attractor-principle of actorhood. 
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2.1 Publication 

Peer-Reviewed  
Article: Frenzel, S., Schlesewsky, M., & Bornkessel-

Schlesewsky, I. (2015). Two routes to actorhood: 
Lexicalized potency to act and identification of the actor 
role. Frontiers in Psychology, 6. 

 
Conference: Poster presented at 23rd Annual CUNY Conference on 

Sentence Processing 2010, New York, NY, USA; Invited 
speaker at Donder’s Discussions 2011, Nijmegen, 
Netherlands 

 
My Contribution: For this paper I developed the stimulus material as well 

as the derivation of the structural equation model. I 
programmed and analyzed the online questionnaire and 
the follow-up ERP study, using structural equation 
modeling as well as mixed effects models. I prepared 
the manuscript for publication (introduction and 
discussion partially and methods and results 
completely). 
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3 About volitional actors and 
sentient experiencers 

Volition and sentience are two fundamental human capabilities, which are 
essential for social cognition by enabling us to interpret the behavior and 
intentions of others. For the present publication, we used specific linguistic 
constructions in order to shed light on mental processes involved in the 
detection of volitional action and the experience of sentience. Specifically, 
we contrasted German sentences either describing an intentional event (Ich 
zerbrach die Vase. ‘I broke the vase.’), an unintentional event (Mir zerbrach 
die Vase. ‘~The vase broke on me.’) or a sentient state (Mir gefiel die Vase. 
‘~I found the vase pleasing.’). We also manipulated the sentence initial 
pronoun by either referring to the self (1st person pronouns, I and me) or a 
third person (3rd person pronoun, he and him) in order to account for self-
other distinctions related to our capability of experiencing our own mental 
states, but also those of others (ToM), as well as our ability to differentiate 
between ourselves or others as deliberately acting agents. To this end, the 
present experimental paradigm allowed us to examine the interplay 
between domain-general mechanisms related to action detection and 
experiencing mental states from a self versus other person perspective 
during online language comprehension in German. We found an overlap 
between neural correlates for the processing of volition and sentience from 
non-linguistic paradigms, which we counted as initial evidence that 
linguistic actor identification processes could be envisaged as following 
processes involved in information processing in general. This again 
provides initial neurophysiologic evidence towards an attractor-state of the 
linguistic actor role. 
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3.1 Publication 

Peer-reviewed  
article: Frenzel, S., Nagels, A., Primus, B., Schlesewsky, M. & 

Bornkessel-Schlesewsky, I. (in preparation). Neural 
substrates of sentience and volition during online 
language comprehension. 

 
Conference: Poster presented at the 10th Symposium of 

Psycholinguistics at the Basque Center for Brain and 
Language (BCBL), 2011, San Sebastian, Spain. 

 
My contribution: For this publication I developed the stimulus material 

and programmed the fMRI experiment with the help of 
Ina Bornkessel-Schlesewsky. I conducted the fMRI 
experiment with the help of the imaging team at the Max 
Planck Institute for Human Cognitive and Brain 
Sciences, Leipzig, Germany. I performed the data 
analysis of behavioral and imaging data by myself 
receiving advice from Arne Nagels. I wrote the entire 
manuscript and function as the corresponding author in 
the review process. 
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4 The perception of actors 
with mass appeal 

The way actors are perceived in society depends not only on their behavior 
but also on the social norms their fan community finds appealing. After 
having focused on actor inherent traits thus far, the last experiment 
investigates socio-cultural effects on actorhood. As outlined in 1.1.1, a self-
concept is only possible in comparison with others, and hence affected by 
inter-group relations. For instance, it has been shown that people rather 
relate to socially relevant groups, which are considered self-enhancing, 
than to socially disregarded groups (e.g. Tajfel, 1982). Accordingly, it 
seems worthwhile to investigate whether inter-group relations affect 
linguistic actor identification processes. For this purpose, we manipulated 
the degree of self-relatedness via a minimal group paradigm and linguistic 
actorhood via animacy and specificity in order to capture the neural network 
underlying their interplay. We further modeled linguistic actorhood 
parametrically in order to account for the discrete ranking of the underlying 
prominence scales. Neural activation in response to the parametric 
modulations would provide initial evidence that the social speaker-hearer 
relationship directly affects the ease at which we identify the actor, and 
hence, attribute causality during auditory language comprehension. 
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4.1 Publication 

Peer-reviewed  
article: Frenzel, S., Nagels, A., Dröge, A., Schlesewsk, M., 

Kircher, T., Wiese, R., & Bornkessel-Schlesewsky, I. (in 
preparation). The right angular gyrus as an interface 
between social categorization and actor identification 
during online language comprehension. 

 
My contribution:  I developed the stimulus material and programmed the 

fMRI study as well as the pretests with the help of 
Alexander Dröge. I conducted the fMRI experiment with 
support by Alexander Dröge and the core unit Brain-
Imaging of the Department of Psychiatry and 
Psychotherapy at the University of Marburg, Germany. I 
analyzed the pretests and main fMRI experiment 
including the parametric modulation by myself receiving 
feedback from Arne Nagels. I wrote the first manuscript 
submitted for publication on my own and function as the 
corresponding author in the review process. 
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5 Conclusion and outlook 

All in all, the results presented in the publications described in this 
dissertation provide initial evidence for a variety of different neural 
underpinnings of linguistic actorhood, all of which are related to general 
cognitive mechanisms rather than purely linguistic operations. The first 
publication provided electrophysiological evidence that fine-grained 
semantic features, which determine an argument’s actorhood potential, 
affect linguistic actor identification in a bottom-up manner. The second 
publication showed how neural correlates of basic psychological operations 
related to the detection of volitional action and the experience of sentience 
are recruited during online language comprehension. With the third 
publication, we demonstrated how even the social speaker-hearer relation 
affects online language comprehension. Taken together, we found a range 
of different indicators, electrophysiological and neurophysiological in 
nature, which provide a ground for the assumption that language 
processing is nothing special to the brain. 

The first publication showed that lexical access during actor-event (AE) 
schemata activation is affected by bottom-up information about an event 
participant’s actorhood potential as reflected in an N400 manipulation for 
both subject and object initial sentences. Furthermore, the stronger effect 
for object initial sentences nicely converges with cross-linguistic findings of 
increased competition between two event participants at the position of a 
second event participant (e.g. Bornkessel & Schlesewsky, 2006; 
Bornkessel-Schlesewsky & Schlesewsky, 2009b; Frenzel et al., 2011; 
Frisch & Schlesewsky, 2001; Schlesewsky & Bornkessel, 2004). 

With the second experiment we could provide initial evidence that neural 
correlates associated with the detection of volitional action (posterior 
cingulate cortex) and the experience of sentience (right prefrontal cortex 
and bilateral caudate nuclei) are recruited during the comprehension of 
simple transitive sentences in German. This suggests that identifying the 
actor in a sentence recruits dissociable neural networks, depending on the 
relevant proto-actor entailments (volition versus sentience). Thus, the 
processing system recruits matching domain-general mechanism rather 
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than linguistic-mechanisms, for instance, related to purely syntactic 
functions. Furthermore, we could show that the comprehension of pronouns 
either referring to the self (I / me) in contrast to those referring to others (he 
/ him) activated prominent areas within the so-called cortical midline 
structures (CMS), which are related to self-referential processes, such as 
the evaluation of the self-relatedness of a stimulus. All in all, the results of 
this second experiment provide further support that language processing 
seems to follow more general psychological mechanisms and, therewith, 
provide additional neurophysiologic ground for the modulation of actorhood 
along the lines of attractor networks. 

The third experiment goes beyond argument inherent features by 
manipulating the social speaker-hearer-relation. This study provides 
compelling evidence that intergroup relations have a direct impact on 
causal attributions during online language comprehension as implicated in 
activation of the right angular gyrus (AG). This region is considered to be a 
cross-modal integration hub (Seghier, 2013), which is robustly associated 
with self-other distinctions (Blackwood, Bentall, Simmons, Murray, & 
Howard, 2003; Seidel et al., 2010; Sperduti, Delaveau, Fossati, & Nadel, 
2011). Accordingly, activation of the right AG nicely converges with the idea 
that actor computation is accomplished along a postero-dorsal processing 
stream, and recruits neural activation associated with domain general 
processes. Furthermore, a parametric modulation of actor-prototypicality 
activated regions, which are related to self-referencing (CMS), memory 
retrieval (DLPFC) and mirroring action (PCG and IPL). The recruitment of 
neural networks robustly associated with general cognitive tasks provides 
additional support for the actor role as a cognitive and neutral attractor 
category. The recruitment of a fronto-parietal network can further be 
regarded as a first fragile indicator for the interplay between antero-ventral 
and postero-dorsal processing streams, which must be investigated more 
thoroughly in future research. 

So far, Alday et al. (2014) compellingly showed how a language-specific 
weighting of the prominence features case, person, number, definiteness 
and position could reliably predict N400 modulations during online 
language comprehension in German, in accordance with the underlying 
mechanisms proposed within the eADM framework. If the actor-role really 
is a cognitive and neutral attractor category, the implementation of the 
actorhood features examined in the present dissertation could provide a 
more nuanced picture of the interplay between top-down and bottom-up 
information involved in actor computation during language processing. 
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Furthermore, a systematic investigation of the herein mentioned actorhood 
notions should systematically be investigated in other languages in order to 
attest for the cross-linguistic stability of its effects. After all, if the actor role 
really is a cognitive and neutral attractor category, fine-grained aspects 
such as actorhood potential (but also inter-cultural relations) should recruit 
similar neural resources irrespective of the language under investigation. 
Despite these shortcomings, which are object to future investigations, the 
results of the present dissertation show that actor identification during 
online language processing recruits more basic psychological operations. 
Thus, suggesting that language processing is nothing special to the brain. 
Rather, the underlying mechanisms are proposed to follow more basic ones 
involved in information processing in general. Consequently, the herein 
presented results provide initial neurophysiologic evidence how the core of 
human language comprehension, namely, the question of who is doing 
what to whom might be accomplished by the brain. 
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Zusammenfassung 

Die vorliegende Dissertation untersucht neuronale Korrelate der 
Identifizierung eines sprachlichen Handlungsverursachers bzw. 
Hauptverantwortlichen (im Folgenden auch als Actor bezeichnet). Unter 
Actor im linguistischen Sinne versteht man dabei den Teilnehmer, der als 
der wahrscheinlichste Verursacher eines sprachlich ausgedrückten 
Ereignisses angesehen wird. Handlungsverursacher werden während der 
Sprachverarbeitung besonders gut erkannt, wenn sie bestimmte 
Prominenzmerkmale besitzen, anhand derer sie sich von einem möglichen 
zweiten Handlungsteilnehmer unterscheiden lassen. Typische, linguistische 
Prominenzmerkmale sind beispielsweise Kasusmarkierung und 
Wortstellung, sowie eher allgemein-kognitive Merkmale wie Belebtheit, 
Definitheit / Spezifität und Selbst-Referenz. Eine Reihe von 
sprachübergreifenden Experimentalstudien konnte zeigen, dass eine 
Abweichung von einem möglichst prototypischen Actor zu Problemen bei 
der Sprachverarbeitung führt, wenn dieser zum Beispiel nicht durch 
Nominativ gekennzeichnet ist oder einen unbelebten Gegenstand 
beschreibt. Effekte, die mit der sprachlichen Verarbeitung eines Actors in 
Verbindung gebracht werden, sind sprachübergreifend zu finden und 
demnach sehr stabil. Der starke Einfluss allgemein-kognitiver 
Prominenzmerkmale lässt vermuten, dass Sprache keinen Sonderstatus in 
unserem Gehirn innehat. Vielmehr ist davon auszugehen, dass zur 
Sprachverarbeitung allgemeine neuronale Prozesse herangezogen werden 
wie etwa Aufmerksamkeit, Gedächtnis oder Entscheidungsfindung. Diese 
Hypothese, ist wiederum eine wichtige Voraussetzung für die Annahme, 
dass man die Rolle des Actors während der Sprachverarbeitung mithilfe 
von Attraktor-Netzwerken modellieren kann. Als Voraussetzung hierfür ist 
es jedoch wichtig herauszufinden, welche konkreten neuronalen Prozesse 
bei der Identifikation eines Actors herangezogen werden. Die vorliegende 
Dissertation hat sich dies zur Aufgabe gemacht und befasst sich 
dementsprechend mit allgemein-kognitiven Prozessen, die bei der 
Erkennung des Actors berücksichtig werden und damit die Bedeutung 
eines Satzes maßgeblich bestimmen. 



Zusammenfassung 

 

CLXVI 

Die erste Publikation beschreibt wie semantische Informationen auf der 
Wortebene (erhoben mithilfe eines online Fragebogens und ausgewertet 
mit einem Strukturgleichungsmodel) das Potential eines 
Handlungsteilnehmers als Actor bestimmen. Dieses errechnete Potential 
wurde in der Analyse eines zweiten elektrophysiologischen Experiments 
genutzt, um dessen Einfluss auf die Actor-Erkennung während der 
Sprachverarbeitung zu überprüfen. Die Ergebnisse zeigen, dass das Actor-
Potential ein wichtiger Prädiktor (bottom-up) für die Actor-Identifizierung 
darstellt. Im zweiten Manuskript wird beschrieben wie sich zwei typisch 
menschliche Eigenschaften nämlich die des freien Willens und des 
Empfindungsvermögens auf die sprachliche Actor-Identifizierung neuronal 
auswirken. Die Ergebnisse des zugrundeliegenden visuellen Experiments 
basierend auf funktioneller Magnet-Resonanz-Tomographie (fMRT) zeigen, 
dass beim direkten Vergleich von Sätzen, die eine willentliche oder eine 
versehentliche Handlung beschreiben, neuronale Korrelate evoziert 
werden, die als Substrat zukünftiger, willentlicher Entscheidungen sowie 
der willentlichen Inhibition einer Handlung gelten. Beim Vergleich von 
Handlungen mit Empfindungen zeigten sich neuronale Korrelate, die mit 
der Evaluation selbst-referenzieller und emotionaler Stimuli in Verbindung 
gebracht werden. Das dritte Manuskript beschreibt den Einfluss sozio-
kultureller Effekte (z.B. Diskriminierung oder Bevorzugung durch die 
Zugehörigkeit zu einer sozialen Gruppe) auf die Sprachverarbeitung bzw. 
die Bestimmung eines sprachlichen Handlungsverursachers. Dieses 
auditive fMRT-Experiment zeigt, dass bei der Erkennung eines Actors, 
neuronale Netzwerke aktiviert werden, die typischerweise mit neuronalen 
Prozessen zur Selbst-Referenz in Zusammenhang gebracht werden. 
Darüber hinaus, wurden Netwerke aktiviert, die mit der Fähigkeit, sich in die 
Gefühlswelt einer anderen Person hineinzuversetzen (in der Fachsprache 
aus als Theory of Mind bezeichnet) assoziiert sind. Alles in Allem zeigen 
die vorliegenden Ergebnisse aller dieser Dissertation zugrundeliegenden 
Studien, dass eine strikte, modulare Auffassung neuronaler 
Sprachverarbeitung (d.h. neuronale Module, die  ausschließlich für die 
Sprachverarbeitung zuständig sind), die vorliegenden Ergebnisse nicht 
erklären kann. Die Ergebnisse zeigen vielmehr, dass Sprache kein 
Sonderfall für unser Gehirn ist, sonder deren Verarbeitung 
allgemeinkognitiven Verarbeitungsmechanismen zu folgen scheint. 
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anderen in- oder ausländischen Hochschule anlässlich eines 
Promotionsgesuches oder zu anderen Prüfungszwecken eingereicht habe. 
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