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9 The neurocognition of syntactic
processing

Peter Hagoort, Colin M. Brown, and Lee Osterhout

91 Introduction

Syntax matiers. This is illustrated by the fact that we can parse sentences without
understanding their meaning, as in f knuster with my knesidon and strinpel like a eviks
(after Cees Buddingh, Her mes op de gorgel, 1960). Although we don’t know what
knuster and knesidon mean, we can stilt determine that the former must be a verb and
the latter a noun. Sentences made up (in part) of word-like clements with a legal
orthographic form but berefi of meaning are often easy to structure in terms of
grammatical categories such as subject, direct object, ete. It thus should come as no
surprise that syntactic cues are seen as an integral part of language processing. That is,
it is 2 nearly universally accepied notion in current models of the produciion and
interpretation of multiword uiterances that constraints on how words can be strug-
turally combined in sentences ar¢ immediately taken into consideration during
speaking and listening/reading. These constraints operate next to qualitatively distinet
constraints on the combination of word meanings, on the grouping of words into
phonological phrases, and on their referential binding into a mental mode). Together,
these constraints solve the ‘binding problem’ for langnage. or in other words how
speakers and writers, listeners and readers bind single-word information into mulii-
word ullerances and complex messages.

Despite considerable agreement on the types of constraints that are effeciive dvring
the formulation and the interpretation of sentences, exacily how these constraints are
implemented in the overall design of the sentence processing machinery is still an issue
of iniense debate in psycholinguistics. Central in this debate is to what extent the
operation of syatactic cues can be sealed off from the influence of other types of
constraints during the on-line interpretation or formulation process. This focus on the
contribution of syntactic cues is presumably a consequence of the ‘syntactocentrism' of
the Chomskian tradition within linguistics (Jackendoff 1997). As a result, in research
on sentence-flevel processing ithe role of syntactic constraints hus been ut cenire stuge
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over at least the last two decades. This holds alike for neurolingunistic patieat studies,
recent brain-imaging studies, and psycholinguistic studies of sentence processing.
Since this chapter discusses language processing beyend the single-word level, its focus
is therefore on syntax.

A complete theory of the neuracognition of syntux has to specify how grummaticul
encoding {speaking) and parsing (comprehension) are organized and embedded in the
overall process of speaking and Hstening/reading. However, this is not enough. In
addition we need to specify which neural mechanisms enable and instantiate the
combinaterial apparatus that is so central to natural tanguage. Knowledge about the
neural basis of syntax witl furthermore help to sharpen our understinding of syntactic
processing. At the swine time, we need a sufficiently detailed analysis of syntactic
processing o target onr research on its neural underpinnings. Although it is early days
for a truly cogniiive neuroscience of syntax, it is possible to sketch some of its ingre-
dients and the eurrently most relevant results. This is the task we set oursclves in this
chapter.

First we will present the ingredients of a cognitive architecture of syntactic pro-
cessing, with special attention to issues that are of relevance for studies on the neural
architecture of syntax. Then we will discuss recent electrophysiological insights into
syntactic processing, followed by a review of the relevani Jesion literature and of recent
brain-imaging (haemodynamic} studies with a focus on sentence processing. In the
final section of this chapter we evalnate the current state of knowledge on the nevro-
cognition of syntax and conclude with a few suggestions for future research. Since most
sentence processing research investigates comprehension (reading/listening), and not
production (speaking), we will mainly focus our discussion on comprehension.

9.2 Issues in syntactic processing

Each word form ({fzxeme) in the mental lexicon is associated with syntuctic word
information (Levelt 1989, and this volume, Chapler 4; Roelofs 1992, 1993). This latter
type of information is referved to as fenmig information. Lemmas specify the syntactic
properties of words, such as their word class (Noun, Verb, Adverb, Adjective, Pre-
position, etc.). For nouns in gender-marked languages their grammatical gender is
specified as well (e.g. horse in French has masculine gender, in Dutch it has neuler
gender). Verb lemmas contain infocmation on syntactic frames (the srgement stric-
tures), and on the themutic rofes of the syntactic arganments (the themalic structure).
For instance the lemma for the verb donare specifies that it requires a subject-NP, and a
direct object-NP, with the optional addition of an indircct object-PP (eg. John
{subject-NP} donates u book (direct object-NP) to the Iibrury {optional indirect object-
PP}}. In addition, the muapping of this syntaclic frame onto the thematic roles is spe-
cified. For donute the subjeci is the wctor, the direct ohject the thenre, and ihe indirect
object the goa! or benefactive of the action expressed by the predicate {for more details
see Chapter 3 and the chapters in Section 2 of this volume}.

In speaking, lemmus wre activated on the basis of the preverbal message that the
speuker intends to express. Here lemmas are the inlermediary between the preverhal
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messige and the articulation of an utterance. In listening and reading, the disection of
processing is the reverse. Now lemima activation occurs on the basis of word form
information. Despite this difference in the sources of lemma activation between
production and comprehension, in both cases lemmas are cruciak as trigpers for further
structure-building operations. These structure-building operations cluster words in
synuctic phrases and assign these phrases their grammafical roles, An exumple of this
clustering is given with a labelled bracketing notation in (1):

(D) [s [ve The litile old lady] [vp bit [yp the gigantic pitbuil terrier]]]

Tt is generally assumed that both in production and comprehension structure building
iy donie tncrementaily and with no or very short delays relative to lemma activaiion. in
speaking, the syntactic fragments that come with the lemmas are assembled into larger
structures, a process labelled unification {Kempen 1997; Levelt, this voiume). Through
the incremental unification process the syntactic structure of the complete utterance is
determined. In this way the speaker generates an abstract surface structure (gram-
miatical encoding) that guides the retrieval of the sound patierns (morpho-phono-
logical encoding) necessary for determining the articulatory gestures resuliing in overt
speech. A similar incrementatity is characteristic for comprehension. Once 2 lemma is
retrieved on the basis of the spoken or written input, the refevant lemma information is
immediately inserted into the consiituent siruciure built for the preceding lemimas.
This on-line ussignment of stracture to an incoming stritig of written or spoken words
is referred to as parsing. A crucial aspect of comprehension is that the senitence
structure is oflen locally underdetermined (syntaciic ambiguity). Since at many points
in the input more than one steuctural assignment is possible, the incrementat nature of
struciure buitding cun result in a garden path, asis clear in the famous sexample of Bever
{1970):

{2) The horse raced past the bam fell.

Sentence processing theories differ with respect to how mirch of the overall sentence
structare is assumed to be present as precompiled syntactic fragments in memory (..
the lexicon}. In some proposals (e.z. Kempen 1997; MacDonald i «f. 1994} substantial
pieces of syntactic structure are lexically specified. The overall sentence structure can
then be seen to result from finking the syntacte fragments that are activated on the
basis of lemmu input. Other proposals (e.g. Frazier 1987; Frazier and Clifton 1996
Pritchett 1992) ussume that lemmas trigger structure-building operations in some forim
of procedural memory, and that these operutions assemble phrase structures on the fly.

Despite these differences, there is again akmost universal agreement that vsually the
whole senlence siruclure cannot be retrieved from memory, but has to be built out of
smaller fragments. This then requires that lemmuas and syntactic fragments or partizl
products of structure buikiing are kept active unuil all the relevant syntaciic slots are
filled. Computational resources are needed to run this process to its compietion. That
is, the lemyma information and syntactic fragments or intermediute structure-building
produits have 1o be instantiated and integrated in working memory. Both storaye and
processing in working memory tax the available umoum of compututional resourges



26 The neurocagriton of syntachic processing

(Caplan and Waters, 1999; Gibson 1998; Just and Carpenter 1992). Differences in the
amount of computational resources needed for structure building might explain why
some sentences are harder to understand or need more processing fime than others.
Forinstance, across comprehension studies using a variety of dependent meusures (e.g.
reading times, lexical decision latencies, response accuracy 10 probe questions) i is
consistently found that object-extructed relative clauses {3a) are more complex than
subject-extracted relutive clauses (3b} (e.g. Gibson 1998; King and Just 199; Waters
et al, 1987). '

(3} a. The reporter who the senator attacked admitted the ecror.
b. The reporter who attacked the senator admitied the error.

Similarly, sentences with centre-embedded structures (4a) are notoriously harder 10
process than sentences with right-branching structures (4b).

(4) a. The juice that the child spitled stained the rug.
b. The child spilled the juice thai stained the rug.

Despite dilferent proposals about the relation between structural complexity and
compuiational resources {see Gibson 1998, for an overview), a tight relationship seems
1o exist between structure-building operations and the resources that are necessary to
support them. However, often the notion of computational resources tucks sufficient
precision to determine in more detail how limitations in these resources affect grum-
matical encoding and parsing.

Apurt from the overull agreement on ihe major components of grammaiical
encoding und parsing, there are also unresolved issues that have to be kept in mind
when studying the neural architecture of syntactic processing. We will discuss the most
refevant ones. Given the current bias of the field, all points relate to parsing, and only
two (see 9.2.1 and 9.2.3) also relate to grammatical encoding.

9.2.1 Asingle versus adual processor for grammaticat encoding and parsing
Although the syntactic constraints are not different in speaking and listening/reading,
nevertheless primu fucie granmmatical encoding is quite different from parsing. For one,
word order is given in parsing, but has to be compuied in granmmatical encoding.
Furthermore, structeral indeterminacy has to be faced continuwously in parsing,
whereas in the formulation process structure is incrementally determined by the pre-
verbal message, the lemma input, @nd the syatactic constraints.

Despite the seemingly relevant differences between parsing and grammaticat
encoding, there are arguments in favour of a single processor account, and archi-
tectures have been proposed that handie both grammatical enveding und parsing it a
unified manner (Kempen 1999; Vosse and Kempen 1999). One drgument is pursimony;
it is more parsimonious to asswme that the lexical building blocks for syniactic pro-
cessing such as lemmas and, it present, syntactic frugments are not doubly, but singly
represented. Moreover, intuitively there seems to bea fuirly strong correlation beiween
sentence structures that speakers find hard 10 produce and sentence structures that
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listeners find difficult to understand. The reason why more complex structures are
often less frequent than more simple constructions might be exactly because they seem
1o cawse the same problem for the formulator as for the parser. Finally, with a few
exceptions, the overwhelming majority of agrammatic aphasics show strong correl
itions between impainments in grammatical encoding and parsing.

However, the presence of those exceptional cases of patients with a syntactic pro-
duction deficit withont a concomitant comprehension impairment (Kolk ¢f «f. 1985;
Miceli of al. 1983; Nespoulous #f of. 1992) can be taken as an argument against a
single processor accouni. Rare as these cases muight be, the fact that impeirments
in grammalical encoding can be dissociuted from impairments in parsing, suggests
ihat there is no necessary connection between syntactic processing in production and
comprehension.

In shert, whether the processing machinery for grammatical encoding and parsing is
the sume or different, is still an open issue. Although this issue is obviously relevant for
research on the neural architecture of syntactic processing, it has hardly been explicitly
addressed.

$.2.2 A modality-specific parser versus a modality-independent parser

One of the clear differences between reading and listening to speech is the prosodic
information that is encoded in the speech signal but not in writing. The phonologicai
and intonational phrasings of an utierance contribute to the assignment of a syntactic
structure to a sentence. Given the contribution of speech-specific information to
parsing, we cannoi exclude the possibility that the parsing operations in listening are
qualitatively different from the ones in reading. This would imply modality-specific
pursers for reading and listening. Alternaiively, the parsing operations could be
modality-independent, with an extra source of information that the generui purser
works with it the case of speech. This latter view is explicitly or implicitly assumed in
most models of language comprehension (see Cuiler and Clifion, Chapter 5 this
volume, for more detail). :

9.2.3 General versus dedicated working-memory supporttor
structure buliding

As we discussed above, syntaciic operations require working-memory resources.
There is an ongoing debate in the literature with respect to the specificity of these
resources. Just and Carpenter and their colleagues (e.g. Just and Carpenter 1992; Just
of of. 199%6a) have advocated the view that ail aspects of langnage processing are
supported by & comman general verbal working memory. Caplan and Widers {e.g.
Caplan and Waters 1996, in pross; Waters and Caplan 1996) claim that parsing is
subserved by a dedicited working-memory system. A major reuson for postulating i
separate parsing buffer comes from neuropsychological data. Pavients have been
described who show a co-oceurrence of & severe reduclion in their woiking-memory
capucity and a preservation of the capacity to formulate and/or understand syntac-
tically complex sentences (e.g. Buiferworth ¢z ol 1986; Caplun and Waters 1990,
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in press; Martin 1993; Waters of al. 1991). To date the issue of a general versus a
dedicated resource system {or parsing has not yet been settled.

9.2.4 Structural precedence varsus all cues are equal ]

One of the central issues in research on sentence-level comprehension is what sources
of information contribute to the structure that is initially assigned to an incoming
string of words. As was discussed above, at many poiuts in a sentence its structure is
underdetermined. That is, more than one structure can be assigned on the basis of
particular lemma information, as is clear in the following example:

{5) The teacher sees the boy and the girl. ..

After reading (or hearing) givi the sentence can continue in two structurally different
ways, affecting the structural role that has to be assigned 1o the noun gir/, as is
exemplified in {62} and (6b):

(6) 4. [s The teacher [vp sees fnp the boy and the givl} during their holiday]]
b. [s The teacher [y sees the boy]] and [5 the girl {ve sees the teacher]}

In (6u) the string the bop and the girtforms the object-NP of the sentence. In {6b) the girt
is not part of the object-NP, but it is the subject of the second clause. Whick structure
has to be assigned becomes clear only after the noun girl. However, there is pretty solid
evidence that even in the absence of sufficient information for determining ihe struc-
ture, there will be 4 preference when encountering the noun gir! to assign it one
structural role rather than the other. In this particulur case the struciure of (6a) is
preferred over the one in (6bj, presumably on the basis of differences in syntactic
complexity {Frazier 1987; Frazier and Rayner 1982) or differences in frequency of
occurrence of the alternative structures (Miichell 1994; Mitchell er of. 1995).

The bias for one structure over the other can be modulated or overwritten by the
preceding discourse or by lexical information in the sentence context, as is clear in (7):

{7 The teacher buys the ticket and the gird. ..

T this sentence the context mduces a strong expectancy for a structure where gird starts
a second ¢lause, This is due to the semaniics of the verb Ay which goes together easily
with an inanimate object but not so easily with an animate object. However, some
sentence-processing models claim that independent of this type of contextual infor-
mation, in first instance & structure is assigned exclusively on the basis of structural
principles, which is then passed on to the semantic interpreter for evalnation (cf.
Frazier 1987). The semantic interpreter can reject this structure, reseiling in the sub-
sequent assignment of an alierpative sirnctural option. Other models, in confrust,
claim that there is no such priovity for purely structural information in computing a
syntactic structure, but that all relevant sources of information ire immedistely tuken
into consideration when assigning syntactic strizcture to an incoming string of words
(e.g. Garnsey ¢ e, 1997; Tanenhaus and Trueswell 1995). Over the last few yeurs there
has been increasing evidence in fuvour of this Letter class of so-called constraint-based
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pursing models, That is, pragmatic, semantic, and syatactic information all seem to
play au immediate role in determining the structure of an utterance, at least in cases of
syntactic ambignity.

9.2.5 Structural ouipui versus semantic output

So fur, we have tacitly assumed that both in language production and in language
comprehension there is a processing level that generates a syntactic output. In models
ol speakimyg, this assumption is widely accepted {cf. Bock 1990, 1995; Bock and Levelt
1994; Dell 1986; Garreti 1980). To produce grammatically well-formed utterances the
speaker has to order the lemmas and specify their grammatical functions in accordance
with the syntactic consiraints of the language. The absiract surface structure thus
generated is the frame for the insertion of morpho-phonological information (see
Levelt, Chapter 4 this volume). The situation is different in comprehension. In com-
prehiension the listener or reader wants to derive the message of the speaker or the text.
One can imagine that in this case all information is used and combined in & direci
mapping of word information onto an overalt interpretation, without an intermediate
level of syntactic structure. This is exactly what some constraini-based models of
sentence interpretation propose (cf. Bates aund Goodman, 1997, Bates ef al. 1982;
MeClelland ef ol 1989). In these models pragmatic, semantic, and symtactic cues all
immediately contribute to constrain the interpretaiion space of a given uiterance and
to settle it in a state of equilibrium that underlies the derived message. In the most
parsimonious version of such a modei all relevant cues are handled by a unified sen-
tence processor that takes the lexicu! information as input and derlves the inter-
pretation by the operation of frequency-based co-occurrence constraints of all the cues
that are available in the input {cf. Elman 1990). As of yet, no completely worked out
version of such & model that adequately deals with most of the fundamental obser-
vatiens in sentence processing is around. Nevertheless, on the basis of its general
architeciural principles the prediction for the neural architecture is that no syntactic
processor ¢can be isolated in the brain. We will have more to say about this issue in the
next section.

Note that it is not an inherent feature of constraint-based models that no syn-
tactic output is generated. Although constraint-based parsing models often make a
connection between the interactive conspirucy of all available cues and the absence
of separute semantic and syntactic components, this is by no means a logical or
necessary connection, Thus although ail constraint-based models agree that alt
relevant sources of information immediately and jointly contribnte 10 sentence
interpretation, in some of these models the joini coniribution of the relevant cues
resulis in a syntactic output {e.5. McRae o7 of, 1998; Tanenhaus of o, in press). In
short, whether or not sentence-level comprehension requires an intermediate level
of the computation of sentence form (syntax) is stil a matier of considerable
debate.

The issues discussed above have been the subject of experimental research and
computational modelling in the psycholinguistics of sentence processing. Until
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now, these issues have not been central to brain-imaging studies on sentence-level
processing. Only ERP sindics of recent years have started to investigute the central
claims of different parsing models. It is to the electrophysiological evidence on parsing
that we will first turn.

9.3 The microvolts of syntax: electrophysioclogical evidence

The discussion of ERP cffecis related to parsing can only be putin the righi perspective
against the background of another set of ERP effects that are sensitive to dilferent
aspects of sentence processing. Historicully speaking, the discovery by Kutas und
Hillyard (1980) of un ERP component that seemed especialiy sensitive to semaniic
manipulations marks the beginning of an increasing effort to find and exploit
language-relevant ERP components. Kutas and Hillyard observed a negative-going
potential with an onset at abeut 250 ms and a peak around 400 ms {hence the N400),
whose amplitude was incrensed when the semantics of the eliciting word (i.e. secks)
mismatched with the semantics of the sentence context, us in He spread bis warp: bread
with socks. Since 1980, much has been Tearned about the processing nature of the N400
(for extensive overviews, see Kotas and Vun Petten 1994; Osterhout and Holcomb
1995). 1t has been found that most word Lypes (e.g. nouns, verbs, eic.) in the language
elicit un N400 (ct. Kutas 1997). As such the N400 can be seen as a marker of lexical
processing. The amplitude of the N40Q is most sensitive to the semantic relutions
between individual words, or between words and their sentence and discourse contexe.
The better the semantic fit between a word and jts context, the more reduced the
amplitude of the N400. This is illustrated in Fig. 9.1, where waveforms are showu for
words that vary in a very subtle way in their degree of semantic fit with the coniext
{(Hagoort and Brown 1994), ERPs to sentences of the following types were compared
(the critical words are in italics):

(8) a. The girl put the sweet in her month after the lesson.
b. The girl put the sweet tn her pocker after the lesson.

Independent behavioural evidence indicates that it is easier to fit semantically mrourht
intg this sentence context thum pocker {Hapoort and Brown 1994). As can be seen in
Fig, 9.1, the N4 amplitude to mroath is snaller than the N40O amplitude to pocket.

Madulations of the N400 amplitude are quiie generally viewed as directly or
indirectly related to the processing costs of integrating the meaning of 2 word into the
overall meaning representation that is built wp on the basis of the preceding tan-
guage input {Brown and Hagoort 1993; Osierhout and Holcomb 1992). This holds
equaily when the preceding language input consists of a single word, & sentence, or
disconrse.

The N400 is usually kargest over posterior scalp sites with a slight right hemisphere
preponderance in resding but shows no laterality effects with spoken input. Intro-
cranial recordings have suggested an N400O generator in the anterior fusiform gyrus
(Nobre ez of. 1994, but see Kutas of af., Chapter £2 this velume),
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Fig. 91 Mpodulation of the N400-ampliude 23 a reeul of a manipulalion of Ihe semanlic fit between a kxical item
and its senience context. The grand-average wavelorm i shown forelectode site P2 [paristad midline), for the bes!
fitting word { High Cloze, solidine}, and 2 word ihat s less éxpected in the giveri sanience context {Low Cloze, dashed
Iz} The santences wete visually presamsd word by word, with an interval {S04) of 600 me. In the tigure the critical
words are preceded and failowed by one word. The orilicat word is presented st 600 ms onihetime sois. Negaivity 5
g on the y axis in this and all ather figures. (Adapled rom Hagoort and Srown (1284). Sopyright € 1984 Edbaum,
rapxirted by permission.)

Jackendoff ¢(1997; Chapter 3 this volume) has argued for a tripartite architecture
of the lapguage facully, in which conceptualfsemantic structures, phonological
structures, and syntactic stroctures ave crucial in langusge processing. In relution to
language, the M400 amplitude modutations have been reliubly linked to the pracessing
of conceprnal/semantic information. In recent years, much ERP research has been
devoted to establishing ERP effects that can be related 1o the other two qualitatively
distinct types of information that are involved in understanding language.

Relatively little is known about phonological ERP effects. Some studies (Praamstra
ef al. 1994; Rugg 19844.5; Rugy and Barrett 1987) have reported ERP effects 10
manipulations of phonological structure that are reminiscent of N40O0 effects in terms
of their polurity and latency. For instance, Praamsira ef of. (1994) reported a reduction
in 1he amplitnde of an N400-like component when a target word shows rhyme overlap
with a preceding prime, compared with the ERP waveform 1o a target word with no
phonological overlap with the preceding prime. The issue of whether the scalp
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topography of these effects is ideatical 1o the topography of the semantic N400 effects
is not yet compleiely settled. Other studies have reported phonotogicai ERP effects
that are both earlier (Hagoort and Brown, in press) and functioaally dissociable from
the classic N400 effects (Connolly and Phillips 1994},

In the remainder of this section we will focus on ERP correlates of syniactic pro-
cessing. Two issues will be central to our discussion of syntax-related ERP effects. The
first one is what these effects imply for the functional compaonents of syntuctic pro-
cessing. The second issue concerns the inferences that they allow with respect to the
neural architecture of the parser.

9.3.1 ERP evidence for functional componenis of syntaclic processing
A first distinciion should be made between lexical-syntactic effects and syotactic
effects beyond the lexical level. Lexical-syntactic effects concern the activation of
lemma informaiion that specifies the syntactic features of lexical items. This lemma
information is the crucial inpat for the computation of sentence siructure.

So far, ERP studies have mauinly tested the distinction between two broad cluasses of
words, namely closed-class {or function) words and open-class (or content) words. The
category of closed-cinss words contains, among others, articles, conjunctions, and
prepositions. The category of open-class words contains nouns, verbs, and adjeciives.
Broadly speaking, the distinction between open- and ¢losed-class words can be seen as
a basic reflection of the separation between semantics and syniax. The open-chiss
words are the muin bearers of meaning in the language, providing the building blocks
for the overall sense that is comained in a spoken or wrillen sentence. In contrast, the
closed-class words are relatively devoid of meaning. However, they serve an important
role in thut they provide cruciai information for the computation of the syntactic
relations that hold amoag the open-class words of a sentence.

A series of ERP siudies (Brown ef nl. 1999; King and Kutas 1998; Neville et . 1992;
Nobre and McCarthy 1994; Osterhouwt ¢f al. 1997 Pulvermiiller et ¢, 1995) investi-
gated the ERP profiles for open- and closed-class words. All stadies reported early
differences between these two word classes around 280ms after word onset. At this
latency closed-class words showed an increased negativity that was most prominent
over left anterior electrode sites (see Fig. 9.2).

In some studies, this N280 component was only seen to closed-class words (Neville
¢t ai. 1992; Nobre and McCarthy 1994). In ihese studies the open-class words elicited
an N400 with a posterior distribution, This qualitatively distinct ERP componentry to
closed- and open-class words was seen us evidence for separate brain systems sub-
serving the processing of these two word classes. Other studies, however, fuiled 1o find
this qualitutive distinction, and observed the same componentry 1o open- and closed-
class words, with, however, a longer nency lor the open-class words {see Fig. 9.2;
Brown ¢t af. 1999; King and Kutas 1998; Osterhout ¢f of. 19974).

Usually word length and word frequency are confounded with the word class dis-
tinction, with closed-class words being shorter and more frequent than open-class
words. Some studies have found that these variables aceount for most of the variance
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Fig.9.2 The averaged ERP wavelorms for open- and closed-class words at electrode site £7 {over the left fronlal
curlex). The ERP data were collected while subjgcls read a simple, [airytais-like story, presented word by waord with
an interval (SOA) of 800 ms. The open-class wavetorms {solid line) were averaged over nouns (202), adiectives
{86), and verbs [151). The closed-class wavelrms (clashed ling) were averaged dver anicles {212). prepositions
{115), 2nd conjuncts [71), Although the wavelorms already diverge at around 200 ma (the P200), this dilerence is
elther saen as rasulling fiom the upcoming negaivily of Ihe ciosed-class items, or from prelexical processing The
closed-class words show & negative peak (N280) that Is earer thanthe negative peak by Ihe open-class words. in
addilior, Wb closed-clase tems show an Increased negative shift inthe later partol Lhe waveform, betwesn 400 and
800 ms. {Adapted from Brown, Hagoort, and ter Keurs 1986}

between the ERPs to open- and closed-class words (King and Kutas §998; Osterhout
et wl, 1997a). However, other studies only found an effect of word class, and failed to
find a differential effect of length and frequency (Brown ef af, 1990; Neville ¢t od. 1992
Nebre of wl, 1994).

Since the results of current studies differ with respect to the issue of whether the same
or different ERP components are elicited by open- and closed-class words, it is too
carly to conclude that the processing of these iwo word types is subserved by the same
or different neural tissue. However, independent of this latter issne, the conclusion
must be that some of the syntax-relevant word class informaltion is available for further
processing in less than 280 ms. Whether this syntax-relevant word-class inforimation
emerges from lengeh and frequency parameters, or directly from word-class speeifi-
cations, is still unclear. Moreover, whether the time course estimation of word-cluss
retrieval generalizes o other types of lemma information, such as the grinimatical
gender of a noun or the syntactic frame of s verb, also remains to be seen.

Once lenimy information has been retrieved during comprehension, syntactic {and
possibly other) constraints conspire to sifucture the linear string of lemmas into a
hierarchically organized constitvent struciure. Two classes of ERP effects have been



284 The neurccognition of syntactic processing

reported in relation to postlexical structure building operations, The first cluss of ERP
effects are modulations of a negative-going potential with a fronial maximum. The
amplitude moedulations of this potential are usvally referred to as the LAN (Left
Anterior Negativity;, Friederici ef ¢/ 1996; Kluender and Kutas 1993). The second
class of ERP effects are modulations of 4 positive-polurily component which is
referred to as the P0O/SPS (cf. Coulson ez 4l 1998; Hagoort et af. 1993; Osterhout and
Holcomb 1992; Osterhout et af. 19975). .

In addition to ERP studies on assigning lemmas to constituent structures, a limited
number of ERF studies have addressed the processing of so-calied filler-gap relations
{Garnsey er . 1989; Kluender and Kutas 1933; McKinnon and Osterhout 1996;
Mecklinger er af. 1995). Filler-gap dependencies occur in sentences where constituents
have been moved from one location to another. The moved constituent is the filier, its
original location is known as the gap (Fodor 1978). Filier-gap dependencies exist in
sentences with so-called wh-words such as who and which. For instance, in the senience
The little old lady did not remember which dog she had bitten, the filler dog has been
extracted and moved up front from the object position after the verb bitren, leaving a
postutated gap after this verb. Dependent upon the exact details of the siudies, dif-
ferent types of ERP effects have been observed in relation to establishing lller—gap
relations (e.g. Gamsey &7 al. 1989; Kluender and Kutas 1993). We will not discuss these
studies here, but refer 1o Osterhowt and Holeomb (1995) for an overview,

9311 Leit anterior negativiiles

A number of studies have reported negativities that are different from the N40D, in that
they usually show a more frontal maximum (but see Miinte er of. 1997), and are usually
larger over the left than the right hemisphere. Moreover, printa fucie, the conditions
that elicit these frontal negative shifts seem (o be more sirongly related to syatactic
processing (but see below} than to semantic integration. Usually, LAN effects occur
within the same latency range as the WN400, that is between 300 und 500ms post-
stimulus (Friederici et al. 1996; Hagoort and Brown, in press; Kluender and Kuias
1993: Osterhout and Holcomb 1992; Miinte et af, 1993; Roster er ¢f. 1993}, Butin some
cases the latency of a left-frontal negative effect is reported to be much cardier,
somewhere between 125 und 180 ms (Friederict er af. 1993; Neville ef af. 1991).

The LAN effects are to be distinguished from the N280 that we discussed above with
respect to the processing of closed- versus open-class words. The N2B0 is an ERP
compomnent that is seen in an averaged wavefonn to words of one or more types. For
instance, in the averaged wavetorm for closed-class words one can easily identify a
component with a maximal amplitude at around 280 ms (see Fig, 9.2). The left-anterior
negativity, however, refers to the amplitude difference between two conditions. 11 13
identified by comparing the averaged waveforms of two conditions. That is, in one
condition one sees an increased negativity in comparison with anather condition. This
negitive incrense is usually lurgest over left frontal sites.

In some studies LAN eftects have been reported to violations of word-category
constraints {Friederici ez af. 1996, Minie 7 of. 1993; Rosler et of. 1993). That is, if the
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syntactic context requires a lemma of a certain class (e.g. a noun in the context of o
preceding ariicle and adjective), but in fact a lemma of a different class is presented fe.g.
a verb), early negativities are observed. Friederici and colleagues {e_g. Friederici 1995;
Friederici ef al. 1996), huve tied the early negativities specifically to the processing of
word-category information. This, however, seems unlikely in the light of the fact that
similar sarly negativities are observed with number, case, gender, and tense mismatches
{Hagoort and Brown in press; Miinte and Heinze 1994; Munte er of. 1993). In these
violations the word category 1s correct but the morphosyntactic features are wrong,

Before discussing the functional interpretations of LAN effects, we have to point io
one worrisome methodological aspect of muny studies reporting these effects. This is
that they are picked up to words in sentence-final position. For various reasons,
preseuting the critical words in sentence-final position can impact the overall mor-
phology of the ERP waveform and by consequence complicate the comparison with
results obtained to words in other than sentence-final positions, It is well known in the
reading-time literature thal apart from local effects, the sentence-final words are often
strong attraciots of global processing factors related to sentence wrap-up, decision,
and response requitenents (e.g. Mitchell and Green 1978; Schriefers er o/, 1995). For
example in sentences that subjects judge as unacceptable, final words seem to elieit an
enhanced N400-like effeet, regardless of whether the unacceptability is semantic or
syntactic in nature {(Hagoort e7 «f. 1993; Osterhout and .Holcomb 1992, 1993},
Qsterhout {1997) found that syntactic anomalies were more likely to elicit a noticeable
anterior negalivity when placed at the end of the sentence than when erbedded within
the sentence. The ERP effects of the local violation and the more global ER P effects of
sentence processing thus tend to overlap most strongly in sentence-final position,
thereby affecting the resulting ERP waveforms for the local effect particularty in this
position, Cross-study comparisons would thus be made easier if words that realize the
critical experimental manipulation were not in sentence-final position.

The functional interpretation of LAN effects is not yet agreed upon, partly foi the
methodological reasons given above, partly becanse its antecedent conditions are not
vet sufficiently clarified. As indicuted above, one possibility is that this effect is spe-
cifically syntactic in nature. Along these lines, it has been proposed that LAN effects
are functionally related to matching word-class information ugainst the requirements
of the constituent structure derived from the earlier lemmmas in the sentence {Friederici
19953, The word-class information might have some temporal precedence over other
lexical informagion in generating a syntactic structure for the incoming string of words
(Friederici ef ¢f. 1996). However, as we argued above, this would explain only a subset
of the reported LAN effects.

E.AN effects have also been related to verbal working memory {Kivender and Kutas
1993; Coulson of af. 1998). Such an account is compatible with the finding that both
lexical and referentizl mnbiguities seem to elicit very similar frontal negativities
(Hugoort and Brown 1994; Van Berkum ef uf. 1997; see also King and Kuias 1993),
These cases refer to the provessingz of words with more than one meaning {(¢.g. bank)
and 1o the processing of nouns that have more thun one antecedent in the preceding
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discourse. Such ambiguities are clearly not syntactic in nature, but can be argued to
tax verbal working memory more keavily than sentences m which lexical and vefer-
ential umbigujties are absent. This account denies a special relation of LAN effects to
syntactic processing, but relates themn to the general resource requirements foi lan-
guage comprehension.

It iz, however, also unlikely that all froniai negativities thal are reported ean be
subsumed under a verbal workiag-mezory account. For instance, the frontal nega-
tivities elicited by morphosyntactic violations {Minte ¢r of. 1993) are difficult 1o
account for in terms of working memory.

A third possibility is that under the heading of LAN effects more than one type of
effect has been subsumed, which we have not yet been uble to separate due to similarity
in distribution and latency and a limited understanding of ihe antecedent conditions,
The few reports of very early LAN effects have recently led to the cluim that this effect
might be ai least functionally different from the “standard’ LAN effects in the 300 -
500 ms latency range ( Friederici 1995; Friederici ¢f ¢, 1996), The early effects are now
sometimes referred to as ELAN (Friederici er ¢, 1998). Since research on LAN/ELAN
effects has started only very recently. we can expect that some of these issues will be
clarified in coming years.

9.31.2 PSOO/SPS

A relatively more stable finding than the reported LAN effect in terms of reproduci-
bility and establishing the antecedent conditions are the later positivities, nowadays
referred 1o as PO0O/SPS (Coulson et af. 1998; Osterhout et «f. 19975}

One of the antecedent conditions of P&00/SPS effecis is a violation of 4 syntaciic
constraint, I, for instance, 1he syntactic reguirement of nymber agreement between
the grammaticul subject of « sentence and its finite verb is violated (see (9), with the
critical verb form in italics), a positive-polarity shift is elicited 1o the word thai renders
the sentence ungrammagical (Hagoort ¢f al. 1993). This positive shift starts at about
500 ms after the onset of the violation and usuaily lasts for ut least 500 ms. Given the
polarily and the latency of its mauximal amplitude this effect wus originally referred o
as the P00 (Osterhout and Holcomb 1992} or, on the basis of its functional char-
acieristics, »s the Syntacic Positive Shift (SPS) (Hagoort ef of, 1993).

(%) *The spoilt child are throwing the toy on the ground.

An grgument for the independence of this effect from possibly confounding semaniic
factors is that it also occurs in sentences where the usual semantic/pragmalic con-
straints have been removed {Hagoort and Brown 1994), This resulis in sentences like
{104) and {10b) where one is semantically odd but grammaticaily correct, whereas the
other contains the same agreement violation as in (9):

(103 4. The boiled watering-can smokes the ielephone in the cat.
b. *The boiled watering-can smoke the telephone in the cal.
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The boiled watering-can

-~ 71 Pz

Gram. correct
------ ---=--=  Gram. incorrect

| A | i | 1 §
it) 600 1200 1800 {msec)
smokes the telephone in the cat.
* smoke

Fig. 9.3 ERPs o visually presentad syniactic prose sentences. A PBOD/SPS is elicilzd by a violation of the reqrired
Mumber agreement betweaen the subject-noun phrase and the finite verb of the sentence. The averaged wavelorms
for the grammatically correct {sokc Bne) and the grammatically incomact (dashed ing) words are shown for elec-
trode site Pz {parielal midline}. The word that renders the sentence ungranmmatical is preseniad al Oms on the
Hime axis, The waveforms show the ERPS 1 this and the ifowing twa words. Words wers presented word by ward,
walh an rderval {500) of 600 ms, [Adapted rom Hagoort and Brown (1394), Copynghl € 1994 Edbaum, eprinied
by permission.)

1{ one compares the ERPs to the italicized verbs in (102) and (10b), u P6G0/SPS effect is
visible to the ungrammatical verb form (see Fig. 9.3). Despite the fact that these
sentences do not convey any coherent meaning, the ERP effect of the violaiion
demonstrates that the languagpe system is nevertheless able to parse the sentence into its
constituent parts.!

Simitar P600/SPS effects have been repotied for u broad range of syniactic viok-
tions in different lunguages (English, Dutch, German), including phrase-structure
vialations {Hagoort ef al. 1993; Neville er «f. 1991; Osterhout and Holcomb 1992).
subcategorization violations {Ainsworth-Darnel] o1 of. 1998; Osterhout and Holcomb
1992; Osterhoui ef «f, 1994), violstions in the agreement of number, gender. and cuse
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{Coulson et of. 1998, Hagoort et «of. 1993; Miinte er ol 1997; Osterhout 1997;
Osterhout and Mobley 1993), violations of subjacency (McKinnon and Osterhout
1996; Neville ¢ al. 1991}, and of the empty-category principle (McKinnon and
Osterhout 1996). Moreover, they have been found with both written and spoken input
(Friederici ef af. 1993; Hagoort and Brown, in press; Osterhout and Holcomb 1993).7

Already in the first P600/SPS studies (Hagoort ¢ of. 1993; Osterhout and Holcomb
1992) it became clear that syntactic viclations are not the only antecedent condition
of this ERP effect. The other way to ¢licit this effect is closer to normal sentence
processing, since it ovcurs in sentences that are grammatically correct. It relates to the
issue of stroctural indeterminacy, In on-line senience comprehension, as one goes
along structuring words as they come in, a1 many points in a sentence the words cun
be grouped into constituents in more than one way (see example (5)). At these points
of indeterminacy, there will neveriheless be a temporary preterence (or increased level
of activation) for one structure over its alternative(s). Later incoming words can
either support the preferred structure, or provide evidence that an alternative option
has to be assigned. This latter case involves extra processing vosts. Dependent on
the particulars of the proposed parsing model the extia processing costs are
ascribed 10 rejection of the initisl structore and the necessary reassignment operi-
tions (Frazier 1987), ot 1o inhibition of the higher activated structure und increase
in activation for the initially Jess-activated structure {Tanenhaus and Trueswell
1995). Ti turns out that the word in the sentence that signals this change in preference/
activation also elicits & positive shift reminiscent in latency and polarity of the P60/
SPS. An exumple can be seen in a recent study by Hagoort er of. (forthcoming),
in which the following sentence pairs were compared (the original sentences were
in Dutch):

(11} a. The sheriff saw the indian and the cowboy noticed the horses in the hushes.
b, The sheriff saw the indian, and the cowhoy noticed the horses in the bushes,

The comma after the noun indian in sentence {1 1b) marks the end of the firsi elause and
signals that after the copnective and a new clause follows. This is different from sen-
tence (Fa). Once the indian end the cowhay has been read, the sentence cun continue us
it does, bat it could also have continued in a structurally different way. The alternative
structure takes the string the indion wul the cowboy together as one complex noun
phrase in the role of the direct object of the verb see. Sentence (12)is an example of this
alternative structure:

(12) The sheriff saw the indizn and the cowboy after lunch time,

in other words, up until reading cowbe the sentence js syatactically ambignous. in that
the final structure among the alternative options cannot yet be determined. In the
ubsence of information thut unambiguousty determines the structuge (i.e. the verh
following the noun cowhor). ene alternative is preferred or more highly activated. This
preference is presumably determined by either syntactic simplicity {go for the simplest
structuve; Fruzier 1987) or the frequency of the different possible syneactic structures
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Fly. 94 Averaged ERP waveform over tha rontal midline elecivode siie (Fz) by syniactically ambiguous and
unarnbiguous sertences. Senlences were preseniad visuaRy, word by word with an interval (S04} of 586 ms. In
the ambiguous conditron {dashed ling), the sentences were initially syntactically amibguous {see textl. At the point
of disarbiguation {at 685 ms in tha figure) Ihe sentence confinued with 2 grammatically cotrect but non-preferred
reading, In the unarmbiguous contrd condition (solid ting), the sama senfence was presentad wilh the additon of a
comma, dictating thal oniy the non-prefsrred rearding was passible. i the fgurs the disambiguating word is pre-
cered and iollowed by one word

(o for the most frequent structure; Mitchell 1994; Mitchell et o, 1995). In both cases
the conjoined-NP structure is preferred over the sentence-conjunction. If this pre-
ference exists, one should find a processing cost at the following verb which indicates
that a conjoined-NP analysis can no loager be maintained and that the sentence-
conjunction analysis is the dght one instead. Figure 9.4 shows that indeed a P60;SPS
is obtained to the verb roticed in the syntactically ambiguous sentence {1 1u) compared
to its unambiguous counterpart (11h). Similur P600/SPS effects of syntactic ambiguity
have been reported for English (Osterhout ez af. 1994) and German (Friederici e o,
1996).

The presence of P60O/SPS effects to subile but pervasive phenomens like structural
indeterminacy and structural preference has been used to address some of the central
issues in the pursing literature. One such issue is whether non-syntactic sources of
information immediately contribute to structure-building operations. One of these
sources of information is lexical in narure (Trueswell ef ¢/, 1993). Another possibly
relevant source is the discourse context in which sentences are normally embedded
{Altmann [988; Altmannand Steedinan 1988; Crainand Steedman 1985; Niezdd. 1996).
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Wheiher lexical information guides parsing was investigated in another condition of
the Hagoort ef af. {forthcoming) study. The same structural ambiguities were tested as
in(1la,b}. This time, however, the sernantics of the main verb preceding the two nouns
connected by and went together with an animate but not with an inanimate object.
Nevertheless, if the structural analysis is initially only determined by syntactic cues, the
lexical-semantic verb bius should not help. So, the structural preference for a con-
joined-NP analysis over a sentence conjunction apalysis should also hold in (13a),
resufting in a P600/SPS to the main verb of the second clause (vainfshes). If, in contrast,
lexical-semantic informution is used immediately during structural analysis when
reading the second noun of the coordinate structuve, it is immediately clear that this
noun {skipper) caniot be inserted into a conjoined-NP analysis and thus has to be the
subject of a second clause. This predicts that the ERPs for the niain verb of the second
clause {in italics) are identicuf in {134) and {13b).

{13} a. The helmsman repairs the mainsail and the skipper varnishes the mass of
the battered boat.

b. The helmsman repairs the mainsail, and the skipper varnishes the mast of
the batiered boat.

The ERP results showed no difference between sentences of type {13a) and {13b),
indicating that semantic consteaints are used immediately and in pavallel with syntuctic
consiraints doring the assignment of a consiituent structure §0 an incoming string of
words,

In another experiment that addressed the influence of lexical information on par-
sing, Osterhout ¢ «f. (1994) had subjects read sentences of the following type (the
critical word for the ERP comparisons is in italics):

{14} a. The doctor hoped the patient weay lying.

ipure intransitive verb)

b. * The doctor forced the patient was lying.
{pure transitive verb)

¢. The doctor believed the putient way lying.
(intransitively biused verb)

d. The doctor charged the paticat was lying.
(transitively biased verb)

These sentences cun be distinguished in terms of the lemma informaiion associated
with the main verb in such sentence. In this case the specific lemma information
concerns the subcategorization properties of the verbs. For sentences {14a) and (14b)
these properties fully determine the role of the following noun phrase (the patiens).
Specifically, the intransitive verb hope in (E4a) does not allow a direct object-noun
phrase, unambiguously indicating that the noun phrase is the subject of an upcoming
chuuse. The lemmsa information ol the transilive verb foree in {(14b) specifies that it
requires a direct object, bnplying that in this cuse the swme noun phrase must be
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assigned the direct object role. Sentence {14b) becomes ungrapimatical a1 the auxiliary
verb, since the sentence-final phrase weas {ving prohibits the necessary direct object role
for the preceding noun phrase.

The verbs in {14¢) and {14d) can be used both with and without 4 direct object. This
introduces temporary syntactic wnbiguity vpon encountering the following noun
phrase, since the patient might be acting as the direct object of the verb, or as the subject
of a forthcoming clause, However, although both befieve and charge can be used
transitively and intransitively, one is more often used intransitively (hefieve), the other
more often transitively (charge). This induces different lexically specified sub-
categorization preferences for these two verbs.

Fhe question is whether these lexical preferences rapidly influence the assignment of
structure to the sentemce. According to so-called depth-first serial parsing models
(Frazier 1987; Frazier and Rayner 19282}, in the first instance the simplest structure is
abways assigned in casc of ambiguity. Since the dirget object analysis is syntactically
simpler than the subject-of-a-clause analysis, there should be an initial preference for
the first structure independent of the lexically specified preferences associated with the
particular verbs, Alternatively, constraint-based parsing models predict that these
lexically-specified preferences immediately influence the syntactic analysis (Truesweli
et al. 1993). Given the different verbal preferences, this model predicts that the subject
role will be correctly assigned to the noun phrase in (| 4¢) since the verb belleve "prefers
to be used without a direct object. In (14d) initially the sime noun phrase will he
erroncously assigned the direct object role, since the verb charge “prefers’ 1o be used
iransitively, thatis with a direct object. This should show up as a parsing problem at the
auxiliary verb in sentences fike (14d).

It summary, a depth-first parser predicts syntactic anomaly/preference effects at the
auxiliary verb in sentences like (14b)., (14c), and (14d). A comstraini-based parser
predicts such effects only in sentences Tike (14b) and {144d).

Osterhout er al. (1994) presented these types of sentences {for details see Osterhout
et al. 1994), und compared the ERP waveforms to the auxiliary verb (iras) in each
sentence iype. Figure 9.5 syramarizes the results. As expected, the syntactic violation in
{14b) elicited a large P&00O/SPS, that was maximal over pirietal sites. More import-
antly, uuxiliary verbs that followed transitively biased verbs (14d) also elicited a PO10;
SPS, aithough with a smaller amplitude than for the outright vielstion. ERPs for
anxiliary verbs in sentences with an obligatorily intransitive verb (14a) and sentences
containing a verb with an intransitive bias (14c) did not differ from etch other and did
not clicit a P60OISPS.

Asin the Hagoort et of. study (forthcoming), these data show that lexicul preferences
cun immediately puide the structural analysis of a sentence, Recently, P600;SPS effects
have been observed in u study investigating whether discourse information had an
immediate effect on the struetural analysis of a following sentence {Vaa Berkurm ef ol
1999), The pattern of effccts indicated that discourse inforination also immediately
co-determines the structural analysis. at leust in cases where more thas one structure
(i.e. a refative clause vs, a complement clause) could be Jegally assigned.
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was Iying .
hoped the patient was lying,
= « = = believed the patient was lying.
.......... * forced the patient was lying.
------- charged ihe patient was lying,

Fig. 0.5 Averaged ERP waveforms from Pz fparielat nudline) to the hnal three words Ineach of lour sentence types
(see loxty intransiive (gofid fine), transitive (dotied ne), intransitively hiased (mediem-dash fina}, and fransitively
biased {sraf-dash ine), The crilical auxiiary verb starts at O ms onthe time axis as marked by the arrow. Seniences
wars preseni=d visually and word by word, with an interval (S0AY of 650 ms, (Adapied from Osterfout 2f al (1834).
Copyright © 1834 American Psyehological Assoclalion, reprinted by permission}

Importantly, the influence of non-syntactic cues might be vestricted to a situation of
syntactic indeterminacy, such as when the input allows more than oue syntactic ana-
lysis. If no alternative analysis is possible, the P6D0/SPS to a syniuctic violation is
found not to be affected by an additional semuntic violation (Hagoort and Brown
1997). This suggests that when the syntactic apalysis is fully determined by the lemma
input, syntactic processing is relatively independent of non-syntactic cues,

9313 Topographical aspects of the PGOO/SPS

An important, but often complex aspeet of ERP dita is the sinilurity or dissimilarity
#CrOss experiments in the topographical distribution of the scalp-recorded potentinls
(cf. Kutas 1997). Especially for the longer latency components related to higher cog-
nitive functions, it is most likely that a distributed ensemble of neuraf generators is
contributing to the recorded surface potentials. That is, & purticular Janguage-relevant
ERP effect (e.g. an N40D or a P6OYSPS effect) is almost certainly based on the
concerted action of a ninnber of brain areas. Some of these areas subserve the core
aspects of a cognitive function. others might be related to the input channeHauditory,
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visual) that triggers 4 cognitive function (e.g. parsing). This often complicates the
functionutinterpretation of topographical differences. Answering the quesiion when a
topographicat difference is ceniral {i.e. different processing components involved) or
peripheral {c.g. resulting from the attentional modulation of core processes) with
respect to the core aspects of a cognitive function is far from trivial. This also holds for
the PGONYSPS effects.

Although syntactic violations and syntactic preferences both elicit a positive shift
within about the same lutency range, there are nevertheless clear topographical dif-
ferences between these two cases, and sometimes even between different types of
ambiguity. Generally speaking, the P60G/SPS to syntactic violations shows a posterior
maximum, whereas the syntactic preference effects are more equally or more frontaity
distributed. Furthermore, it has been reported thai for syntactic violations the initial
phase (500-750ms) of the P60G/SPS has a fuirly equai scalp distribution, whereas the
second phase (750-1000 ms) shows a clear parietal maximum (Hagoori and Brown, in
press). 1t thus could be that the PE00/SPS is not one effect but a family of effects, with
the {(additiosal) contribution of different generators in the early and late phase of the
effect. related to functionally different staies of the parser. A tentative hypothesis is
that the processing costs associsted with overwriting the preferred or most activated
structure results in 1 more frontally distributed P600/SPS, whereas a structural col-
lapse as in ouiright syntactic violations results in a more posterior P600/SPS.

Recently, a few studies have claimed that the P600/SPS belongs to the family of
clussical P300 effects (Coulson e af. 1998; Gunier ef o, 1997; Miinte o af. 1998). This
claim is bused on the finding thai the amplitude of the P600/SPS is sensitive to the
probability of a syntuctic violation. The less probable such a violation, the larger the
amplitude of the P400/SPS. However, the crucial aspect for answering the question of
whether the P600/SPS is a member of the P300 family is not whether probability hasan
eftect on the amplitude of the positive shift. I is unlikely that only one brain response
is sensitive to probability, and hence it does not follow that just because the P300 is
probability-sensitive, any ERF effect that shows a similar sensitivity to probability is
therefore a P300. Secondly, since the ERP waveform is often a compaosite of more than
one underlying process, the increase of the positive shift to a syntactic violation as 4
function of ithe probability of such a violution does not necessarily imply that the
probability effect can be aseribed to the same underlying nevral generators as the
syntactic violation effeci. This, forinstance, would be difficult to argue for if the effects
of violation and probability were additive, According to Helmholz’ superposition rule,
if the seuip-recorded ERP effects of syntuctic violutions and of probabilicy differences
are additive, one is entitfed to assunse that the generutors of the vielation effect and
the generators of the probubitity effect are non-overlapping. Osterhout ef «f. (1996)
showed thut the syntactic violation effect und the probability effect are additive,
indicating that ihe generaiors of the syntactic violation effect are most likely not the
standagd P30O generiors, Finally, as we have discussed above, in interesting cases of
synt:actic processing the distribution of the P600/SPS is very different from the pos-
teriorty distributed elassical P3b component. So far convincing evidence for the ctaim
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that the PoOO/SPS is generuted by the classicii P300 generators is lacking (for n more
extensive discussion, see Osterhout and Hagoort 1999),

However, more importantly, unless one wants to make claims about the language-
specificity of the PA00/SPS (u cluim that, at present, cunnot be made for any of the
language-relevant ERP components), not much hinges on the outcome of the P60/
S8 versus P300 debate. As holds for the other langaage-relevant ERP cffects, how
directly or indirectly they are related to the actual processors that operate on the input
is unknown (Rugg and Coles 1995). But this does not limit the vaiue of ERPs for the
study of the neurocognitive machinery underlying language functions. As long as
under conditions of linguistic input different ERP effects can be shown to supervene on
the processing of different types of imguistic information {e.g. phonological, syntactic,
conceptnalfsemantic), these effects can be exploited to study the segregation and
interaction of the different knowledge types, and io muke inferences about the simi-
larity versus dissimilarity of the concomitant braii states.

9.3.2 Theimplications of ERP eftects for the neural architecture of parsing
Inferences about the neural basis of cognitive processing from scalp-recorded surface
potentials are complicated by a number of issues (for an in-depth discussion, see Kutas
et af., Chapter 12 this volume; Rugg, Chapter 2 this volume; Rugg and Coles 1995).
A first complication is the impossibility to uniquely determine the location of the
neural generators responsible for the surface potentials on the basis of only the
information of the surface recordings. This so-called inverse problem severely restricts
the localization value of ERPs in the absence of independent newrophysiological
constraints on the brain areas that might be involved in generating the lunguage-
relevant ERP effects. ;

A second complication is that we do not know whether the cognitive processes that
we are inferested in are divectly or only indirectly reficcted in the ERP effeets. This
complication has its parallel ir PET and FMRT where it is ofien unknown whether an
areqa withan increased haemodynamic response is the source of the cognitive operation
or the site where it has its effect. With respect to ERPs, with their millisecond time-
course resolution, we tuce the problem that if the scalp-recorded potential is only
indirectly related to the cognitive operation under investigation, the time course of the
ERP is displuced in time relative to the time course of the cognitive operation by un
unknown amount. This implies that the fatency of an ERP eiftect reflects the upper
bound on the estimation of the time course of a cognitive operation (Rugg und Coles
19953, The time of the cognitive operation might have preceded the moment where it
started (o manifest itself in its ERP index.

Related to this second complication is that it is unclear and unlikely that the fan-
guage-relevant ERP effects that we discpssed are also language-specific. Thai is,
presumably other domains of cognitive processing also drive all or & subset of the
neural generstors that elicit the language-relevant scaip-recorded potentials. For
instance, structural violations in music also seem to elicit P6D0O/SPS effects (Patel ef of.
1998), and semantic violations in the form of pictures clicit N0 eflects that are not
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unlike the N400 effects with linguistic input (Ganis ef /. 1996). However, again this
does not fimit the usefulness of ERPs, provided that the right experimental controls are
carried oui. What is important is that under conditions of language input the behav-
iour of the ditferent ERPs can be causally linked to the different constituting elerents
of the neurocognitive machinery for language.

With these provisos in mind, can we neveriheless claim anyihing of interest about the
neural basis of syntactic compuiations? The answer is yes, under the reasonable
assumplion that the generators of the language-relevant scalp-recorded potentials
supervene on the spatiotemporal aspects of the neural machinery that subserves lan-
guage processing. This implies that if two states of the neural machinery for languuge
are identical, they cannot give rise 10 ERP effects that are qualitatively distinct (i.e.
different in polarity or topography), provided that the experimental design controls for
the contribution of non-lunguage variables such as, for instance, attention. Finding
qualitatively distinct ERP effects can thus be seen as an indication of the processing
and/or representational uniqueness of the underlying component of the neurocogni-
tive machinery.

The observaiion that qualitatively distinct ERP effects are elicited (directly or
indirectly} by semantic integration processes and syntactic structure building oper-
ations thus suggests that these aspects of language processing have a non-identical
sputictemporal neural profite. This difference favours a view in which semantic and
syntactic processes have processing and/or representational uniqueness relative to
each other, The neural basis of syntactic computations can therefore not be collapsed
into & general-purpose language processor that operates only on the co-occurrence
frequencies of the word input, or in which semantic and syntactic factors do not resuit
in clearly different states in the processing/representational landscape {cf. Tabor and
Tanenhaus 1998). The claim for the uniqueness of semantic and synlaciic processes
and/or representations is further supporied by the finding that in severely agrammatic
aphasics o dissociation between P&00/SPS und N400 effects can be obtained. Thai is,
under certain syrtactic violation conditions, the P600/SPS disappears but the N4X)
effetts remain {Wassenaar of af. 1997).

In conclusion, although the inverse problem prevents strong claims about the
location of the generator ensembles of language-relevani ERF componentry, uever-
theless the nature and ihe differential sensitivity of this componentry places consiraints
o Lhe newral organization of language funcltions. On the basis of the ERP datu onecan
bust chiracterize this orgunization as a dynamic coalition of multiple areas of relative
specialization, The boundary coaditions of the current ERP evidence thus favour
independeint but purtinlly interactive semantic and syntactic processors. In coatrast to
single-processor models of sentence processing, the ERP evidence predicts that net-
works for syntactic and semantic processing are at least partially segregated in the
brain.

With respect to the functional organization of sentence processing, the ERP evi-
dence sugpests that the syntactic processor {parser) is influenced by lexical-sermuntic
and pragmatic infornution most clearly when the lemnsa input and the syntactic
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constraints leave roont for structural indeterminacy. If, however, the syntactic infor-
mation allows only one structure to be assigned, semantic influences on parsing are
limited or absent (Hagoort und Brown 1997; for supportive evidence from reaction-
timie research, see O'Seaghdha 1997),

9.4 Brain areas and syntax: evidence from lesions and PET/{MRI

Although ERP evidence provides some insights in the fractionation of the neural
machinery for language, for more precise assignments of syntactic functions to brain
structure we have to furn to other methods, Evidence on the brair areas invoived in
syntactic processing comes from two sources. These are lesion studies und brain-
imaging studies, Ideally these two sources of evidence should aflow us to determine the
areas that are necessary (lesion datu) and sufficient (brain-imaging data) for gram-
matical encoding operations during speaking and parsing operations during language
comprehension. However, as we shall see, the picture that emerges from this literature
is not yet clear. A number of different factors might be responsible for the incon-
sistencies in the results of lesion and brain-imaging studies. Among these faclors are
(i) the use of designs that insufficiently single out syntactic operations from other
sentence-level processes, or from task-related cognitive operations; {ii) the failure o
distinguish between grammatical encoding (cf. Levelt, Chapter 4 this volume) and
syntactic parsing {cf. Cutler and Clifton, Chapter 5 this volume; Perfetti, Chapler 6
this volume}, which might operate under quite distinct processing requirements:
{1} interindividnal variabilily (both anatomicul and functional} which might be sub-
stantially larger for abstract linguistic operations than for sensory and motor functions
(Bavelier et af. 1997; Cuplan 1987).

In this section we will first summarize the resulis from lesion studies, follawed by an
overview of the current PET/MMRI data. We will then come back Lo the claims that cun
be made on the basis of the available evidence.

8,41 Lesionstudies

The classical Wernicke--Lichtheim neuwral model of language and its revivai by
Geschwind (1965) focused completely on the processing of words. Tt was not until the
beginning of the seventies that the sentence came back on stage as u central unit of
analysis {for the historicul roots of a reorientution from word aphasiology to senience
aphasiology in the beginning of this century, see De Bleser 1987). I isin this period that
left-anterior brain damage, in particular Broca's arey, becume assoviated with syn-
tactic impairments in all language wodalities. Broca's aren is usually taken to
encompass Brodmann areas 44 and 45 (see Uylings ¢z k.. Chapler 1} this volume}.
Although classicatly Broca's aphusia wus seen as mainty affecting speech output,
studies carried out in the seventies have shown that Broca’s aphagics are not only
impaired in syntactic encoding, but also in exploiting syntactic informution during
sentence interpretation {Caramazza and Zugif 1976; Heilman and Scholes 1976; Von
Stockert and Bader 1976; Zurif et of. 1972). On the basis of these studies. Broca's arca
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came to be seen as crucially involved in both grammatical encoding and parsing
operations. Modality-independent grammatical knowledge was thought to be repre-
sented in this area (Zurif 1998). However, since then the pivotal role of Broca’s areain
syntactic processing has faced a number of serious problems. Studies thai correfated
aphasic syndromes with site of lesion fed to the conclusion that the relation between
Broca®s area und Broca's aphasia is not as straightiorward as once believed, for a
nember of reasons.,

First, lesions restricted to Broca’s area often do not seem to resubi in basting aphasic
{including agrammatic) symptoms (Mohr er ol 1978). According to Mohr et of.,
involverieni of adjacent frontal-opercular areus, the parietal operculum, and the
ingula are also reguired for a long-lasting Broca syndrome.

Secondly, targe-scale correlational studies found a substantial aumber of exceplions
to the general rule that left frontal lesions go together with Brocu s aphasia (Basso er af.
1985; Wiilmes and Poeck 1993). Busso et ol (1985) correlated cortical lesions as
sevealed by C'T scans with aphasiological symptomatology for a group of 207 patients.
They reported 4 substantial number of exceptions (17 per cent) to the classical asso-
ciations hetween lesion site and aphasia syndromes. Among these exceptions were
pittients with lesions restricted to left-anterior areas, but with a fluent aphasia of the
Wernicke type (seven cases), as well ag non-fluent Broca's aphasics with posterior
lesions ind sparing of Broca’s area (six cases). Willmes and Poeck (1993) investigated
the CT lesion locnlizaiion for a group of 221 aphasic patients with a vascular lesion in
the territory of the middie cerebral artery. Their results were even moie dramatic, The
conditional probability of an anterior lesion given a Broca's aphasia was not higher
than 59 per cent, whereas the probability that an anterior lesion reselted in a Broea’s
dphasia was only 35 per cent.

Thirdly, impairments in syntactic processing have also been reported in Wernicke's
aphasics with posterior lesions (e.g. Heeschen 1985), indicating that other areas might
be crucial for syntax as well.

Fourthly, cases huve been reported of putients in which an impairmert in gram-
maticui encoding was observed without a concomitant impairment in parsing {Koik
ctal. 1985; Miceli ¢f af, 1983; Nespoulous er af. 1992), These findings suggest that brain
ireas involved in grammaticad encoding might not necessurily be the sume as the ones
involved in parsing.

In uddition, more recent studies indicate that the syntactic deficit in Broca's aphasics
is probably more limited than was believed in the seventies. Many agrammatic patients
with Broca’s uphasia show a relutively high sensitivity to syntactic structure in tasks
such as judging the grammaticality of sentences {Linebarger e1 of. 1983), With respeet
to their language output, recent analyses indicute that the telegraphic style of agram-
matic aphasics [oflows the syntactic regularities of elliptic utterances, and therelore
shows syntuctic competence at least to some degree (Kolk and Hesschen 1992).

In summary, the view that a central syntactic deficit is the distinguishing
feuture of Brocw's aphasia und that Broca's area therefore is a crucial area for
gramnauicui encoding and parsing is difticult to maintain in the light of more recent
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neurolinguistic studies and lesion studies corcelating Broca'’s aphasia with the con-
comitant lesion sites.

However, there are good reasons to consider all this evidence as not really decisive
with respect to the role of Broca's areu in syntactic processing. Ome major reagon is that
the churacterization of the language disorder in lesion studies usually is based on
clinical impressions {Mohr er «f. 1978) or clinical aphasia test batteries {Busso et af.
1985, Willmes and Poeck 1993), which wre often insufficient to determine the degree
und specificity of the syatactic impairment. The classification of aphasic patients in
terms of & limited set of syndromes is insufficient guarantee that core language
operations are singled out according to articnlated cognitive architectures for speak-
ing, listening, or reading {cf. Shallice 1988), Willmes and Poeck (1993, pp. 1534-39)
therefore rightly conclude that

*...Jocalization studies ulong the traditional lines will not yield resolis that lend
themselves to a meaningfu!t interpretation of impuired psychological processes such
us uphasia. Small-scafc in-depth siudies lend themselves better to characterizing the
furctional impairment in an information-processing model.”

In recent years i small number of such in-depth studies have appeared (Caplan et o/,
1985, 1996; Dronkers ¢t af. 1998, Vanier and Caplan 1990). In these studies, aphasic
patients were selected on the basis of specific tests of their syntactic abilities. In both
Caplan et of. (1985} and Caplan ef of. (1996} patients were tested on 4 series of sentence
types that required them to process a range of syntactic structures. These studies
showed that the task performance For the different sentence types did not differ
between patients with anterior (Broca's area) and patients with posterior lestons. The
size of the lesion within the perisylvian area also did not correlaie with the syntactic
task performance. Thelesion analysis of 20 agrammatic aphasics in Vanier and Caplan
{1990) suggesis that this conclusion not only holds for sentenice comprehension but
also for sentence production. Caplan et ol. {1996} give two possible explanations for
these resulis. One possibility is thai syntactic processing is fairly sirictly localized, but
the exact gite can vary guite substantially between individuals within the borders of the
lett perisylvian area including the insula (Caplan 1987; Vauier and Caplan 990}, The
other possibility is that the syntactic machinery is organized s a distributed neural
network in which several regions of the ieft perisylvian cortex are critically involved.

In contrast to the lesion studies by Cuplan and colleagues, Dronkers ¢ of, (1998)
recently reported a fairly focused common area of lesion in aphasic patients with
syntactic impairments in parsing. Dronkers e ol reconstructed and compared the
area of full lesion overlap in nine patients with syntactic impdirments in comprehen-
sion with a group of 12 patients who were aphusic but without sypiactic comprehen-
sion problems. A straightforward refation between structure and funetion requires, in
their view, that ail patients with a specific deficit shave ote or more tesions sites, and,
crucially, all patients without this deficit are not lesioned in lhe identified sites
{Dronkers of af. 1998). Following this criterion, they identified the anterior portion of
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Broca's area
{nreas 44 & 45)
Wernicke's area

Anterior aren 22 {posterior area 22)

Mid arca 22

Fig. 9.6 Area of 1040 per cent lesion overlap {in black} b aphasic patients with a morphosyntattic processing
deficit. The data are from lhe Dronkers et af study (ses texl). The numbers inchcate Brodmann areas.

the superior-temporal gyrus as the only area meeting their stringent eriteria for
assignment of function to structure {see Fig. 9.6). This area lies anierior to the primary
auditory cortex, and posterior to the temporal pole. It comprises part of Brodmann
aren 22, .

The anterior-temporal area is not classically associated with syntactic functions. The
authors hypothesize that especially the reciprocal connections of this temporal lobe
areq to aress relevant for memory in parahippocampal, perichinal, and hippocampal
regions mightexplain its vole in supporting ‘specialized aspects ef memory dedicated to
linguisiic structure’ (p. 29). The classical Broca's ares was found to be lesioned in eight
of the nine patients with syntactic impairments, but also in three of the itwelve patients
without syntaciic problems,

Although not directly isolating syntactic functions, data from a PET study
{Mazoyer ¢r al. 1993) and a 4 Tesla MR study on sentence processing (Bavelier er al,
1997y are compatible with the syntactic involvement of the anterior parts of the
superior-temporal gyrus, although in these studies the temporal pole was clearly part
of the activated urea as well,

The findings in the Dronkers et o, study are clearly suggestive for 4 role of the lefi-
unterior superior-temporal gyrusin the neural circyitry for parsing. Despite its absence
in the list of clussical language areas, futore brain-imaging research might be able to
confinn the role of this area in syntactic processing. At the same time, it is onlikely that
this ares isthe only ane with a syntactic function. The stringency of the criteria that were
vsed in the Dronkers o af. study slmost certainly led to an underestimation of the
nunther of arexs involved in syntactic processing. Moreover, i closer inspection of the
patients” impairnent profiles suggests that one cannot exclude the possibility that
the impairments in the patients with the anterior-temporal lesions were not solely
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related to syntactic processing, but implicated other sentence-devel prrocesses as well.
The precise contiibution of this area to syntactic processing is, therefore, yet to be
determined.

1 esion daia dve also avaikible on syntactic processing at the single-word level. This
concerns lemma reirieval, more in particular the access Lo grammatical word-class
information. Especially Caramuzza and colleagues (Caramuzza and Hillis 199§; Hillis
and Caramazza 1995; Rapp and Caramazza 1997) have made some interesting claims
o the basis of dissociation patterns in neuropsychological patients with lesions in the
left perisylvian cortex. On the basis of a few single-case studies, these aunthors have
claimed that grammatical word-class information is linked to word-form information,
and thus independently represented for orthographic and phonological word-form
representations. They reported a patient with a parieial lesion who had a specific
impairment in the oral reading of verbs, a patient with a frontotemporal lesion and a
specific impairment in the written production of verbs (Caramtazza and Hillis 1991),
and a patient with left frontal and temporoparietal strokes who made far more errors
on nouns than verbs in speech, but showed the opposite pattern in reading {Hillis and
Caramazza 1995}. These data led them to believe that orthographic and phonological
form-level representations are organized by grammatical category, and that separate
brain structures snbserve the processing of verbs and nouns. The multimodal, form-
related representation of grammatical word-class is usually not assumed by psycho-
linguistic models on language production and language comprehension (see Chapters
4, 5, and 6 of this volume). Moreover, the number of cases are 100 few, and the reported
lesions not focalenough to make any substantial claims about the brain areas involved.

The distinction between the processing of nouns and verbs, however, is supported by
other nenropsychological evidence. One source of evidence comes from the general
observation thai fluent aphasic patients who tend to have more posterior (femporal)
lesions usually have more difficulty naming nouns than verbs. Non-fluent Broca's
aphasics who more often have a frontal kesion, show a stronger tendency for naming
difficulties inn verbs than nouns (Miceli ez «f. 1988}, Damasio and Tranel (1993) pro-
pose on the basis of a number of cases they studied, that the processing of nouns is
subserved by left anterior and middle temporal regions, whereas left frontul regions are
crucially involved in the processing of verbs. Minimally, these results lend support to
the claim that neural representations for specific types of lemma information are
differentially distributed within the left perisylvian cortex.

9.4.2 Haemodynamic studies

PET and fMRI studies on Janguage have mainly focused on single-word processing.
Only a very limited nuinber of brain-imeaging studies investigated sentence-level pro-
cesses. Mosi of these studies Jooked at the activation patierns associnfed with sentence
comprehension (Bavelicr ef of. 1997, Caplan et «f., 1998; Just et o, 19966, Mazoyer
ef al. 1993; Nichelli er ol 1995; Stowe ef al. 1994; Stromswold ez wl. 1996). Only
onestudy (Indefrey et of. 1996) contained 4 sentence production componzsnt. Only one
study presented the sentence muterials anditorily {Mazoyer e . 1993). In ofl other
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studies, subjucts were given weilten input. In several of 1he siudies it is difficult 1o
disentangle activations due to syntuctic processes from (hose related to sentence-fevel
semantics and phonology. In some studjes this is not possible at all, since the designs of
these studies did not aim at isolating syntactic operations from other sentence-level
processes (Bavelier er af. 1997; Mazoyer cr «f. 1993). However, inasmuch as anything
can be said on the busis of these studies ubout areas thai are crucial for parsing, the left
inferior-frontat gyrus including Broca’s area is reported in five studies (see Fig. 9.7). In
contrast to what the lesion data seem to suggest, on the whole the recent brain-imaging
data are not incompatible with the classical picture of Broca's area involvement in
syntaciic processing.

Four studies manipulated the syntactic complexity of the presented sentence
materials (Caplan ef al. 1998; Jusi er al. 1996; Siows e gf. 1994; Stromswold ef of.
1996). Stowe e¢f al. had subjects read sentences that were presented word by word.
Three types of sentences were used: {i) long, syntactically compiex sentences; {ii) short
sentences thut were syntactically ambiguous; (iif} short, unambiguous seniences. The
subjects were instructed to read the sentences carefully and be prepared to answer
questions about the sentences at the end of the scanning session. The regional cercbrut
blood tTow (rCBF) in these sentence conditions was compared with the rCBF in a
resting condition in which subjects looked ut an empty screen. Having a resting con-
dition as the control state is now known to be far from optimal, since the resting
condition itself elicits a complex pattern of activations and deactivations that might
affect the results of the subtraction (cf. Shulman et al. 1997). For the syntactically
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complex sentences and for the ambiguons sentences the authors report a number of
uctivations, including Broca’s arca on the border of the Brodmann areas (BA) 44 and
45, Activation in Broca™s aven was also seen in a direct compurison between ambiguous
and unambiguous sentences. The authors select this urea among other areas of
increased rCBF as the one that is most directly related to syntactic processing. Their
argument is that the activation in Broca’s area fits best with the resubts of the classical
lesion literuture on syntax-relevant areas. There clearly is some circularity involved in
this line of reasoning, and, #s we have seen, the iesion dats are not at all conclusive
about the role of Brocas area.

Stromswold et ol (1996) contrasted sentences ihat were comparable in terms of theiv
propositional content, but differed in syntactic complexity {e.g. The child spilled the
Jjuice that stained the rug versus The julce that the child spilled stained the rug). Half of
these sentences contained a semiantic anomaly. The task of the subjects was to judge the
acceptability of the sentences. A direct comparison between the structurally complex
and the less complex sentences resulted in activation of Broca’s avey, more in particular
the pars opercuolaris.

Caplan er af. (1998) repeated puart of the design of the Stromswold er af. (1998)
study, using the same sentence materials. In the repeated experiment, increused acti-
vation wus again observed for the cenire-embedded sentences in Broca's aves, more
specifically in the rostral past of the pars opercularis (BA 44). Additionally, medial-
fronial aciivations were observed in the anterior cingulate gyrus and the immediately
superior medial-fronial gyrus. Ahhough the exact same comparison for the identical
sentencesasin the Stromswold ef al. study resulted in activation in the pars opercularis,
the exact location of the rfCBF increase was not identical to the Stromswold es &/, study,
but was higher and more anierior than in this earlier study. Factors reluted to subject
variation between studies might account for this regional activation difference within
Broca’s area.

A variation in syntactic complexity was also used in the fMRI siudy by Just er of.
(19965}. In one condition subjects read simple active sentences {e.g. The reporter
aticked the senator and admitted the ervor), in a second condition they read sentences
in which the subjects of the matrix clanse and the subordinate clause were identical (e.g.
The reporter that attacked the senutor admitted the error). Finally the condiiion with the
most complex sentences consisted of a matrix and a subordinate clsuse that had dif-
ferent grammaticsd subjects ( The reporter that the senator attacked admitted the ervor).
These semtence were presented together with a probe question {e.g. The reporeer
attacked the senator, irne or fufse?) that the subjects had to answer via a push-button
response, The anthors found an increasing number of uctivated voxels in relation to the
increase int syntactic complexity in both Broca’s and Wernicke™s area as well as in their
right hemisphere homologues.

In contrast to the previous three studies, Nichelli 7 af. {1925} did not manipulate the
syntactic complexity of their materials, but varied the tusk. In all conditions subject
read the same story, that was presented visuully, word by word. In the syntactic
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condition, subjects had to performn a syntactic error-detection task by indicating when
an occasional syniactic error had occurred. In the control condition, they had to detect
words that were written in a different font, The syntactic error-detection task resulted
in activation of the right inferior-frontal gyrus, the cingutate gyrus, and the fefi pre-
ceniral gyrus.

Mazoyer ¢f al. (1993} compared three conditions that had a syntactic component
with two condiifons that did not. These fatter two conditions were a list of words and a
story in Tumil, a language unknown o the French monolingual speakers in this study.
Listening to a story in French, to a series of senfences consisting of psendowords, and
to semantically anomalous sentences afl had in common the presence of # syniactic
structure detectable for the French subjects. Subjecis were required to listen atteniively
to the speech stimuli. Bilateral tempotal pole activation was the prime candidate for
being involved in syntactic processing, although the authors admit that other sentence-
level processes could also be responsible for this temporal pole activation.

Bavelier et al. (1997) performed an fMRI study at 4 tesla while subjects read sen-
tences in a word by word presentation, where a word followed the presentation of the
previous word after a delay of 60 ms. The activations due io sentence reading were
compared to the activaitons induced by consonant strings that were presented in the
same way as the sentences. After each run, subjects were given a recognition memory
task for the presented materials. Although the design of this study does not allow the
isolution of syntactic processing, it nevertheless contains a nuraber of relevant results.
Overall, activations were distributed throughout the feft perisylvian coytex, including
classical language areas (Broca's arca, Wemicke’s area, angular gyrus, supramarginish
gyrus), bt aiso left prefrontal areas and the left anterior-temporal lobe. At the indi-
vidual subject level these activations were in several small, local, and distributed
patches of cortex. Moreover, the precise pattern of activation varied quite sub-
stantially between individuals. For instance while Broca's area was activated in every
subject, the precise localization of the activation with respect to the main sulei of
Broca's area varied significantly between subjects, Similar between-subject variation
in the distribution of langnage-relevant patches of cortex has been reported in elec-
trical stimulation studies {e.g. Ofernann 19931). Bavelier et af. report that for a non-
language visual stimulation task the activated arens were much less patchy, containing
more significantly activated contiguous voxels than the activations related to sentence
reading. If the patchy pattern of activations and the substantial differences between
subjeets in the sentence reading condition of this study reflect an underlying difference
between the neural organization of language and the neural organization of sensory
processing, this might well, at least in part, explain the lack of consistency in lesion and
brain-imaging studies on higher sentence-level processing.

To daie, the only study that had a grammatical encoding component next to &
parsing component in its design is Indefrey et af. (1996; 1998). These authors required
subjects 1o read sentences consisting of pseundowords and fuinction words in German
(e.g. (Dor Fauper) (dev) (die Liispeln) { febbty (tecken) (das Bukior)), Some of these
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sentences contained a syntactic error (i.e. fecken, which does not agree in number with
its preceding subject Fawper). In one condition, subjects had to detect this error
(parsing) and to produce the senlence in ifs cotrect syntactic form ( Der Fauper, dev die
Liispeln febbi, teckt dus Bukitor). This laiter part requires grammatical encoding. In a
second condition, subjects only judged the grammaticality of the input siring white
reading out the string as it was presented. A third condition required them o give
phonological accepiubility juigemenis for strings consisting of the same pseudowords
and funciion words as before, but this time without syniactic structure and with an
occusional element that violated the phonotactic constraints of Geriman. Al these
conditions were compared with # control condition in which subjects bad to read out
unstructured strings of pseudowords and function words. All syntactic conditions
resulted in activation of the inferior frontal sulcus between (and partly inchuding) the
daorsal part of Broca's area and adjacent parts of the middle frontal gyrus (see Fig. 9.8).
Both acceptability judgement 1asks (syntactic and phonological) showed activation
veniral of Broca’s areq, in the pars orbitalis of the inferior frontal gyrus and the orbitai
gyrus, as well as in the right hemisphere homologue of Broca's area. These results
suggest that the right hemisphere activation also found in some other studies (Just
et al. 19964; Nichelli e af. 1993) might be due {0 the error detection componenat. The
connnon syntactic processing component seems to be subserved more by the lefl

frontal areas.

Eig. 5.8 The restits of an SPM-conjunction analysis polecied orlo a feit latersi view of the bram, separating the:
activaled dreas for syntacic processing Trom areas active during non-syractc tasks (o, peeudowod profun -
ation ang phonological accepialily [udgeman} The mga vl yreatest 1CBF ditfinence bebwaeon synbuclc sind
HON-5yntaciic [asks is yhawn in yalow (Frosn Mdefray e af 1998),




Figure 9.8 The results of an SPM-conjunction analysis projected orito a left lateral
view of the brain, separaiing the activaled areas for syntaclic processing from areas
active during non-syntactic tasks (i.6. pseudoword pronunciation and phonclogical
accaptability judgement). The area of greatest (CBF differance betwean syntactic and
nen-gsyrtactic tagks is shown in yellow. (From Indefray sf ai. 1898).
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9.4.3 Conclusion

The combined evidence from lesion studies and haemodynamic studies results in o
complicated picture. It is clearly impossible to single out one area that is dedicated to
parsing and grammatical encoding operations. As was already discussed in the
context of the ERP evidence, it is most likely that both parsing and grammatical
encoding are based on the concerted action of a number of different brain areas with
their own relative specialization. These relative specializations can be the memory
requirements for establishing long-distance structural refations, the retrieval of a
verb’s argument structure and other lexical~syntactic information, the use of implicit
knowledge about the structural constraints in a particular language for grouping
words into phrases, eic. All these operations are important ingredients of grammna-
tical encoding and parsing. At the same time, they are clearly quite distinct and
therefore are most likely not all subserved by one and the same area. Depending on
which of these ingredients is manipulated in a particular study, different areas might
be tnvolved.

Some haemodynamic studies (Caplan ef af. 1998; Just et al. 19965; Siromswold
et af. 1996) manipulated the syntactic complexity. Syntactic complexity effeces are
probably intimately linked to a memory system that is required for computations
on and temporary storage of chunks of syniax-relevant information. Other studies
manipulated the presence of symtactic cues. For instance, in the study of Mazoyer
et al. (1993) listening to syntactically structured input was compared with listening
to input that subjects could not interpret syntactically because they lacked the
knowledge about the syntactic constraints of the language (Tamil). Tt is possible
that the difference in results between this study and studies manipulating synractic
complexity is due to the fact that they capitalized on different central components
of parsing. Similar differences probably contribute to the mixed results of lesion
studies.

Altogether, it appears that a series of areas in the left perisylvian cortex contribute to
syntactic processing, each with iis own relative specialization. What these specinliza-
tions are is to be determined in studies that single out the relevant syntactic variables.

In addition, there might well be {restricted) individual variation in the organization
of the syntactic processing networks in the brain, adding to the complexity of the
netrral architecture of syntax {cf. Bavelier et al. 1997).

9.5 Whatto conclude and whereto go?

The piciure emerging from the literature is thai syntactic processing is subserved by o
network of areas in the left perisylvian cortex, where each arca has its own relative
speciutization. The detsiled disiribuiion of these areas presumably varies between
individuals to # larger exteni than areas involved in sensori-ntotor functions. Broca's
area has been found to be especially sensitive to the processing load involved in syn-
tuctic processing. It thus might be a crucial area for keeping the output of structure-
building operations in a temporary buffer (working memory). At the same time one hus
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to realize that Broca's area probably consists of a number of morphometricalty
separale areas (Uylings et ¢f., Chapter 10 this volumie). Broca’s area might thus be 100
criide a structure for the right grain size of function 1o siructure mappings.

Tempora cortex, including unterior portions of the superior-temporal gyrus, are
presumably invelved in morpho-syniactic processing. The retrieval of lemma infor-
mation such as word class (noun, verb, et.) supposedly involves left frontisd and left
temporal regions {Damasio and Tranel 1993; Hillis and Caramuzza 1995).

Electrophysiological data coliected in the tast few years have been most informative
with respect to the cognilive architecture of the parser. These ditta are computible with
a sentence processing model in which processing/representational unigueness is
attributed to syntuctic versus other sentence-level processes. In addition, electro-
physiological data provide relevant time-course information. ERP evidence suggests
that lemma reirieval occurs within 300 ms. Semantic and syntuciic integration secims to
occur within a time range between 300 and 600ms, where crossialk between these
processes is possible under certain conditions.

Progress in our understanding of the neural architecture of language is clearly
handicapped by the lack of an animal model. Moreover, the individual variution in
the organization of the language cortex might be partly respousible for the lack of
consisiency in the results of leston and brain-imaging studies, But in addiiion, the
notions of sentence-level processing that were uwsed in lesion and brain-imaging
studies have often been 100 crude to allow reuf progress in our understanding of the
neural architecture. Operational definitions of senience processing or of syntactic
processing have not always been sufficiently tnformed by psycholinguistic proces-
sing models of language. This has sometimes limited the contribution of these
studies to our undersianding of the neural underpinning of language functions. For
instance, in the case of syntactic processing, one has o make at least a distinction
between grammatical encoding and pursing, and within each of these further dis-
tinctions have to be made between lemma retrieval, morpho-syntactic processing
(i.e. the processing of the morphemes specifying the syntactic features, such as fense
and number that are required by the syntaclic context), the establishment of syn-
tactic relations across word groups (e, long-distance dependencies), and the
working memery involved in keeping the output of syntactic compuiations in
temporary storage.

However, the good news is that models of language production and comprehension
have become detailed enough in the last decade to enable quite specific questions about
the neural architecture of syntactic processing. Recent ERP studies have already
contributed substuntially to our understandiag of the processing charucteristics of
syntactic processing. With the rapid developments in brain-imaging technology, the
absence of an sanimal model for lunguage will be compensated through i rive
measuremenis of brain activity in the most syntactic animal of ali. Although a
cognitive newroscience of language is onfy beginning to see the duwn of fight. no doubt
our current limiied understanding of the neuracognition of lunguage is the pretude to
fundamental discoveries in the yeurs to come.

s it e s e
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Notes

1. Interestingly, but for reusons that are not fully clear, a recent study failed 1o find a
P6OO/SPS (o the simie agreement violations as in the Hagoort ¢f of. (1993) and
Hagoort and Brown { 1994) studies in sentences consisting of pseudowords (Minte
ef ul. 1997,

3. Itisoften seen as a surprising finding that the lutency of the N4G0 is earlier than the
latency of the P6D0;SPS, This surprise is based on the assumption that in the
cognitive architecture of language comprehension the computation of u syntactic
steucture provides necessary input for the semaniic interpretation process. The
parser delivers candidute representations for semantic interpreiation and for
integration with prior discourse and expectations, However, as is argued by Bever
et al. (1998), this is by no means the only possibility. There ure good reasons to
claim that semantic analysis takes place before a full syntactic struciure is com-
puted. According to Bever et o, a correct syntactic seructure is assigned only after
an initial semantic analysis of the input. Although this is clearly a minority view
and although there might be other ressons for the observed latency difference
betwzen the NAOO and the P6D0O/SPS, the ERP evidence on the latency of
‘semantic” and *syntactic’ integration effects is certainly not incompatible with this
proposal,
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