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Abstract

Time series expression experiments are used to measurggression of thou-
sands of genes at a time under certain conditions, such easgior drug treat-
ment. By evaluating the large amounts of data, scientidtsegaaluable knowl-
edge on various biological questions. An important probkadressed by the
study of time series experiments is the discovery of genetiom, since it is still
unknown for a large set of genes.

A web application- Expression Data Visualiser (EDVis),tteaables the integra-
tion, visualization and evaluation of time series exp@sslata, was developed
and evaluated in the course of the thesis. EDVis providesraéwmethods for
comparison of time courses: Euclidean distance, PearsbiSpearman correla-
tion and Dynamic Time Warping algorithm. Thus, one can idemiighly corre-
lated curves which in turn determine a possible similar fiomc Furthermore, the
tool can be used to construct user-defined regulatory nkswanich are essential
for the study of celullar processes.
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1 Introduction

1.1 Biological Background

Biological systems consist of groups of components thakwagether in a com-
plex way to perform a certain task. The harmonious cooperaif these com-
ponents is the basis for the functionality of every organisnthe planet. A dis-
turbance of the system, such as external factors or gendiongacan lead to
diseases or even death of the organism.

1.1.1 Gene Expression Experiments

Nowadays, many experimental methods for observation dbgical systems ex-
ist. Gene expression experiments are used to answer a largtyvof biolog-
ical questions. Gene expression is a highly complex proresgich a gene
is switched on at a certain time point and gets activated.ré&sged genes code
for proteins that are essential for development and maamea of an organism.
Figure 1.1 depicts the gene expression process (very $iea)li the information
encoded by the DNA is transcribed into mRNA. The informagmecoded by the
RNA is subsequently translated into a defined sequence ofaatids forming
a protein. Thus, gene expression can be measured on twa:laitier by the
amount of the gene-specific mRNA or by the abundance of ifseis/e protein.

DMA e .
l transcription
mRNA
l translation

protein #)

Figure 1.1: This figure shows the basic steps of gene expressianscription
of the information encoded by the DNA into a molecule of mRNMAttis subse-
guently translated into a defined sequence of amino acidstigra protein.



Expression data is divided in two classes: static and timeseata. A snap-

shot of gene expression levels is taken in static expressipariments, for ex-

ample gene expression levels of tumor cells from differgpes of cancer. The
other type of expression experiments, the time series erpats measure the ex-
pression levels of genes in a cell over time, meaning thatrgpdeal process is

measured [1].

Data measured by time series expression experiments efursed for the iden-
tification of a complete set of genes that plays a role in télgical system and
to infer relationships and interactions among these getle#\[gene interaction
is present when the expression of a gene is controlled byipsoproduced by
other genes. Time series expression experiments are usehyistudies such as

[3]:

* Cell cycle or cell-division cycle—A cycle consisting of &= of events that
lead to cell division and duplication. Itis a process by vhacsingle fertil-
ized egg develops to a mature organism, also known as a grbgeshich
skin, blood cells, hair and some inner organs are renewgthyls an impor-
tantrole in the study of cancer, development and many bicdébgrocesses,
thus, it's one of the most extensively studied systems.

» Geneticinteractions—Genetic interactions reflect fumal relationships be-
tween genes and the order in which they operate. Time seq@ession
experiments are the basis for the identification of suchraatéons, which
in turn can be used to build complex gene regulatory networks

* Infectious and other diseases—Time series expressiomigqgs are used
to identify genes that show certain response to infectiodsagher diseases.
Finding such genes is an important step in the developmetrugs to fight
these diseases.

» Development—Time series expression experiments canifggenes that
play key roles in different stages of development. Findiaghsgenes is a
crucial factor for understanding many gene diseases.

Microarray experiments are a prominent example for timeese¥xpression ex-
periments in biology. In the following I will give an overwieon how microarray
experiments are organized and carried out, on the purpoge ehethod and on
the type of data produced by them in order to enlighten biockdgoncepts used
in the course of my thesis.



The human genome consists of 25,000 to 30,000 genes, atgdodiecent data
from sequencing the human genome [5]. Instead of analyzngg one by one,
by the old-fashioned and slow way, scientists are inveng technologies that
allow the observation of thousands of genes at a time. Micaga (also referred
to as DNA chips) are a multiplex technology in bioinformat@and molecular
biology, newly invented and at the same time one of the masépiol tools which
has emerged from genome studies. A genetic microarray i€ mwét thousands
of features (spots) of DNA, containing picomoles of a spe®@iNA sequence at
defined positions on the chip (probes), which will be usedet@amine the levels
of mMRNA expression in a collection of cells. Each probe repr¢s a unique
region of a gene in the genome. Generally speaking a miapahip is a grid of
DNA spots. The main goal of this method is to determine geimaisatre expressed
when cells are exposed to experimental conditions, suclresss drought or a
toxic chemical.

To understand the essence of DNA chip technology, considexperiment (ex-
ample taken from [4]) in which genes that are expressed inarans and normal
tissue are compared When a gene is expressed, it is transcribed to mRNA (Fig-
ure 1.1). In the example experiment the mRNAs from both &@ssare isolated
(Figure 1.2 (a)) and converted to complementary strands\# [@DNA) (Figure

1.2 (b)).
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Figure 1.2: (a) Isolation of MRNA, (b) Convertion of mRNA t®NA, cDNAs
from different tissues are labeled with different fluoredcdyes (here red and
green). Figure taken from [4].

1The course of events for the experiment is strongly simplifa the convenience of a non-
biologist reader.



The resulting cDNA samples are mixed together and addedtDMNA chip. cD-
NAs that are complementary to the probes on the chip will i§inydbridize) with
the DNA and stick to that location on the chip (Figure 1.3(&)hbound cDNA
is washed away. cDNA molecules are tagged with fluorescess,dso that the
expression pattern can be visualized as an image (Figu(e)L.3'he ready im-
age is further scanned. The provided intensity data for @ache indicating a
relative level of hybridization corresponds to expressialues that are analyzed
by scientists. The measurement of the intensity and thgrass&int of expression
values are rather complicated processes and are therefoferther considered
for the description of the experiment. Because each spdt@DNA array con-
tains a known DNA sequence, corresponding to a known gergepissible for
scientists to detect genes that are expressed differentfyeicancerous tissue and
to use this information to develop treatment strategiess Type of microarray
chips is also known as two-color or two-channel microarrays

hybridization to hybridization to
cDNA from o cDNA from
cancerous 88 both tissues
tissue

bridization to
CDNA from
normal
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Figure 1.3: (a) Hybridization of cDNA with the probes, (b)@oassignment to
tagged cDNA molecules according to fluorescent intensiguie taken from [4].

Another type of microarray experiments: single channelra@iray experiments
are designed to give estimations of the absolute levelsrté ggpression for each
probe. Each array is exposed to only one sample (in constr&sb-color arrays

where two samples are tested). Therefore, the derived dateot be influenced
by other factors like a second sample. Another benefit isdatd can be eas-
ily compared between arrays from different experimentse &hsolute values
of gene expression can be compared between experimentsateddnonths or

4



years apart. The drawback of this type of microarray expemisis that twice as
much arrays are needed to compare samples within an expgrime

Next to absolute expression values, microarray experisnamiduce detection p-
values. A detection p-value measures the reliability ofcemtration measure-
ments. If a p-value lies beyond a predefined value, the probeantration is not
distinguishable from the background noise and is flaggediasefiable” or “ab-
sent”. On the other hand, if a p-value is lower than that vallue concentration
is “reliable” or “present”. The detection p-value helps ttett non-significant
components. Another important type of data calculated fmrearray experi-
ments and time series expression experiments as a wholat®aA ratio value
reflects the ratio of probe concentration measured at a tiomd pf an experi-
ment versus another experiment. Generally speaking, indghtext of biology a
ratio value tells us whether the concentration of a gen&prgrobe in a given
experiment is higher or lower in comparison to another arpemt.

1.1.2 Gene Regulatory Networks

By now, major effort has been put in molecular biology reskan order to
study relevant components (proteins, metabolites) ofizlinetworks in isola-
tion. Thousands of genes have successfully been chamerteand functionally
annotated by this approach. For biological systems beiggljhicomplex and
their components being in constant interaction, it is noug to study only their
physiological functions, but also their interactions [@]hus, a major goal is to
characterize interactions, in particular-gene regutatiod its effects on cellular
systems, leading to investigation and understanding otigamic and complex
diseases and the development of systems-based medicabesluA new disci-
pline in biology—called systems biology concentrates otleustanding how parts
of the organism interact in complex networks. This involeeslose study of a
large set of genes and proteins aiming to comprehend sys$tsiesad of isolated
components [7]. The visualization and analysis of timeeseexpression exper-
iments is one of the ways for scientists to identify genattenactions and build
gene regulatory networks.

Gene regulatory networks consist of sets of genes, protemall molecules and
their mutual regulatory interactions. Development anccfioming of an organ-
ism’s cell result from interactions in gene regulatory native. Figure 1.4 shows
an example of a gene regulatory network inferred from Hellbcgele gene ex-



pression data [8]. The visualization of gene regulatoryvoeis plays an impor-
tant role in undestanding complex gene interactions wihich networks.

JunB
- L ]
AP A20
Bcl-XL.
-
PKIG T
RNAHP Cychnﬁﬁ
. . -t
MCP-1 -, o« STAT3 CPROT &)
TRF4-2 P21 \ NRBP
Bcl-2 . ® ¢
. PUMA
s FGFR3 MET
Mcl-1 .
RGS5

Figure 1.4: An example of a gene regulatory network. Graptesare genes,
proteins or small molecules, a directed edge connectingnode with another
stands for gene regulation.

1.2 Objectives and Outline

As the volume and variety of experimental data grows, thdogapon of ex-
pression data becomes a challenge. Data visualizatiors playt to statistical
methods a central role in the analysis of experimental d@tse field of large
scale gene expression analysis is relatively new to seisngince it originates
from new technology that uses microarray chips to measune gegpression for
genomes. This new method can be used to study the effecttafrcéreatments



(drugs) or diseases by, e.g., comparing the gene expresfSioiected versus un-
infected tissue. This topic occupies scientists of sewdisiplines: biologists,
computer scientists and bioinformaticians. One of the way&atistically anal-
yse expression data is through conventional Analysis ofaviae (ANOVA) ap-
proaches. ANOVA tests are used to find factors in a model tifatance the
model at most, that are genes with differential expressia@ontrol and treatment
experiments. It is important for the group of interestingg®to be small enough,
so that further investigation is straightforward. Howevkese tests fail to detect
significant genes, that would be recognized as interesyruditing data [9].

Plots of expression data can be used to focus on differgngapressed genes,
to find similar profiles of genes, etc. The most commonly ugpds of plots are
heatmaps, scatter plots and parallel coordinate plots.

Generally speaking, heatmaps are colored matrix plots, mimber of rows be-
ing equal to number of genes and number of columns - to nunfleperiments.
Each cell in the matrix corresponds to an expression valaeyeie for an exper-
iment. The color of each box can vary from red to green, withredlecting high
expression and green reflecting low expression. In ordeaiio gew knowledge
from such plots, the cells of the colored matrix have to bedexed, so that genes
with similar colors appear in the same region. That way,tehssof genes which
behave similarly across a set of experiments can be dissihgd.

Most available tools focus on the reorganization and imeggtion of such plots.
Figure 1.5 shows an example of a heatmap with 77 genes andetiments.
The first heatmap is not interpretable, because of the ranmaoement of its
cells. The clustered heatmap is a permutated version of ibteofie. One can
easily identify two clusters of genes: one with low expressior the first and
second experiment and high expression for the third ant @xperiment, and a
second cluster with high expression for the first and secapdranent and low
expression for the third and forth experiment. The majoadisntage of this type
of plots is, that it can not detect outliers, genes with gigant difference in the
concentration for a control and treatment experiment bexad the difficulty to
map a numerical value to a color. Such outliers are easy taifgléen scatter plots.



-

Figure 1.5: A heatmap before and after reorganization [9pw®of the first
heatmap are of random order, thus, being uninterpretable s€cond heatmap is
reorganized by a computer program, with clearly detectvmgdlusters of genes.

Scatter plots are plots that visualize pairwise correlatmdables, e.g., control
versus treatment experiment. A scatter plot matrix cossisinore than two such
variables. This type of visualization manages to identiffliers easily. Figure
1.6 shows an example of a scatter plot matrix using the samaeadaFigure 1.5,
but depicting the presence of one outlier. For experimengihdycontrol and
experiment 2 being treatment, the outlier has lower express experiment 1
and higher expression in experiment 2, therefore it resptmthe treatment.
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Figure 1.6: A scatter plot matrix with a distinguishablel®@utin Experiment 1
versus Experiment 2.Figure adopted from [9].

In contrast to scatter plots whose axes are orthogonal)g@araordinate plots lay

out the axes in parallel. This data analysis tool is used terdene relative and

common patterns in the expression profiles of componemseSicatter plots and
heatmaps do not hold any information on time, parallel pegfibts are most suit-
able for the visualization of time course expression datethiermore, such plots
can be used to determine genes with similar profiles (coemgad genes), which
are potentially co-regulated. Finding such groups of gemedten an important

step in examining new gene functions and in developing gegaatory networks

[10]. An example plot [11] is shown in Figure 1.7.
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Figure 1.7: Parallel coordinate plot with a cluster of sandjene expression pro-
files.

Biological networks visualize different types of compohexationships, such as,
gene interactions, protein/protein interactions and bwia pathways. They can
gather user-defined information as well as literature datader to help observers
to understand the complexity of biological systems and to gew knowledge in
this domain.

However, most common visualization tools concentrate o afithese aspects
and do not combine both methods- plot creation and netw@lkalization. A
variety of computer applications exists for network viszetion as well as for plot
creation, but none of these programs is in a position to coenboth techniques.
Hence, the need for a tool that is able to support followingcfionalities arises:

Visualization of time-course expression data

Visualization of gene regulatory networks

Search of similar expression profiles

Integration of user-defined data

Integration of biological networks from external datatsase

10



The new tool has to be user-friendly and expandable for neasidnd function-
alities. This diploma thesis focuses on concept designmaptementation of Ex-
pression Data Visualizer (EDVis), a tool responding to éhregjuirements. EDVis
can be reached under http://pybios.molgen.mpg.de/EDVis.

The thesis is structured as follows: Section 1 gives a shtdduction to the bio-
logical background of the domain and the objectives of tsig Section 2 briefly
presents some applications closely related to the topibeoftiesis. The concept
of EDVis including requirements, functionalities and ceptual approaches is
described in Section 3. Section 4 represents the implementaf the tool and
Section 5 the evaluation of usability and running time, al asea comparison of
the implemented methods for discovery of curve similarBpme related prob-
lem domains and the portability of the tool to those domanesdescribed in the
discussion. Finally, the thesis is summarized in Section 6.

11



2 Related Work

This chapter briefly presents some of the current applicataosely related to
EDVis and compares them on several criteria in order to sheweed to imple-
ment a new web application that responds to the requirements

2.1 Related Applications

Cytoscape

Cytoscapé[12] is an open source bioinformatics software platformvisualiz-
ing molecular interaction networks and biological pathgvapd integrating these
networks with annotations, gene expression profiles aret atiate data. It is dis-
tributed under the Library GNU Public License (LGPL) and lempented in Java.
Many plugins for Cytoscape in form of separate works ex@he of them are for
free use and can be easily added to cytoscape.

Cytoscape focuses on gene/protein network visualizatohaaalysis. Network
data can be integrated via files (standard formats, suchFas@GML [13] , XG-
MML [14] , BioPAX 3, SBML* , etc as well as delimited text formats are sup-
ported) and viewed by the VizMapper. It represents a briglilep of features
including a variety of layout algorithms for the network wadization, bird’s eye
view for navigation in large networks and a network managette organization
of multiple networks. Depending on the level of gene expogsshodes are col-
ored on the scale from one color to another (e.g green to rewfyative to positive
expression values). Furthermore, web service clients\a#aale. That means
that the application can directly connect to external datab and import network
interactions. Currently, following databases are sumgubrPathway CommoRfs
IntAct [27], BioMart®, NCBI Entrez Geng and PICR . The tool allows the anal-
ysis of networks by many criteria:

’http://www.cytoscape.org/
Shttp://www.biopax.org/

“http://sbml.org/
Shttp://www.pathwaycommons .org/pc/
Snttp://www.biomart.org/
"http://www.ncbi.nlm.nih.gov/sites/entrez?db=gene
8http://www.ebi.ac.uk/Tools/picr/

12



* Filtering—select a subset of nodes that share a commonnypesy., genes
involved in a number of given interactions .

 Finding Clusters—the network is studied against gene sgje data to find
related subsets of nodes (clusters, highly interconneetgdns).

GenMapp

The Gene Microarray Pathway Profiler (GenMapf)5] is a stand-alone com-
puter application that views and analyses microarray ggpeession data in the
context of pathways. Similar to Cytoscape GenMapp disptmrse expression
data on interaction networks by color-coding the nodesdasecriteria defined
by the user. Additionally the tool provides links to extdrdatabases with further
information about genes and interactions. A number of toofscentrate on the
analysis of microarray gene expression data by disregaidiown gene func-
tions, thus avoiding the bias of the previous knowledge amdiging possible
gene interactions. GenMapp on the other hand uses this kdgelfor further
investigation in order to provide new hypotheses aboutipteseew interactions
and relations. GenMapp loads pathway information from sd\d@atabases: the
Alliance for Cellular Signalingf, BioCartd!, EcoCyc4 [16] and MetaCyé5,
the Kyoto Encyclopedia of Genes and Genomes (KEGG [17]) athDB [18].
Moreover, the user has the opportunity to change the nesxforkheir own use,
to create new networks and to apply complex criteria for uigngene expres-
sion data. Users can export their defined networks in a ddecmat defined by
GenMapp- the MAPP format and exchange it among themselveditidnally,
existing MAPP’s included with the software and created kg ltlelp of articles,
textbooks and public databases can be downloaded and used.

“http://www.genmapp.org/
nttp://www.afcs.org/
Unhttp://www.biocarta.com
Phttp://metacyc.org/

13



PubGene

PubGené&® [19] is a collective name for the PubGene web tool and an eteda
database gathering data from the medical subject headiagt) and the Gene
Ontology (GG®) database. Data have been automatically extracted fromiéve
million MEDLINE (Medical Literature Analysis and RetrieN&ystem Onliné®)
records. PubGene is a ’literature network’ that organizga th a way easy to
access and navigate. It helps scientists to retrieve cdmpsave information
about genes and proteins without having to search througieraus databases
or papers. PubGene uses text-mining algorithms to retiigeemation from the
abstract texts of millions of articles and link protein ongepairs. It generates
'literature networks’ in which nodes are genes or protemmdthe edges represent
the number of articles where pairs of components are mesditogether.

VisAnt

Visual Analysis Tool (VisAnt}’ [20] is an application for the integration of bio-
molecular interactions into graphical networks impleneenivith Java Applets.
The tool can be used as a web-application or as a stand-atonputer pro-
gram. VisAnt integrates data from a large range of publisinéakmation on
bio-molecular interactions as well as such uploaded by #e. uVisAnt uses
the MVC (Model-View-Controller) design pattern to separdata from logic and
representation, improving data integrity, testing andillixy.

The main interface of the application, the network vistwalan panel, supports
viewing of large biological interaction data sets (sucidgest cases with 15,447
nodes and 1,722,708 edges have been carried out). Furttegrmethods for
editing, prediction and construction of interactions anplemented. Expression
data is visualized in the context of pathways. Networkstegkay the user can
not only be exported in several formats (SVG [21], PNG, JPEGuut also put
online by constructing hyperlinks that open the networkgigAnt. This feature
is convenient for example for paper references or linksleptveb pages.

Bnttp: //www.pubgene.org/
Ynttp://www.nlm.nih.gov/mesh/
Bhttp://www.geneontology.org/
http://www.nlm.nih.gov/pubs/factsheets/jsel.html
Thttp://visant.bu.edu/

14



Ingenuity IPA®

Ingenuity IPAY is a web-based application that supports integration,alizar
tion and analysis of gene expression data, microRNA and SKParrays and
different experiments generating gene lists. ¥Rgathers information on genes,
drugs, biomarkers, etc. , extracted by experts from a lagge of scientific liter-
ature and eases immensely the search by merging this date itool. Similar to
all mentioned tools, it supports network graph visual@atiediting and analysis.
IPA® allows users to share their research with colleagues thrintgractive e-
mails, lists, analysis summaries and pathways ®IBAnot available for free use,
a free 2-week trial can be downloaded.

EGAN

Exploratory Gene Association Networks (EGAR22] is a Java desktop appli-
cation that integrates and visualizes results from expbdoyaexperiments in in-
teraction graphs, providing meta-data for gene lists anectiinks to literature
and databases (NCBI Entrez Gene, PubMed, KEGG, Gene Ogfold@P° |
Google, etc.). EGAN uses Cytoscape libraries for graph wvigw The tool is
similar to the programs mentioned above in its functiogalithere are certain
functionalities that make EGAN stand apart from the restigfio The program is
free of charge in academic research. EGAN performs netwardute discovery,
which means that it can discover genes that weren't preséin¢iexperimental set
of genes. In other words, it provides possible significamegethat can be added
to the experimental network. EGAN is entirely separate fthendata model, al-
most all data can be changed or added by the user, this da@dstnansmitted to
another server. Furthermore, EGAN can be used as a modufgpelane analysis
program.

GeneSpring

GeneSprinélis a powerful bioinformatics software, providing methodsstatis-
tical analysis and visualization of gene expression datae fool is created for

Bnttp://akt.ucsf.edu/EGAN/

Pnttp://www.ihop-net.org/UniPub/iHOP/

2Onttp://www.chem.agilent.com/en-US/products/software/
lifesciencesinformatics/genespringgx/pages/default.aspx

15



the needs of biologists in order to favor the investigatiod anderstanding of
biological data.

GeneSpring provides statistical tools for testing diffei@ expression (measure-
ments before and after treatment). This feature is of grepbitance for the in-
vestigation of diseases and treatment testing. Diffeaintexpressed genes give
important information on how a treatment effects a dise@ke.biological mean-
ing of differential expression differs immensely from thatimematical definition
of the term. In mathematics a difference in the concentna@ny non-zero dif-
ference before and after treatment. The testing for retadiffierential expression
has to be adapted in a way that is biologically meaningful.[28urthermore,
GeneSpring offers methods for pattern discovery in exppass$ata. Clustering
algorithms group together similar expression profilessthlistinguishing genes
with similar biological function. The application dispkgata in form of various
types of plots and diagrams, allowing the simultaneous \aad comparison of
results from different experiments. Additionally, Gena8g offers a GeneSpring
Workgroup, an environment where scientists can importhaxge, visualize and
search analysis results. GeneSpring is not availablederdcademic use.

Comparison

As the volume of biological data increases, the role of digation tools becomes
of great importance for scientists since it is one of the kesgthods to gather
knowledge from the data. There is a large number of visuadizaools available

nowadays. In section 2.1 | describe some of the most comnuds rielated to the

topic of my thesis. This chapter compares these tools ancearfpr the need to
develop EDVis for none of the applications responds to thheirements (see 3.1
for detailed description). Table 2.1 shows a short overwéthhe mentioned tools
with requirements being satisfied by each application.
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Table 2.1: Tool comparison on the basis of supported funatities.

Network External External Plot | Data | Free
. . Database
Visualiza- Database | Cre- | Up- of
: Data : .
tion Links ation | load | Charge
Import
Cytoscape v v v X v v
GenMapp v v v X v v
PubGene v X v X X v
VisAnt v v v X v v
Ingenuity

2o v v v X | v | X
EGAN v v v X v v

Gene
sy | X v v oL v X

One of the approaches in systems biology for gaining newlimsiabout a molec-
ular network is to integrate preexisting knowledge witlyascale experimentally-
derived datasets. This idea is used in all mentioned toaspXor PubGene. All
of them are able to extract knowledge from several datalmas®sombine it with
user-uploaded data. Most applications support networkalization and linking
to external databases for detailed information about né&twomponents or rela-
tions. Cytoscape is probably one of the most powerful toedslable in this do-
main. It is being continuously improved, many plug-ins eaisd a large number
of them can be freely used. It implements many layout algor# for the visual-
ization of networks and supports graphs with a large amotinbdes. Whereas
Cytoscape is a general network visualization tool, GenMappVisAnt can view
relationships between genes and proteins in networks.oAgh PubGene is a
network visualization tool, it does not respond to the regmients. PubGene sup-
ports only ’literature networks’, such networks reflectyolhierature knowledge
and no expression data. Nodes in the network are connedtes)/itre mentioned
together in the literature. The rest of the tools is simitaGenMapp and VisAnt
in their functionalities with some minor differences.

The major problem that occurs by all tools but GeneSprinpas hone of them
supports plot creation. Undoubtedly, the network viswion is of great im-
portance, but it's not sufficient if a detailed exploratidnrcomponent profiles is
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demanded. Profile plots allow the comparison of many geneesgn profiles
and can be used to determine genes with similar profiles warieln most cases
co-regulated. Finding such genes helps to deduce genadosend create gene
networks.

2.2 Related Databases

CPDB

The ConsensusPathDB (CPDB) [24] is a database that inésghatman func-
tional interactions. CPDB is being developed by the Biainfatics group of
the Vertebrate Genomics Department at the Max-Planckibestfor Molecular
Genetics in Berlin, Germany. As the amount of current kndgéeabout interac-
tions grows, it becomes even more difficult for scientistextract this informa-
tion since data is dispersed in more than 200 databases etlica gpecific data
format and focus. The need of a database that integratesrebensive human
interaction data arises considering that collecting swath @ the key to gain new
insights in cell biology. CPDB stores different types ofdtional interactions that
interconnect different types of cellular entities. Theudsof the database is held
on the integration of existing database resources, a mampl@hd of interaction
data is also supported. Currently, the database contamarméunctional interac-
tions, such as gene regulations, physical interactionberathemical interactions,
integrated from 18 publicly available database sourcdsdieg: Reactome [25],
KEGG (metabolic reactions only), HumanCyc [26], PIDBioCarta, NetPaff?,
IntAct (data from small-scale experiments only), DIP [2BIINT [29], HPRD
[30], BioGRID [31], SPIKE [32] and others. As the integratéata overlaps at
a certain extend, CPDB offers a method to merge identicasiphlentities and
identify similar interactions.

Furthermore, CPDB offers a web interface The user is able to search for inter-
actions of specific physical entities or pathways by nameatalzthse identifiers
through the search function of the CPDB. Found interactemesdisplayed in
a form of a network graph in the visualization environmenGC&fDB. Network
graphs are composed of nodes and edges. Nodes can eitheydieaplentity

2http://pid.nci.nih.gov
2http://www.netpath.org
2http://cpdb.molgen.mpg.de
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nodes or interaction event nodes. Different node colorsisee to reflect the par-
ticular node role. Edges are used to connect interactiotis ptiysical entities.
Apart from the search of interactions, the user is able tocbefar shortest path
of interactions between each two distinct physical erstitieurthermore, CPDB
supports import, export and expansion of networks. Net&/odn be imported or
expanded via files in one of the supported common formats2¥q PSI-MI or
SBML.

CPDB is closely related to the thesis application since ldfivaluable inter-
action data integrated from many publicly available dasalsa A connection to
the CPDB would enable scientists to combine user-definedanks with already
known functional interactions. Thus, expanding definedilagry networks for
further investigation.
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3 Concept

As the load and variety of biological data produced by dieergperiments grows,
the need of analytical tools supporting experiment spetftifictionalities arises.
Many existing tools are adapted for a certain type of expemnirdata and therefore
implement analytical and visualization methods adjusteg@érticular experiment
types. Thus, the number of visualization tools has growrmaasthe diversity of
analytical methods. Section 2 has already shown commormg usualization
tools in the context of expression data. However, none oafgiications could
offer an appropriate interface for time series expressiata disualization and
analysis in context of the requirements to the tool.

3.1 Requirements

The central goal of my diploma thesis is to develop a web appbn, that sup-
ports time series expression data integration, graph astd/igualization, as well
as methods to identify possible closely related componéistpurpose is to serve
as a visualizing tool that can be used to discover new unknaations or to

build assumptions which can be further investigated infatoies.

Given a large set of time series expression data in a predetaide format, the

needed application has to be able to integrate, visualideaaalyse the data in
a user-friendly way. Furthermore, quick response timesriost frequent user
requests (e.g. search, creation of plots and graphs) aeetx}y as well as support
of different data resources (lab data and user defined data).

At the same time the web application has to be simple and ,paiphisticated
graphical interface is not required or wished. The main $asikept on the func-
tionalities. A short documentation in a form of help menuasbe delivered.
As a part of user friendliness the response times of the egtn have to be
kept as quick as possible, most frequent requests have tmbegsed in accept-
able tim&4. Furthermore the web program has to support different tppesta.
Users should be able to compare data coming from laboratqrgrenents with
user-defined, e.g., simulated, experimental data in oalbetable to verify bio-
logical models of diseases.

24Chapter 5.3 gives a more detailed description of toleraspanse times for web applications
and evaluates them in the context of the application.
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3.2 Conceptual approaches

As already mentioned in Section 1.1 a main challenge of mawolpdical stud-

ies is to discover co-expressed genes. Finding such grdupsnes is often an
important step in examining new gene functions and in undedsng interac-

tions between them. Many of the component interactions laeady known to

scientists, however there is a large set that has not beeaveied yet. One of
the main goals of the application is to enable users to fingdiptesunknown de-
pendencies between components. One method is to compaimtheourses of
all components for an experiment and choose related cu@eses with similar
expression profiles are expected to be functionally relatecb-regulated [33].
Grouping genes into clusters on the basis of similarity leetwtheir expression
profiles has been the main approach to predict functionalutesd from which

important inference or further investigation decisionlddee made [34].

One of the key issues in finding similar time series profile®idefine the simi-
larity between two time series. Distance measurements@melations are com-
monly used as similarity definitions. One of the most usedtagies is to mea-
sure the Euclidean distance or make use of a correlationRegrson correlation,
Spearman correlation. Nevertheless, these methods depehd measured data.
Therefore each of these approaches can be more appropriated type of data,
but not suitable for another. All three approaches are torippemented and their
results to be compared and observed in the course of my thieseddition to
these three methods, a forth algorithm - the Dynamic TimepWgralgorithm is
proposed and implemented [38].

In the following a description of each method is introducathveorresponding
application fields for each of them.

3.2.1 Euclidean Distance

The Euclidean Distance determines the actual distancecketwach two points
that can be measured with a ruler. It is the most common usalstance met-
ric. Applied to vectors, it measures the summed distancesdes each two
points, given that the length of the vectors is equal. Givem Yector variables
X = (X1,X2,..., %) and¥ = (y1,¥2,...,¥n), then the Euclidean Distance d(X,Y) is
defined by:
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n
d06y) =4/ > 6w
i=1
The use of the Euclidean distance is accurate if one is stenlen finding curves
with minimal distance between each value pair. The lowedib&ance the more
are two curves related to each other.

However, this classical distance metric fails to captunegeral variations since it
is very sensitive to small distortions in the time axes anaseguently produces
in some cases poor similarity measures between time s€uether disadvantage
of this metric is that it cannot detect profiles with exactig tsame shape but a
relatively large difference in the amplitude (Figure 3))(lComponents with dif-
ferent profiles, but with lower expression levels can endlapectogether (Figure
3.1(a)).
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Figure 3.1: According to the Euclidean distance metric tioéiles in (a) are closer
correlated than the profiles in (b), although the time sendb) have almost the
same shape.

On the other hand, the Pearson and the Spearman correlationae robust
distance metrics in this respect since they measure theseaimilarity of two
curves.
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3.2.2 Pearson Correlation

Pearson correlation indicates the degree of linear relslip between two vari-
ables. It was developed by Karl Pearson and is therefore cné&@®arson correla-
tion coefficient. Next to the degree of correlation, this Inoet gives information
about the direction of the correlation. The value of the ficieht ranges between
+1 and -1. A correlation between 0.75 and 1 means that thables are in pos-
itive linear relationship (as the value of one variable @ages, the value of the
other variable decreases) and a correlation between -Qd’8lastands for a nega-
tive linear relationship (as one variable increases, theratecreases). If the value
of Pearson’s correlation coefficient lies between +0.25#h@5, then it is said to
be a moderate degree of correlation. A Pearson correlatitween +0.25 to zero

means that a low/no tendency exists. Scatterplots areldeefthecking whether
a relationship is linear.

Given two vector variableX = (xq,%,...,X,) andY = (y1,¥2,...,¥n), Wwhere n is
the length of each vector, then the Pearson correlati®ny) is defined as the

covariance of the two variables divided by the product oirtbiandard deviations
[35]:

F(X,y) = SOMXY) _ EIX = ) (Y = )]

Ox Oy Ox Oy

An alternative formula for the Pearson correlation is alalable:

Figure 3.2 shows the Pearson correlation applied to twolhigbrrelated ( =
0.987) time series variables andY, plotted as a scatter plot (a) and as a parallel
profile plot (b). The scatter plot contains set$xfy) pairs, withx € X andy € Y.

It clearly represents the positive linear relationshipestn the two variables. The
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parallel plot graphic displays both variables as time csirgbowing the similarity
of their shapes.
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Figure 3.2: Pearson correlation shown for two time seriembkes: with scatter
plot (a) and with a parallel profile plot (b).

An important property of the Pearson correlation is thad invariant to changes
of location and scale. In other words, Xf is transformed ta + bX andY to

c +dY, with a, b, c andd being constants, then the correlation coefficient re-
mains unchanged. That is, the same correlation coefficsedétected although
the curve has been shifted or scaled. The Pearson coeffisial#o symmetric,
i.e. r(X,Y)=r(Y,X) This means that if we calculate the Pearson correlation be-
tweenX andY, or betweerY andX, the value of the correlation coefficient will
remain the same. Another property of the correlation isnteependence of the
unit of measurement. For example, if one variable’s unit eésurement is meter
and the second variable is inches, even then Pearson tmmetaefficient would
not change.

The Pearson correlation is a common method for measuringe @imilarity in
time series data. Nevertheless, this method is not suifabldistributions dif-
ferent than normal ones and for variables that have outlisrgshese cases the
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coefficient is not stable and might show a correlation algioonone is present.
Therefore a more robust correlation coefficient such as gga®nan correlation
has to be used.

3.2.3 Spearman Correlation

Spearman correlation (also known as Spearman rank coordlabtamed after its
developer Charles Spearman, is independent of the vadailéution, because
it is calculated via Pearson correlation over variable sanktead of variable val-
ues. Itis mostly used when the Pearson correlation giveleausg results. The
Spearman correlation coefficient ranges also between -1Laiffdy tends to in-
crease wheiX increases, then the correlation is positiveY Ifends to decrease
whenX increases then the correlation is negative. Zero reflectorelation. If
X = (X1,X2,...,Xn) andY¥ = (y1,¥2,...,Yn) are two vector variables witkh andy;
converted to ranks) is the length of each vector aglis the difference in statis-
tical rank of corresponding variabl@gsandy;, then the Spearman correlatipnf
no tied ranks exist, is given by [36]:

n

d2

ﬁ,di:Xi—Yi,XiEX,YiEY

If tied ranks exist, then the Pearson correlation betweeksrahould be used for
the calculation.The rank of a value is equal to its positiothie ascenting order
of the values. If equal values exist, the rank is calculatedraaverage of their
positions in the order.

Information specific to the distribution is lost when ranks ased. Consequently,
the Spearman correlation does not require any assumptransderlying condi-
tions related to the distribution for the procedure to bélvah contrast to Pearson
correlation that can detect only perfect linear relatigpsh perfect Spearman cor-
relation results wheX andY are related by any monotonic function (Figure 3.3).
To perform Pearson correlation it has to be given that botialkes are normally
distributed. Since no such assuption can be guaranteedgerimental data, the
Spearman correlation should be preferred in this contegeaBnan correlation
coefficient should be used more often, it gives as much irdtion as the Pearson
correlation coefficient and is of wider validity, as disced$dy Altman [37].
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In more general cases though, it is often arguable whictetairon coefficient is
more reliable. As using ranks is a major advantage of ther&meacorrelation,
it is a disadvantage at the same time, because it negletsnafmn. Ranks only
preserve information about the order of the variable valbes discard the ac-
tual values. Because of this information loss, nonparamptocedures like the
Spearman correlation can never be as powerful as the paramethods when
parametric tests can be used. That is, when it can be assihaueithe observed
variables are normally distributed. But on the other hahd,3pearman correla-
tion gives more insurance when this assumption is not corféere are also cer-
tain difficulties related to using Spearman correlationfloaent with very large
samples. The problem arising is that it becomes very timswmmng, because of
the need to rank the data for both variables.

Spearman correlation =1
Pearson correlation = 0.91

Figure 3.3: Comparison of Spearman and Pearson correla@earman cor-
relation determines that andY are perfectly monotonically relatggh = 1) in
contrast to Pearson correlation that does not give the saaféatent(r = 0.91).

Although Pearson and Spearman correlations are widelyfoséithe series data,
they are not an optimal solution if a certain time delay ofdioourses is present.
In fact, such time delay can significantly degrade the peréorce of the cor-
relation methods. Therefore a more flexible method adapietirhe delays is
introduced- the Dynamic Time Warping (DTW) algorithm.
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3.2.4 Dynamic Time Warping

Dynamic Time Warping is an algorithm that measures sintyldoetween two
sequences (e.g. time series) that may vary in time or spe€d/ Was originally

developed for speech recognition [38], but any data thabeanrned into a linear
representation can be analysed by the algorithm.

For example, DTW can detect similarities in walking patteaven if one per-
son was walking more quickly and the other one slower. A @ipweellknown
application is the automatic speech recognition, to swstabhg discover similar
sequences even for different speaking speeds. Such feaionportant for con-
verting spoken words to text via computer programs. Saveddppatterns are
compared to a spoken text in order to recognize single wddysapplying the
DTW one can detect two words as the same even if a vowel wasspmk in a
different way (shorter or longer).

In the following, the Dynamic Time Warping algorithm is iattuced, as well as
the reasons to use it in context of time series expressi@n dat

Since biological processes may unfold with different ratesesponse to differ-
ent experimental conditions or within different organisam&l individuals, gene
expression time series can variate not only in terms of esgowa amplitudes, but
also in terms of time progression [39]. Figure 3.4 shows tineetseries pro-

files once exactly aligned above one another and once alignedmore elastic
non-linear method. The first plot shows that any distanceio@t.g., Manhattan,
Euclidean distance, ...) would produce poor curve sintyiaince the i-th point

of one of the time series is placed (compared) with the i-ihtpaf the other. On

the other hand, the second plot uses a more flexible alignraboiving a more

intuitive similarity measure with matching of similar skespeven if they are out
of phase in the time axes.
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Figure 3.4: An example of a curve comparison on the basisstdce metric (a)
and a more elastic alignment (b).Figures adopted from [40].

Given two time series of feature vectors= (a, ay, ..., &, ...,a,) andB= (b, b, ..., bj, ...

the two series can be placed on the sides of a grid, with onestop and the other
one on the left. Both sequences start on the bottom left ogyride A distance
metric d; ; can be calculated for each corresponding paif) in the resulting
matrix. The type of the chosen metric highly depends on thairements of the
application. In the context of time series expression da@gms more reasonable
to use a correlation coefficient instead of a distance msinice it is supposed to
measure the similarity in shape between two profiles. Ferghspose the Spear-
man correlation coefficient was applied with a slight adjuestt. Normally the
correlation would return also such curves that possesgsinegarrelation. A neg-
ative relationship is not of interest for the purpose of ER@VIherefore a Spear-
man correlation “distance” is applied between all pairqegrid, withd =1—p,
wherep is the Spearman correlation. Considering that the Speacm@alation
is defined over sequences and not over points, tigretands for Spearman dis-
tance between both sequencas ...,a) C Aand(by,...,bj) C B, with i, j being
corresponding pairs in the grid. The Spearman distancecafiisequently range
between zero and two. Zero stands for perfect positiveioglsthip, one for no
relationship and two for perfect negative relationshipwiNt find the degree of
similarity between two series, one needs to find the pathhuiicimizes the total
distance between the sequences and calculate the cost p&thi The correlation
between two sequences is introduced by the concepwvairping path

Definition 3.1. A Warping Path (WP) is a sequence-R p, ..., pk) of tuples g=
(is,js) € [1:n x [L:m]fors € [1:K].
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A minimum warping path is consequently a warping path witmimum cost.
Figure 3.5 displays the arrangement of two time series onichagrd a corre-
sponding warping path with minimum costs.
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Figure 3.5: A grid with two sequences A and B, correspondmBitjure 3.4(b),
placed according to the requirements of the DTW algorithime fied circles de-
note the path which minimizes the total distance betweendBaRigure adopted
from [40].

Finding this path involves determining all possible route®ugh the grid and

computing theoverall distanceor each of them. Therefore thmverall distance

of the minimum warping path is the minimum of the sum of thetsdmetween

the individual elements on the path. Hence, as the lengtheo§équence grows,
the number of possible routes can explode exponentiallyer&ibre the DTW

algorithm proposes restrictions arising from the obséwaton the nature of ac-
ceptable paths through the grid outlined in Sakoe and CB#ja[

» Boundary condition:p; = (1,1) and px = (n,m). The path starts at the
bottom left and ends at the top right. This guarantees tlealtgnment does
not consider partially one of the sequences (violation eifatary condition
in Figure 3.6 (a)).

* Monotonic condition: Ki;<i2<..<ik=nand1<j1 < j2<...< k=
m. The path does not go back in time index, bo#ind]j indices increase
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or stay the same, they can never decrease. A guarantee dhatefe are
not repeated in the alignment is given (violation of monataondition in
Figure 3.6 (b)).

» Continuity conditionis—is.y < 1 andjs— js.1 < 1. The path advances one
step at a time. Bothandj can only increase by at most one on each step
along the path. In other words, no element of both sequergesejumped
over (violation of continuity condition in Figure 3.6 (c)).

» Warping window condition|is— js| < 8, where@ > 0. The searched path
is unlikely to be very far away from the diagonal. The dis@atlowed
for the path to wander is the warping window width. This als@m@ntees
that the alignment does not try to skip different featured gets stuck at
familiar ones (violation of warping window condition in kige 3.6 (d)).

ﬂw/ ‘\\_ﬂ_/—\_ .. .!JIEH’FIIIE... - ﬂ r'/ \\\"II \"'—‘/_\\.—.

(a) (b) (c) (d)

Figure 3.6: Example violations of DTW constraints: (a) Bdary condition; (b)
Monotonic condition; (c) Continuity condition; (d) Wargirwindow condition.
Figures adopted from [40].

By adopting these restrictions the number of possible mouggoing from each
point in the path is being restricted, thus the number of p&tlat need to be
considered is reduced.

Instead of finding all possible paths through the grid thésBathe conditions,
the DTW algorithm keeps track of the cost of the best routeatthgoint in the
grid, which is indeed the power of the algorithm. Thereforeuamulative cost
matrix D is calculated with:

0 i—j=0
D(i,j) = { min{Dj_1j-1,Di_1j,Dij_1} +dij i>0,j>0
00 otherwise
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That is, the cumulative distan€Xi, ) is the sum of the distance between current
elements (specified by a point) and the minimum of the cunvelatistances of
the neighbouring points. Since both predecessor pointheffliagonal are used,
the above formulation is a symmetric algorithm. Upon cortiple the optional
warping path can be traced back in the table by choosing #hequrs points with
the lowest cumulative distance. Since only the minimum cosif interest for
the application, finding the warping path itself is not sup@d in EDVis. Then
D(n,m) is the minimum cost of the best warping path and can be caémilaith
complexityO(m=n). Algorithm 1 illustrates the Dynamic Time Warping Algo-
rithm, whered(x,y) is the Spearman correlation distance.

Algorithm 1: DynamicTimeWarping
Input : Discrete sequence char a[1..n], discrete sequence chamb[
Output: Similarity measure int

begin
declareint D[0..n,0..m|
declareint i, j,cost

for i < 1tomdo
| DIO,i] + infinity
fori< 1tondo
| DIi,0] <= infinity
D[0,0] «+ O
fori« 1tondo
for j <+ 1tomdo
cost« d(ali],b[j])
D[i, j] + costt minimum(D[i — 1, j]),
DTWIi, j—1],
Dfi —1,j 1))

retumn D[n, m|
end
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Undoubtedly the major drawback of the algorithm is its qasidrcomplexity
which grows with the number of time points measured. By apglyhe warp-
ing window constraint one can significantly reduce its ragniime by limiting
the cells that need to be evaluated in the DTW grid. However,RTW algo-
rithm of EDVis does not make use of a warping window for a reagowarping
window might compromise the alignment accurasy of DTW analash worse
performance than the other methods which is not the pusgdke application.

Variations of DTW

Note that depending on which constraints are adopted falgoithm, the result
of DTW may vary. EDVis implements the classical variant of \WTsupport-
ing monotonicity, continuity and the boundary conditior@onsidering that the
matching performance of the algorithm may suffer if furtibenstraints are not
studied carefully, no additional conditions were adopteths point. However,
the latter does not exclude future optimizations driven e concrete needs,
such as lower complexity if extremely large datasets ardiastli Some of the
DTW variations are discussed in the following[41].

The continuity constraint of the DTW algorithm ensures tath element from
A= (ag,ay,...,a,...,ay) is assigned to an element Bf= (by,by,...,bj,...,bm)
and vice versa. A disadvantage of this condition is that glsielement of
one sequence can get assigned to many consecutive elenights ather se-
qguence, which leads to vertical and horizontal segmentseoiarping path (Fig-
ure 3.8(a)). Thus, the warping path can get stuck at somégqostith respect to
one sequence, corresponding to a local delay by a largerfacto a local delay
by a large factor of the second sequence.

In order to avoid such unwanted effects, one can modify tmgimoity condition
to restrict the slope of the acceptable warping paths. Recavious continu-
ity constraintps.1 — ps € {(1,0),(0,1),(1,1)} forse [1: k] <= igy1 —is <
land k.1 — js < 1 (Figure 3.7(a)). The new continuity constraint is chantged
Ps+1— Ps € {(2,1),(1,2),(1,1)} for se [1:k] (Figure 3.7(b)), resulting to warp-
ing paths having a local slope within the bour%jand 2. The new cumulative
cost matrixD can be calculated with:
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0 i=j=0

D(i J): d(al,bl) i:j:l
’ min{Di_1,j-1,Di_2j-1,Di_1j-2} +dij i>0,j>0
00 otherwise

A further restriction applied by the modification of the comity constraint is,
that a warping path between two sequengesdB is defined if and only if the
lengthsN = |A| andM = |B| differ at most by a factor of two. Furthermore, it
is not required for all elements & to be assigned to an element®fand vice
versa. Figure 3.8(b) illustrates the omission of elemehtstber sequencen; is
assigned td1, ag is assigned td,, butay is not assigned to any element.

{i.j} ) < (i) . fiej}
B A4

(i-2,j-1) (i-3,j-1) (i-1.j-1)

(i-1.j)

(i-1,j-1} (i.j-1]

(i-1.j-2)

(a) (b) (c)

Figure 3.7: Modifications of continuity condition (a) Camtity condition of clas-

sical DTW; (b) First modification of continuity conditionselting in the omission
of elements in the alignment éfandB; (c) Improved modifications with no ele-
ment omission and degenarations of the warping path. FBgaken from [42].

33



'm

alele]

[ |1

(a) (b) (c)

Figure 3.8: Warping paths with respect to modifications oftocwity condition

(a) Warping path corresponding to condition 3.7(a) withhpa¢generation; (b)
Warping path corresponding to condition 3.7(b) with onuasof elements; (c)
Warping path with respect to the condition of Figure 3.7 @@gures taken from
[42].

The omission of elements in any sequence is to be avoided simportant fea-
tures of both variables can be skipped and not taken intastcas a consequence
the curve similarity measure of DTW may not be reliable. A ensirict continu-
ity condition is introduced in Figure 3.7 (c), which avoidsch omission while
suggesting constraints on the slope of the warping path. dEfiaition for the
resulting cumulative warping path is given by:

d(al,b]_) i = j =1
(Dj1j 1)+ j)
Dii—2,j-1) +di1j) +d,j)
D(i, )= q min¢ Di_1j_2) +di -1+ (i,j) € [1:N]xj e [1:M\{(1,1)}
Dii—zj-1) +di—2j)+di-1j) +dij
Dii-1,j-3) +di,j—2) +di,j-1) + i j)
00 otherwise

The slopes of the warping paths resulting by the continwtydition are between
% and 3. This improvement enforces that all elements of A agnedl to some
element of B and at the same time it excludes warping pathrdgeggons.

As already mentioned, the main drawback of the Dynamic Tinaepivig algo-
rithm is its complexity. A very effective strategy to speqDTW is to perform
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the computations on adjusted versions of the sequehessl B by reducing the
lengthsN andM of the sequences. One way to reduce the data rate is to process
the sequences by a suitable low-pass filter followed by dempéing. Another
strategy is to approximate the sequences by some functidham to perform

the warping on the adapted data. A very important limitabbthis solution, is

that one must carefully choose the approximation deptheghph the alignment.

If the approximation is chosen too fine, then the gain of speedsignificant.

On the other hand, if the approximation is chosen to be tooseday decreasing

the sampling rate of the two sequences, the resulting paghbe@ome inaccurate
[41]. Figure 3.9 illustrates this problem.
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Figure 3.9: (a)Cost matrix without adjustment; (b)Costnmaifter low-pass fil-
tering and downsampling by two; (c)Adjustement with an esglalignment. Fig-
ure taken from [42].

3.3 Web Application System Design

The aimed web application EDVis has to support the functibes described in
Section 3.1 given sets of time series expression data. ™etsare available in
a file form and are therefore inappropriate for the needs dassical web ap-
plication, including efficient search, read, write and updaperations. Thus, a
database is designed and populated with the time seriesRfa&ded data com-
prises typical values measured by time series experim8etsibn 1.1), such as
expression values, p values anddagtios. Figure 3.10 shows the architecture
of the Zope [43] based web application EDVis, with the comr3dier web ap-
plication architecture being adopted. The data storager lsyrepresented by a
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MySQL [44] database- EDVisDatabase (further denoted asi&IDR). The ap-
plication logic and the representation layer are realiged Bope Product named
ZPEDVis. Further detailed description of the tool and ussthhologies is intro-

duced in Section 4.
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Figure 3.10: EDVis architecture
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4 Implementation

4.1 Used Technologies
4.1.1 MySQL

Nowadays, there are a lot of debates about which databalse mdst efficient,
fastest or most reliable. Experience shows that there isomect answer to the
guestion. The choice of database depends highly on the apyitation and its
requirements. Thus, one database might be the perfecisotat an application,
but inappropriate for another. MySQL has several advastagéhe context of
EDVis:

» Support availability: MySQL is one of the most used databatterefore a
large community, resources and books are available forgaetidevelop-
ers.

« Open source/Free to use

» Speed: Combined with MyISAM engine (Section 4.2.2), MyS®lightweight
and very fast.

Therefore MySQL was chosen to be used for the web applicaime it responds
to our requirements with speed being the leading one.

4.1.2 Zope Web Application Server

Zope is a web application server written in the Python [45]gpamming lan-

guage. It is an open source, free, object oriented appicaterver designed for
the creation of high-performance, dynamic web pages. Téation of web sites
with Zope is easy and rapid. Zope gained popularity in theylaars because of
its speed, flexibility and power. Some of the main advantaj&epe are:

» Separation of data, logic and presentation.

» Storage of website components in objects of the Zope Objatalase,
unlike common file-based web server systems like ASP or PI8Pthat
store websites in files. This feature allows developers tefiefrom the
advantages of object technologies.
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Simple user interface.

Requires no configuration.

Powerful user management system that can scale well to mserg with
different rights and privileges.

Zope is free and open source.

Zope was chosen for the development of EDVis because of tvenéabjes men-
tioned above, personal experience with the technology @adjvod integration
in already existing platforms in the systems biology wogkgroup at the Max-
Planck-Institute for Molecular Genetics.

4.2 Database Design
4.2.1 ER Model and Table Description

The database EDVisDB integrates all provided data andigatibie requirements
described in Section 3.1. Figure 4.1 depicts the define@s$adohd relationships.
EDVisDB abstracts from the type of data in order to be ablediol Information
from different experimental sources (such as simulatecpe@mental data).

In general, experiments are grouped together in expermhgnups. The table
ExperimentGroup stores information about one particutaug. Depending on
the type of experiment, a group can be executed on a chip (a.gase of a

lab experiment) or not, if no chip was used the corresponfieid is defined as
NULL. A group of experiments has optional fields of data likersdate and end
date of execution and a working group which made the experisneA single

experiment type belongs to exactly one experiment grougxaeriment group
can have many experiment types. Each experiment group r@agreer and a user
role as a part of the requirements for user management. Theraf the group
is allowed to delete the experiment group and the user hatmgorresponding
role is allowed to view the experimental group data.

An experiment type consists of name and time of execution.optional field
is the sample which describes the place of the measuremasie(rs, membrane,
etc). Depending on the experiment type each experimenisygssigned different
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types of expression data: expression values and/or p-val@or log ratios. A
separate table is managed for each type of experimental data

The ExpressionValue table stores the concentrations dfggréo a given time
point. A reference to the Probe table is held in order to asaigrobe to each
measurement.

The PValue table holds information about detection p-\vabferobes.
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Figure 4.1: EDVisDB ER Model .
The only table of expression data having a different stmecisithe Log2 Ratios-
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ExpVsExp table, since it holds reference to two experiméeriterefore a separate
table Ratio is designed to avoid redundancy. The Ratio &bles all experiment
type pairs for which a logratio was calculated. The Log2RatioExpVsExp table
stores a foreign key reference to the Ratio table for eadb takv.

The Probe table stores all measured probes with optionai@aal information
such as links to external databases, synonyms, symbals, etc

4.2.2 Table Engine and Indexing

One of the central requirements to EDVis is to deliver resultacceptable time.
Besides optimization of MySQL queries, the choice of dasalsiorage engine is
a crucial factor to performance. Table 4.1 shows a featueeviaw of the default

MySQL engine MyISAM and InnoDB.

Table 4.1: Overview of MyISAM and InnoDB features

MyISAM

InnoDB

Locking Granularity

Table level locking

Row level locking

Performance Faster for less write | Faster for more write
operations operations
Transaction Support No ACID Transactions,
Rollbacks
Foreign Keys No Yes
Fulltext Indexing Yes No

Storage
Requirements

Low disk/memory

Higher storage
requirements

The choice of an appropriate database engine is not trimildepends on the
actual application and the requirements. One should weaigkthe pros and cons
of each engine and decide then which concept is a better@otlgpending on the
demands of the overlying application. In the following I Miiitroduce advantages
of both engines and the arguments that led to the choice o5&yl over InnoDB.

InnoDB is in most cases a better option since it supportsaetions, foreign keys
and row level locking. Supposing we have an application lagtmore updates,
deletes and inserts than selects or such with many mixedngl&sting select
gueries and update queries, InnoDB would be undoubtedljotiieal solution.
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That way one can execute many concurrent select/updategaed benefit from
the InnoDB locking mechanism. MylISAM would perform tableéélocking and
cause long response times leading to serious performaab&eprs. Additionally,
InnoDB offers high data consistency, reliability and duligbas a part of the
ACID paradigma.

Despite the obvious advantages of InnoDB, MyISAM can be namgropriate
in the context of some applications. It’s faster in cases ahyrselects, supports
full-text indexing and works well with default adjustmentanoDB requires, on
the other hand, tuning from expertised administrators tmbst efficient.

The winning argument about the choice of MyISAM is that EDpfeduces no
update queries, many select queries and quite rarely igseries. Data is up-
loaded once and used further in the course of events witlyutjgdates, it can be
deleted eventually afterwards. The main goal is high peréorce ensuring quick
response times over tables which contain millions of rows.

4.3 Prototype
4.3.1 Overview

The first step of the prototype implementation was the da&ll@sign and data
upload. The initial goal was the creation of a raw prototyp&DVis in order
to test the web application and to adopt some improvemergesigns from the
future users. EDVis is fully documented in English for theenmational use of the
product.

EDVis uses the Model-View-Controller (MVC) design pattenplicitly by work-
ing with the Zope Application Server that implements MVC. KIV6 a common
architecture pattern, that separates data access fromavidvactions based on
user input. Thus, easing the reuse of classes, making apphs easier to main-
tain and test. MVC consists of three classes:

* Model: The model manages domain specific information, ipoesls to
state queries, state changes and notifies views of charfygse Product)

* View: The view is responsible of how information is beingadas/ed. (Zope
Page Template pages)
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» Controller: The controller accepts and interprets useutiapd informs the
model or the view to change their state accordingly. (alsgaioed in the
Zope Product)

At first EDVis was designed to view data from the MoGLI projethe MoGLI
project is a systems biology project funded by the Bundemstanum fur Bildung
und Forschung (BMBF) within its research initiative "Meidizche Systembiolo-
gie" (MedSys) . Its aim is the modelling of biochemical réactsystems related
to signal transduction processes and gene regulatory nefwbherefore the data
was imported in the database from the command line. Howavezed to general-
ize the tool and gather data coming from different projeot$ sources appeared.
The manual import of data was soon proven to be time-consyna error-
prone. Thus, scripts were created for the automatic uplbadta. Such import
script requires a data file in a predefined format, describé¢dde documentation
of EDVis. Data can be uploaded either by an administratorydhb user (in this

case the data is handled as user-specific data and cannavizedviby everyone
else).

By using the Zope Web Server EDVis is automatically cleanyd#d into front-
end and back-end. The front-end is designed by:

» Zope Page Templates (ZPT) [47]: templates used by Zope;dhnajenerate
HTML [48], XHTML and XML [49] web pages

* jQuery [50]: a powerful JavaScript library that simplifie ML document
traversing and adds a number of dynamic events for easy acklwebpage
development

* CSS [51]: Cascading Style Sheets that allow the separa&tween web-
page content and design and ease future design changes

The back-end is programmed in the Python language .

The prototype consists of one Zope Product called ZPEDWe. ZPEDVis folder
contains all python scripts. Furthermore the product igdeit into subfolders:

» zpt — contains all zpt pages

* js— contains all javascript files
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» css — contains all css files
* etc — contains shell scripts

* pics — contains pictures for the zpt pages

The prototype implements all requirements listed in thecepi It can be reached
under http://pybios.molgen.mpg.de/EDVis. Further fimealities can be added
in the future, a more extended database search is plannedrigpbemented.

4.3.2 Functionalities and Layout

The EDVis web interface is divided into tabs, each tab rafigobne of the main
functionalities of the tool. Profile search can be perforrigider through the Plot
page or through the Graph page.

Home

The home page shows a short description of the tool and irom about the
working group and the project financing the development oVisD It should
serve as a short introduction for those users that use EDYihé first time and
want to get more information about the application.

Plot Creation

One of the main functionalities is the creation of plot griaplof expression data.
Plots have to be able to view data from up to two data resowttesce. There
are three data resources defined (the support of more resoigrplanned in the
future):

» Expression Data: Gene expression data of experimentsageden labora-
tory

» User Data: Uploaded user data of experiments (e.g. sintuditi)

» Protein Data: Protein data of experiments executed in &bor
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The available data in the database is organized in expetigneaps, each of them
containing many experiments (see Section 4.2 for detadeabdise description).
Concentration measurements, p-values and tatjos can be stored for each ex-
periment and its components. To create a plot graphic oneoha@sose compo-
nents, data resource, experiment group, experiments @edotfydata. The user
is allowed to plot data from various experiments, so that gansons between
experiments can be investigated.

First step of the creation is the selection of the componentse plotted. The
search page is used to search through the database andcsamginents from
the database hits. Figure 4.2 shows a usage example foratehgmge.
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Figure 4.2: Search page— The user can search for componetytsibg them in
the Search List text field or by uploading a file with a list ohgmonents. Database
hits appear in the Hit field and can be added to the Selectiarthbgking one or
more checkboxes and clicking on the arrow.
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One can look for a component using component symbols, Ersesior syn-
onyms. The searched elements can be typed in the desigeatadput field or
uploaded from a tab-delimited file. A list of hits appearshagbrresponding in-
formation about each hit (e.g. external links to databasasponent synonyms,
etc.). Moreover the user gets feedback about the types afrdaburces that are
available for each hit. One search can contain one or manypgoents. After
each search the user can choose search hits and add thentectiase

Next step is the selection of data resources. Depending @muimber of re-

sources, plot options can vary. In case of one data resobecader is able to
plot data from one, two or three experiments within the sarpeement group.

Plotting of more experiments is notimplemented in orderekplots clearly rep-
resented and readable. In case of two resources one carapdirdm up to two

experiments respectively. After having chosen the expamimesources, groups,
experiments and data type, the user can perform data goturves coming

from different experiments and different resources hawfter from each other,

different colors and line styles are therefore used. Eachhas a color and line
style legend, showing the mapping of curves to componen&h Eomponent
is colored with a different color if the number of componeistéess than eight,

otherwise all components are colored red (choosing diftecelors is not dis-

tinguishable). Curves belonging to different data resesirar experiment types
have different line types. Thus, one can easily assign aedora component and
experiment. In addition to that, the user is able to removgezifrom the plot,

assuming that the graphic might not be readable if too manypoments were
selected.

Users can change some of the plot settings. They are allowetiange time
range for each plot, colors and line styles. The change d&f tiamge is an im-
portant option since experiments in different groups cambasured at different
time points. Assume, we have an experiment measured onlyni@hour and a
second one measured for 48 hours. A comparison of compoimeatplot with
a 48 hour scala would be not very helpful. An additional opti® the removal
of components, supposed that the user would wish to remawe #&ms from
the plot. Optionally, plots can be deleted, zoomed or sasgdther with a leg-
end. Figure 4.3 shows an example plot with correspondingraxgnt resource,
experiment, data and plot legend.
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A web interface for integration and visualisation of time-based expression data
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Figure 4.3: Plot page— The user can choose a data resoupagiregnts and type
of data for the plots in the Data Selection field. The Comporssiection has
already been defined on the Search page. Afterwards, plotbeareated by
clicking on the Plot button. All plots appear in the Plotseatger with a legend.
A profile search can be started by clicking on the icon in fiafrégach component
id.

An important feature available on the plot page is the semckimilar profiles
among all available ones. The profile search page is actessibr the icon in
front of each component id. It's opened in a new window andaios one plot
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with the chosen profile. The user can choose a criterion fersdgarch on the
right of the plot: Spearman Correlation, Euclidean DiseariRearson Correlation
or DTW Algorithm. The result of the search is sorted by rand giewed on the

right. An example with a result of a profile search is showniguFe 4.4.

.
E DVIS A web interface for integration und visualisation of time-based gene expression data

M Profile Search B round Candidates

Figure 4.4: Profile search— This screenshot of EDVis showsxample of an
expression profile search using the Euclidean Distance.r@sdts on the right
are sorted according to the distance to the original profité Wwest hits being
plotted first. The example shows that this method returngesuvery similar to
the original profile.

47



Graph Visualization of Interactions

A further feature of EDVis is the graph visualization of irgetions. Such graphs
can be used to better comprehend complex relations betwaapanents. A
graph is created either by an input mask or by an uploadedrtfie graph reflects
different types of components as well as different typesitdractions. Addition-
ally an input file format is defined since there is no curreandard that satisfies
the condition of support of all interaction types that cotbane into question. The
graph itself is created via Scalable Vector Graphics (S\Bagh XML file format
offers many advantages over most used graphical formatsaife a few, SVG :

* is scriptable, DOM-based events such as mouseover and olicisare
supported

e can be animated
* supports hyperlinking

* isindependent of resolution, the SVG graphic adjustsfite¢he resolution
of the output device

* is easy to create and edit

* is easy to read

can be styled by CSS style sheets

These SVG features are of importance for the web applicatimsidering that
graphs will be created, that have to be linked, colored, gednetc. There are
a few more demands that the graph should meet. Differenstgpeomponents
and interactions have to be distinguishable. The user has &ble to change the
graph and add or remove interactions.

Moreover the graph has to be organized hierarchically. Waat plot graphics
consisting of the components of each hierarchy can be créeside the graph.
The graph is created by the dot layout algorithm implemergdhe Python
graphviz [52] package. The algorithm orders nodes in lgyarsids edge cross-
ings, minimizes edge length and aims edges in one direcdignt¢ bottom and
left to right). The layout allows to gather the nodes of a ftagred create a plot
for each layer. With the use of the SVG jQuery plugin the grapstyled and
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manipulated. Furthermore an interaction network can ca@emomponents from
all three data resources, therefore the user can choosemepés and type of
expression data for each resource.
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Figure 4.5: Graph page— The screenshot shows an exampleeniearggulatory
network defined by the user. It has been created by choosegf€New Graph.
The plots on the left correspond to each layer and nodes daybeof the graph,
as well as to a chosen resource,experiment and data typegrépk can be ex-
panded either by the user or by using the connection to CPRiBder to import
interactions from the database.

The profile search is supported by the graph as well. Sucltlsean be per-
formed through the icons of the plot legend. A profile hit candunded to the
graph providing the user is interested in adding a similafilerto the graph. The
database search is carried out after a click on a graph ndue.u3er gets a list
of interactions with the node involved. Analogously, iatetions can be added to
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the graph and the data can be viewed in the graph plots if sustored in the
EDVis database. The network graph can be exported in thefned file format
and exchanged among users of EDVis.

User Management

EDVis supports user management according to the requirtsnserce uploaded
data is strictly secure and cannot be viewed by unauthopgeesbns. The Content
Management System (CMS) of the Zope Server comes with UsealyEament,
Role and Rights support. Therefore only minor adjustmeatstb be made on
the database to satisfy this requirement. The CMS can diffeonly users, but
also assigns roles and rights to each user. The user régistimnot to be exe-
cuted automatically for security reasons. An administra#s to register the new
user to the system and provide a password that can be chaatgeah. Addi-
tionally, he has to assign roles to the user. The Zope Prdthgto care of the
distinguishment between functionalities and roles. Ometionality can be avail-
able for a certain role, but not for another. Thus, users eagiaded into groups
with different roles. Further user management functidiealiare not required, but
can be added at later point. Having added user roles to useFan implement
functionalities available only for specific roles. Curigrdll users can dispose of
the functionalities of EDVis, the only limitation is the datiewed by each user.
Therefore, the table Role was defined. Each experiment geoagsigned with
one or many roles, if the logged user possesses one of the haes allowed to
view and download the experiment group data.

Data Manipulation

To meet the needs of the end users, EDVis has to offer datgpoiation: data
upload and download and deletion of uploaded data.

Data can be uploaded via file with predefined format. The dasmn of the
file format appears in the documentation of EDVis. Each fileesponds to one
experiment group. Data can be uploaded from a predefinedfi@iming a com-
ponent symbol, an id column and data columns for expressatues, p values
and log ratios. Such uploaded data is defined as user data and is tevieedvor
deleted only by the user that has uploaded it. After havirgaged experiment
groups, the user is the owner of the group and is the only oreeisvallowed to
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access the data. These groups can be viewed and deletedyathky bwners of
the data.

In order to download data from the database, the user hassgeg® at least one
role. Depending on the role, he is allowed to download daienfexperiment

groups assigned to the particular role. Data can be dowatb&at a subset of

components (selection) and experiments from the same ferafit experiment

groups.

Help

EDVis is obliged to deliver short documentation in form ofghmenu for the fu-

ture users. The help menu appears on the upper right cortie aieb application
and contains short guidance on how to use the offered fesature on the format
of required upload files.

4.4 Optimization

In the course of implementation some problems concernimging time oc-

curred: the database structure wasn’t optimal which leatbiw queries and slow
creation of plots; some complex queries had to be rewritigget most of the per-
formance.This chapter describes the approaches to overit@®e complications.

One of the ways to optimize query performance is to rewritgegqueries with
many table joins. Query optimization can be of great impuar¢afor the per-
formance if queries are not planned properly. One and the sparary can take
several hours or a second if it's been planned through darefested queries are
sometimes not only hard to read and understand, but als@slélewever, query
optimization did not bring any significant improvement (pim the millisecond
range). Therefore the database design had to be changedinthat data queries
would return results in up to 1-2 seconds.

One of the database design changes that lead to significdatrpance improve-
ment was the change of the id for the Probe table. The initiahgry key for

this table was a unique varchar id that came with the uploaide¢a. Such ids
work well with tables containing several thousands of roWwke tables of ED-
VisDB comprise of millions of rows, a table join is not effioe Instead of the
slow varchar primary keys an auto increment int primary keg wsed. The main
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concerns about using varchar primary keys were that valayas require more
space, therefore finding matches would cost more byte cosguer(e.g. in table
joins).
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5 Evaluation

This section concentrates on the evaluation of differecgais of the implemented
web application.

At first the matching success of profile similarity technigiweas compared on
the basis of published time series experiments and derigad glusters which
are known to have similar functions and profiles. This methpgeared to carry
a certain bias and could not be considered reliable. Thexefehose to use an-
other reliable method of evaluation by comparing the sucoéall metrics against
Gene Ontology (GO) categories. The Gene Ontology projdotaite consistent
descriptions of gene products across different databassiabdardizing gene and
gene product attributes. GO gathers information from matglthses including
some of the world’s major repositories for plant, animal exidrobial genomes,
Three controlled ontologies that describe gene produgest@s are provided by
the project. These are divided into three domains (desonipaken from the GO):

* cellular component- parts of a cell or its extracellularisovment;

* molecular function— elemental activities of a gene prodiiche molecular
level,

* biological process— operations or sets of operations wdffimed beginning
and end, pertinent to the functioning of integrated livimist cells, tissues,
organs, and organisms.

Therefore, given a set of genes, one can test in which comitegaries a subset
of the genes is present. Thus, selecting a subset with a canfumation. The
molecular function and biological process domains wera tigethe evaluation
since they reflect an activity, the cellular component tesmat of interest for the
comparison. Section 5.1 describes in detail how the evialuatas proceeded and
what results were derived thereby.

Usability is one of the features of great importance for wppligations, espe-
cially for those that aim profit, such as online shops. Usghists are used to
measure at which extend the user experiences the commonigéth a tool as

satisfactory, to discover unclarity in the workflow, to deterros, etc. A usability

25Vfisit http://wuw.geneontology.org/G0.consortiumlist.shtml to view the full list
of GO members.
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test has been created for EDVis and carried out by the futseeswof the pro-
gram. The test of EDVis by incompetent users was not corsitleelpful and
was therefore not taken into account. Furthermore the ngntime of central
functionalities was evaluated as a part of the requirenw@nider-friendliness.

5.1 Comparison of Implemented Methods for Curve Similarity
Definition

Hereby results of the implemented methods for curve simtylaiscovery, that
were gathered on the basis of a published set of time sertasade analysed.
The template matching performance may vary consideraleyending on the
method applied. The main goal is to evaluate the performahtiee introduced
approaches: Euclidean distance, Pearson correlatiomri®@pa correlation and
DTW algorithm.

The set of test gene expression time series is coming fronS#weharomyces
cerevisiagYeast) Identification of cell cycle-regulated genes ekpent by Spell-
manet al. (1998) [53] consisting of 6223 genes. The authors, beingadribe
pioneers in the microarray experiment technology, haveglsoto create a cata-
logue of yeast genes which are similarly regulated withanahgll cycle, in other
words: groups of genes with similar functions within a gr@ma within a period
of the cell cycle. They have managed to isolate eight hungesgs which share
similar expression profiles in eight clusters using theteliisg algorithm of Eisen
et al. (1999) [54] and have shown for a subset of two hundred nisetyen genes
to share common functions and common expression profilésnatgroup. Re-
call that genes sharing similar profiles are thought to skiandar functions. The
published genes of this subset were used by EDVis to combpanesults of each
implemented method in order to evaluate their matchingoperénce.

Given eight gene clusters with known functional similagtyd profile expression
similarity, all genes of each cluster were used as templateg and tested for
matching by each method. The number of selected best mgtgeimes was set
to the length of the corresponding cluster since the clustegth varies. Then
each best matching list has been analyzed: a percentu@ssa@as computed for
each method within each cluster using the harmonic meanrésdg.6 depict the
percentual success of all adopted methods within the elghktess. Finally, the

weighted harmonic mean over all clusters for each technigpsedetermined.
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Figure 5.6: Percentage of found genes within all eight elgstor all four meth-

ods.

The use of the weighted harmonic mean is reasonable, siederigth of each
cluster is different. Thus, the weight taken into accouetsal to the cluster size.
Figure 5.7 shows the final overall success for each of theicsetr
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Figure 5.7: Overall hit rate for implemented metrics in &listers.

The Pearson and Spearman correlations have been abledbrsekt hits in each
cluster with an overall success of 24% each. As expectedubkdean distance
was proven to be the worst technique for finding similar carvethe context of
time series with only 10% success.

However, in the Y cluster and Histone cluster it seemed t@ Isaynificant prece-
dence. This is probably due to the fact that the genes in ttlasters have very
similar profiles with little “distance” between shapes. &irPearson and Spear-
man correlations would consider also similar profiles whietiurther from each
other, its is understandable, that they would return alet surves with a high
rank in contrast to Euclidean distance that would match eimhilar curves with
the least distance. Despite the expectations of best peafure, the DTW al-
gorithm appeared to show worse performance than both Rearsb Spearman
correlations. The reason seems to lie in the fact that thieoasithave first se-
lected the clustered eight hundred genes with an algorittandiffers from the
features of the DTW algorithm and takes into account thedeeacorrelation. Al-
though only a biologically meaningful subset of two hundnéuety-seven genes
has been tested, a certain bias is still present and canedihiiaated. In this case
the advantages of the Warping algorithm cannot be shown. eMexythe DTW
algorithm is not necessarily inappropriate in the contdxiroe series data. An
interesting observation and a possible application araddivoe the comparison
of time series with phase shifting.
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In order to remove a possible bias and to evaluate the peafocenof the methods
in an objective manner, another approach was applied: a&osom against GO
terms. A cluster of 9 genes (Histone cluster) known to havdai functionality in
yeast [53] was used: HTB1, HHT2, HTA1, HHT1, HHF2, HTB2, HHHTAZ2,
HHOL. Figure 5.8 shows the parallel profile plot for Histohgster in Spellman
et al. (1998) [53] experiment sets described above.

Log2Ratios
1

0.0 05 15 2.0

1.0
time/hour

Figure 5.8: H-cluster plotted for Alpha Experiment®&ccharomyces cerevisiae
(Yeast) Identification of cell cycle-regulated genes ekpent set by Spellmaat
al. (1998) [53]

All genes of the H-cluster were used as templates and for ebtttem the first
matching 50 genes were determined, repeatedly for eacle ahghiemented met-
rics described in Section 3.2. Then the resulting hit lisesavanalysed by the
FunSpec (Functional SpecificatidhY55] tool in order to determine which GO
categories are statistically overrepresented in eachRishSpec inputs a list of
yeast gene names, and outputs a summary of functional s|asskilar localiza-
tions, protein complexes, etc. that are enriched in the@sly functional classes
were taken into account for the performed analysis sincenoomgene functions
are of interest. An example FunSpec output for gene HTBla®pan Correla-
tionand DTW is introduced in Table 5.2. First column dendbesid GO category
together with GO id. Second colunireflects the number of selected hits in the
category and third columii- the total number of genes in the category.

28http://funspec.med.utoronto.ca/
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Table 5.2: An example output of FunSpec with GO categoriegéme H1B1,
Spearman correlation and DTW algorithm. The rest of the Pec®utput is not
displayed at this point for clarity.

Spea STl DTW
dolichyl-phosphate-mannose-protein dolichyl-phosphate-mannose-protein
mannosylransferase activity [GO:0004169] 3| 17|mannosyltransferase activity [GO:0004169] 3 17|
microtubule motor activity [GO:0003777] 3| 18jnucleotide diphosphatase activity [GO:0004551] | 2| 4
mannosyitransferase activity [GO:0000030] 3| 35|phosphodiesterase | activity [GO:0004528] 2l 4
transferase activity, transferring glycosyl nucleoside-triphosphate diphosphatase activity
groups [GO:0016757] 4| B2|[GO:0047429] v
1,3-beta-glucanosyltransferase activity
[GO:0042124] 2| 12\mannosyltransferase activity [G0:0000030] 3 35
structural constituent of cytoskeleton
[GO:0005200] 3| S5|microtubule motor activity [GO:0003777] 2! 18
chromatin assembly or disassembly plus-end-directed microtubule motor activity
[GO:0006333] B| 28|[GD:0008574] 1 1

ichromatin assembly or disassembly
nucleosome assembly [GO:0006334] 8| 31/[GO:0006333] 7| 28
negative requiaton of Tanscrpuon Tom RINA
polymerase Il promoter, global [GO:0045816] | 2| 5|nuclecsome assembly [GO:0006334] 7| 31

HTB1 GDP-mannose biosynthetic process
microtubule nucleation [GO:0007020] 3| 23|[GO:0009298] 2 3
protein amino acid O-inked glycosylation negative reguiation of ranscription from RNA
[GO:0006493] 3| 25|polymerase Il promoter, global [GO:0045816] 2 5
mitotic spindle organization and biogenesis in protein amino acid O-linked glycosylation
nucleus [GO:0030472] 3| 30/[GO:0006493) 3 25
protein amino acid glycosylation [GO:0006486]| 3| 38|protein amino acid glycosylation [GO:0006486] | 3 38
protein amino acid N-linked glycosylation
[GO:0006487] | 3l-=="=qpolymer biosynthetic process [G0:0043284] 5 127
biopolymer biosynthelic process __—— nnoprotein biosynthetic process |~
[GO:0043284] \_‘%‘“—" —

An overall success for each gene and method was calculaitegl the harmonic
mean. Table 5.3 sums up the obtained results in hit percent@glored cells
reflect the method with best performance for a correspondarge, whereas a
lighter color stands for no significant difference to thet i@sthe methods (less
than 1.5% is considered not significant).
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Table 5.3: Overall success of Euclidean distance, Pearsh®pearman correla-
tions and DTW algorithm for genes of the Histone cluster.

Gene [Euclidean Dist. [Pearson Corr. [Spearman Corr. [DTW Alg.

HTB1 | 0.141133896261| 0.105177800568 0.128267937469] 0.170870626526
HHT2 | 0.101066816395 0.10003705076| 0.0960622117181| 0.091572144211
HTAL1 | 0.180492251595| 0.144583152047 0.09588952641| 0.180365885081
HHT1 | 0.0941441778007| 0.123691099476 0.154359218676] 0.158544955388
HHF2 | 0.0921358771522] 0.104241692784 0.154005989122] 0.164978737212
HTB2 | 0.105965463108] 0.112334051969 0.122116689281] 0.169816406601
HHF1 | 0.109120611999) 0.108745684695 0.110039736572]  0.1227815121
HTA2 | 0110890357159 0.10451122528| 0.0822669104205[ 0.207920792079
HHO1| 0.212121212121] 0.368421052632 D.545454545458| 0.165975103734

Recall the assumptions made in Section 3.2:

(2) DTW is expected to provide most hits among the implemented me
rics or at least as many as the Spearman correlation.

(2) DTW combined with Spearman correlation is expected to perfo
better than Spearman correlation.

3) Spearman correlation is at least as good as the Pearsotationre

In 6 out of 9 of all cases the DTW algorithm managed to get thetrhiis con-
firming the assumption that the Dynamic Time Warping aldgonitwould return
better results than any of the other techniques (1). Howavéralf of the cases
in which DTW was best performing, the difference to the Spear correlation
result was less than 1.5% percent. Despite this fact, notleecdssumptions is
violated, on the contrary, assumption (2) is confirmed. lkamrhore, DTW got in
7 out of 9 of all cases better results than the Spearman atelonce more con-
firming the thesis that DTW combined with Spearman corr@hatichieves better
results (assumption (2)). In 6 out of 9 of all cases the Spaaroorrelation got
more hits than the Pearson correlation (assumption (3)¢. Huclidean distance
turned out to get best results for HHT2 and HTAL, nevertisalgth no leadership
compared to the other approaches. For HHT2 the differedessghan 1% to any
other method and for HTAL the difference to DTW is only 0.01%.

The evaluation against GO terms has managed to show thatTté ddgorithm
is of great interest in the context of time series data. Bysidt)g its parameters

59



one can achieve different results and use the algorithm doows application
areas. The systematic parameter adjustment is not a sobjie thesis and was
therefore not considered in the analysis. Neverthelesksaicobservation is to
be carried out at a later point. Possible use cases are notie idiscussion.
Moreover, the running time of the algorithm is discussedhafbllowing, as well

as ways to speed up the performance of Dynamic Time Warping.

5.2 Usability

The concept of usability is an abstract term depending osubgective point of
view of each and every user working with a product (here refgrto a software
product). It is often difficult to define a software as usesfidly, but a widely
used definition of usability responds to three criteriaeetiveness, efficiency and
user satisfaction [56].

The requirement of product effectiveness is fulfilled if fr@egram manages to
accomplish the tasks and goals that it is supposed to acl@ayea correct com-
putation. The efficiency is related to the time that is negdexthieve the task. If
the user needs to install additional software or to go thinaugny documentation
pages in order to be able to work with the software, then the@icy of a prod-
uct is in most cases evaluated negatively. Hence, theiarfareffectiveness and
efficiency are closely related.

The effectiveness, the achievement of a goal, depends olevubeof working
progress efficiency that is experienced by the user, otlserthie process is stopped
before the aim is achieved. The user satisfaction is a quligestive term, that
measures to which extend a user is satisfied with their wotlk svsoftware. De-
sign, layout and navigation play a crutial role next to therf@f presentation for
the user satisfaction.

According to Jakob Nielsen, a former researcher at Sun Myatems, five users
are enough to obtain best results for an usability test aed/thing above that is
a waste of resources [57]. He defends the thesis that marnjetedions are more
valuable than a large number of test persons. Nowadaystatesrsent is broadly
adopted by many researchers. What is most important abousatility test is
that it is carried out at an early stage and that it is perfarmeltiple times after
each prototype change of a product. More test users woujckeelp discovering
the same errors or issues.
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Methods of usability evaluation can vary from audio/videgarding including
eye tracking to paper prototypes and questionnaires. Tpleedpmethod depends
on the goal of the software and first of all on the type of infation that has to
be gathered. For the purpose of EDVis, that is obtainingtfaeki on the product,
a user survey with scenario of list of tasks was designed. rékelts of which
are introduced in the following. The complete usabilityt tean be found in sup-
plementary data of the thesis. The testing group consiststofe users of the
software or such people familiar with the topic domain. impetent test persons
were considered inappropriate, mainly because the sadtigano specific to be
tested by arbitrary persons.

The users were asked to accomplish a list of tasks and to aadigeof questions

afterwards. The survey ran for two weeks over which 10 respewere collected.
The results of the questionnaire are introduced in theviellg. Some questions
were grouped together and formed four main evaluationr@itbat can be eval-
uated with respect to a level of user satisfaction, thesevaoekflow, feedback,

ease of use and design.

Figure 5.9 illustrates the results of the survey regardimgylisted criteria. 70%
of all users rated the workflow rather positively, whereasess users expressed
the need of more explanations, such as tooltips. All featareept for the profile
search could be understood, it seemed that some users didaetstand how to
start a profile search, indicating that this feature migtetdh® be enhanced or a
more thorough explanation on how to start it has to be prakitkowever, it has to
be noted that some users admitted not to have read the help @%b of all users
expressed the need for a more detailed feedback from thensysindoubtedly,
this indicates the need of more hints, tooltips and warnomgsvrong input and
is an area that needs improvement. The design, as such, teasvexy good
from most users, whereas one user noted that the creatiargefhetworks might
become problematic in respect of clarity. That is undegiabmajor issue for
every vizualisation program dealing with large networkd @&a research topic
itself. It is definitely an important point to work on, but ibeld not be addressed
in the course of the thesis. Nevertheless, it is a matter twhsidered at a further
level in the improvement of the application.

61



100

80

60

40+

% Respondents

20+

0= Workflow Feedback Ease of Design
Clarity Use

Criteria

Figure 5.9: Evaluation results of usability test: four en& are plotted on the
x-axis, the y-axis represents the percentage of respandesit experienced the
corresponding criterion as positive

60% of the users rated the application as easy to use, soraecbmmented that
the help menu was very well organized and easy to interpriter® preferred to
see more hints rather than reading a help menu for going ghreaftware docu-
mentations is not a common practise or is generally avoi@ee:. thing to keep in
mind is that one cannot always reasonably use a softwarkddirst time without
having to go through a help menu or documentation. Stil§ tamark was taken
into consideration since it was mentioned numerous timest i rating several
aspects of the web tool, the usability test was used to desaowoticed errors and
unclarity. Although the usability test discovered lack lafrity in certain areas, the
overall perception was positive regarding the usefulnésseoapplication. The
test was used to improve the user-friendliness of the EDMisopype and is going
to be executed iteratively after further changes in theréutu

5.3 Running Time

As acceptable response time is an inseperable part of geftugability, it has
to be kept in certain bounds. EDVis is required to executetrassed features
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in acceptable time for the user. For there are no standarttssrarea, there is
no clear definition on what acceptable response time meaweserieless, the
broadly embraced practice has been about the same for featg y58]:

» 0.1 second is the limit for the user to feel that the systermtse@nmedi-
ately, no system feedback is necessary at this point excepmti$playing
the results.

» 1.0 second is the limit when the user would already noticelaydbut still
their attention is focused on the application and their fléwhought stays
uninterrupted. Here, again no system feedback is necesddrgugh the
closer the response time gets to 1.0 the more does the usahb$eeling
of operating directly on the data.

» 10 seconds is the limit for users to stay focused on a taskss@rg that limit
means that the user will perform other tasks while waitinglie@ computer
to finish. So, a feedback on when the computer is going to bayresa
required, since users will be notified on what to expect.

For operations taking more than 10 seconds it is reasonalpiovide a running
progress feedback, e.g., in a form of a status bar. This waysler is informed
for the approximate time needed for the computer to accamplitask or for the
absolute amount of work done. In cases where it is not knownrhoch work has

to be done and no prediction on response time can be madsatiit isseful even

highly required to provide a less specific progress indigaioch as a spinning
ball or any sign that indicates that the system is working.

Considering these recommendations, EDVis was developesspmndingly. Sim-
ple operations like searching, adding to a list, removiregrents of a list were
kept in the bounds between 0.1 and 1 second. More compleg g as the
creation of a plot and a graph, that are expected to take nmoeanere optimized
to last for as short as possible, whereas a progress indisgioovided. Such op-
erations depend mainly on the speed of a database querjorséeat has already
referred to that problem, hence, the issue is not furtheudised. After database
guery optimization, the plot creation has become notigeéddter and lies be-
tween 0.40 and 0.47 seconds for plots containing one to teesgdote that plots
containing more than ten genes are not expected to be creéedsince they are
not representable and are difficult to interpret. The sanpdiepto the network
graph. Considering that a reasonable network, that is tdberged in detail by
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a user may not span hundreds of nodes, the test for graplocrean on up to 64
nodes.

The running time needed for plot and graph creation was tigagsd via nu-
merous tests with variable number of genes. EDVis is statetrunning on a
machine with an eight quad CPU (Quad-Core AMD Opteron(trox€ssor 2354
@ 2,2 GHz). The plot creation was tested with ten iteratiansamdomly chosen
experiments for a growing number of genes. Figure 5.10 I{@gtrates the aver-
age time needed for the creation of a plot with the growth oftpt genes. Figure
5.10 (b) depicts average time needed for the creation offshgréth the growth of
nodes. Note that time needed for the browser to displaytesdy vary depend-
ing on the user web browser. Since no prediction can be mateabmatter, the
browser time is kept out of consideration. Obviously, betts have shown that
the plot and graph creation are kept in more than satisfatitoe bounds: below
one second for the common case.
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Figure 5.10: Running time of (a) plot creation and (b) grapgation

Furthermore, the running time of all profile search methods investigated.

64



400

350 /
300 /

0 250 /_ - == Pearson

[~ 7 Corr.

; 200 ‘t' = Spearman

£ / Corr.

= a == Euclid

~ 150 / 7 Dii.lsil ean
=y = DTW Alg.

100 "
-—_’_.-i.‘ e

50‘=ﬁ==#-
0 | | |
2000 4000 8000 16000 32000
Number of Profiles

Figure 5.11: Worst case running time of profile search.

Figure 5.11 shows the time needed for each method to comgadtalation in
the worst case with the growth of compared profiles and foegrpents with the
most measured time points.
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Figure 5.12: Best case running time of profile search.
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The same investigation was performed for the best case theétleast number of
measured time points. Results are shown in Figure 5.12. tdatehe database
guery was also added to the calculation. As expected the Dif@vithm needs at
most time to complete for its complexity grows quadratigdlilies in &' (V.m.n),
where m and n are the lengths of compared sequences and Vasetad num-
ber of alignments (number of gene profile comparisons). ;Tith the growing
number of compared profiles and a large number of measuredgoimts, the
running time of DTW rises significantly, whereas the runniimge of all other
methods grows linearly. This can be seen in both graphicarsBa correlation,
Spearman correlation and Euclidean distance increasesbghtly their running
time with the growth of compared profiles, at the same timectivee of DTW
grows obviously a lot faster. DTW needed around 6 minutesrminate for the
comparison of 32000 profiles with 13 time points in the worstec and half a
minute for the same number of profiles and 4 time points. Theromethods
needed only approximately 50 seconds and 17 seconds in aratdiest case re-
spectively. At this level no difference between the runrtinge of the correlation
metrics and the Euclidean distance is made for it is insicgmfi in comparison to
DTW. One can easily recognize the major drawback of the dlgor-namely its
complexity.

Keeping in mind the amounts of data that have to be calculdtexifact that
profile comparison is not frequently executed and that natynexperiments use
a large number of measured time points since this is a maperese factor, such
disadvantage can be accepted. Furthermore, the resulis oftculation stay in
foreground, not the running time. Section 3.2.4 discussisddsue and the ways
to optimize the running time of the algorithm. However, addesing the fact that
results may be influenced, the alternatives were not takeractount yet.
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6 Discussion

This section discusses possible application domains afrtpeemented web tool
next to biological time series experiments. Furthermargyre improvement fea-
tures are introduced, that would bring new functionalitfgf@Vis and help with

the evaluation of experiment data.

6.1 Related Problem Domains and Portability

Although EDVis was developed for the use in biological reskeathe tool can
be applied in other domains with similar success by adjgstome of its com-
ponents. In the following, | will discuss other scenarios tlee application of
EDVis.

As the conceptual methods adopted in the development of £0%inot con-
strain the data on which they can be applied, the tool is #teally applicable
for different kinds of experiments producing large amouwftsime series data.
Certainly, the front-end of the application has to be adjdsts well as maybe
some of the underlying database tables. The tool can beetlwjith little effort
to any type of time series data in order to proceed evaluativere the adopted
similarity methods are also of interest.

6.1.1 Validation of simulated data

Consider weather prediction validation with the help of greposed analysis
methods of EDVis. Weather forecasts generate large amofipiedicted time
series data, such as solar activity, rain amounts, winagtihe Such forecasts are
generated with carefully designed numerical weather ptiei systems based on
simulations. In order to validate the reliability of a foest, simulated data is
compared to really observed weather parameters measutiedeif59]. It is an
usual practise to compare these time series with a cowalatetric, such as Pear-
son correlation. The higher the correlation, the more Ioéizgs one model and the
generated prediction.

In general, EDVis is in the position to validate differemés of simulated time se-
ries data against observed data using either of the meth@®Iproposed within
my thesis. The applied method would of course depend on #tehiition of the
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data. The only condition is that the time series are organizehe predefined
table format, so that they can be smoothly uploaded to thebdat.

6.1.2 Prediction

One of the main features of EDVis next to the proposed vabdatf simulated
data is the prediction using correlation methods, Euchd#iatance or the DTW
algorithm. In the context of biology, the application cardlict possible gene
function by comparing profile courses. A high degree of pedfimilarity would
mean possible similarity of gene function. The same prieatan be used in any
domain with similar observations.

Suppose, the concentrations of differents gases and ggsocmus in the atmo-
sphere is measured in time. It is known that a higher conagatr of CO, regu-
lates temperature positively, assume that we are inter@stending other gases
that have the same function, namely a rased concentratithre @fas is related to
higher temperature and a lower concentration — to lower &atpre. One can
compare the concentration profiles of all gases measurée isetme time interval
and make the assumption about gases highly correlatedG/#h that they are
also greenhouse gases. This can be achieved via the praifitthdenction with
one of the implemented similarity measures in EDVis.

A study has already proven the correlation betw€én, CH, and earth temper-
ature. It was derived from multiple ice cores that recordcspmeric conditions
and climate for the last 650,000 years. Figure 6.1 shows ltk@os correlation
between the gases and earth temperature in the past 60686 yThe black
center line measures deuterium (a hydrogen isotope thattena-in for histori-
cal temperature). The red line shows the profil€éf; in time and the blue line
—the time course a€O,.
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Figure 6.1: Correlation betwe&0,, CH4 concentrations and temperature[60].

6.2 Future Work

Although the requirements set to EDVis to fulfill have beenamplished, there
is still room for improvement in terms of new features andardements to the
system.

6.2.1 Adjustable Parameters of Dynamic Time Warping Algorthm

Consider the Dynamic Time Warping algorithm. For it can belified via sev-
eral parameters, one can use it in different applicationddielOne parameter is
the distance metric. The implementation of DTW realizedhia thesis uses the
Spearman distance, but many other distance measures cadiselsand applied:
such as Manhattan and Euclidean distance, Pearson andcBleglmorrelation.

Another adjustable parameter is the warping window comdtrdVith the evo-
lution and modernization of technology, time series experits are expected to
become cheaper. Data size, i.e. length of a time seriedlirstied by the cost
of experiments. In the future, the measurement of more tionet may become
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a common practise, which will cause even larger data setsloae. Recall the
complexity of DTW, its running time will grow as a consequend he warping
window constraint or a properly adjusted continuity cormhitcan be used in that
case as discussed in 3.2.4 for the faster processing of ldag@ sets. However,
one has to keep in mind, that the extreme usage of this pedsidiure may have
a negative effect on the accuracy of the final result. Theeettoser studies on
the size of the warping window are required.

Another adjustable parameter of DTW that was not mentiolyetblw is an offset
parameter. This parameter allows the sliding of time sexggsnst each other on
the time axes. By now EDVis supported the search of simitaettources within
one and the same experiment, that is within the same spégsame, that given
a gene in one species, one attemps to identify a set of gerswther species
with a potentially similar function. Many biological progges are conserved be-
tween species, e.g. the cell cycle. Nevertheless, theidaraf different cell
phases may differ between species. One way to correct thaspesition corre-
sponding cell phases against each other by sliding them d&diaed offset. This
approach called a “causality search” has been proposedLin By specifying
a non-zero offset one may slide the sets of expression pagainst each other
along the time axes, thus identifying genes with similawesr but shifted in time.
The technique can be used not only between time series efeliff species, but
also between time series of different individuals of onecgg®e since different
individuals affected by a common disease may progress winarates.

6.2.2 Further Improvements

Next to enhancements on the Dynamic Time Warping, improvesnegarding
the network graph are planned. Although the chosen dispdsigd of the net-
work graph is very convenient for relatively small netwo(ia a couple of tens
of nodes), a display of hundreds of nodes becomes problentadinsidering the
layered hierarchy of the network, and the fact that time cesiof one layer are
plotted together in one plot, a growing number of nodes lgingne level would
cause a not interpretable plot. A more flexible way to dispdage networks has
to be carefully considered. One option is to use the sameanktwerarchy, but
to display a separate plot for each node on user’s behalf.aflkantage of this
method would be on first place, that only curves of intereitogicreated and not
all time courses have to be plotted as is the case now. Settendyerall display
clarity is improved. The disadvantage is that the curvesieflevel can no longer
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be compared in one plot. For this purpose one will have totereamparative
plots separately without parallel display of the networkirtRer disadvantage is
that plots have to be created separately one by one by theStdeone can com-
bine both approaches and let the user choose which displénochthey prefer.

Certainly, in the process of application of the tool, a rowwther improvement
and enhancement suggestions will occur.
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7 Conclusion

Time series experiments measuring the expression of thdasd genes simulta-
neously provide a method of high-throughput data collectiecessary to obtain
the scope of data required for understanding the compdsati living organisms.
The visualization and analysis of the collected data plagutiat role for the cor-
rect data interpretation.

EDVis is a web application that enables the integration aasdalization of time
series data in form of time course plots and regulatory nedsvoT he tool avail-
able at http://pybios.molgen.mpg.de/EDVis, also prosidethods for data eval-
uation by implementing several tecniques for time coursegarison: Euclidean
distance, Pearson and Spearman correlation and Dynamie Warping algo-
rithm. Finding genes with similar profiles, leads possildytedicting new gene
function, since genes with similar time courses are betid¢aee functionally re-
lated. This discovery helps in bringing new enlightmenthe field of biological
observations and further investigation decisions.

The evaluation of the time course comparison approachewmléie result that
Dynamic Time Warping returns most accurate output, but ewies complexity

is a problem to consider. Its running time can be acceptetihh@r series of current
researches, but with the growth of measured time pointsytlmeaome a problem
to address. This issue as well as further enhancements & itespected for
further improvement and adaptation of the web application.
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Supplementary Data

This form is used to determine weak points, bugs, inconveniences in the use of EDVis (Expression
Data Visualiser) experienced by the user in order to register quality defects and to examine the

Usability Test EDVis

usability of the web application.

Please accomplish following tasks and answer the questions:

e0o 000~

e e oo N

Tasks
Plot Creation
Create a plot containing components of your choice.
Change its settings.
Remove/add components.
Search for Similar Profiles.
Save plot.

Network Graph Creation

Create a graph.

Change it.

Choose data resources and experiments and create corresponding plots.

Search for Similar Profiles and add a profile of your choice to the graph.

Search for Interacions in CPDB and add interactions of your choice to the graph.

3.Data Manipulation

1.

Download data from one/many experiments
Upload user data

Questions

Was the workflow smooth so that you always knew how to continue with the task?

[Jyes [ no []notsure

If no, please list the places where you didn't know how to go on.

In case you needed help, was the Help menu useful?
[Oyes [Ono []notsure

Please note where you had difficultie?% understanding the Help menu.



. Does the web application reflect your needs?

[Jyes [dno [ notsure

Please write down possible functionalities that you're missing.

. Did you have to go through steps that were in your oppinion not necessary or too
complicated to understand?

[Oyes [Ono []notsure

If some of the steps was too complicated, please describe to what extent. How should it look
like in your opinion?

. Is all information you need to accomplish your tasks clearly displayed and
understandable?

[Jyes [Ono [ notsure

Note missing information and the place where it is needed.

. Did you have to ask somebody else for help?

[Oyes [Ono [Jnotsure

If yes, describe the problem.

. Did you get enough feedback from the system where you needed one or thought you
should get one?

[Jyes [Jno []notsure
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10.

11.

Note where you missed some more feedback.

Was the workflow of the tasks reasonable?

[OJyes [Jno [Jnotsure

Where would you change the workflow or change the sequence of the steps?

Does the programm do something that you weren't expecting?

[Jyes [ no [Jnotsure

If yes, what?

Were there unacceptable long response times that led to confusion or irritation?

[Jyes [dno [ notsure

If yes, where.

Does the design of the menu and the different components (graph, plots, etc) satisfy
your expectations?

[Oyes [Ono [Jnotsure

Note your design suggestions if not satisfied.
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12.

13.

14.

Were you sure that the program is working (calculating something) though there was a
long waiting pause?

[OJyes [ no [Jnotsure

Please not the situations where you werent't quite sure.

Did you get a feedback if you entered a wrong input or missed to deliver the needed
input for the program?

[Jyes [ no [Jnotsure

List the places in the program where you missed such feedback.

Did you experience some unexpected erros/bugs?

[Jyes [dno []notsure

Please describe the bugs and the step sequence that led to the error.

Thank you for your cooperation!
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