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Abstract —In addition to self-propulsion by phoretic mechanisms that arises from an asymmet-
ric distribution of reactive species around a catalytic motor, spherical particles with a uniform
distribution of catalytic activity may also propel themselves under suitable conditions. Reactive
fluctuation-induced asymmetry can give rise to transient concentration gradients which may per-
sist under certain conditions, giving rise to a bifurcation to self-propulsion. The nature of this
phenomenon is analyzed in detail, and particle-level simulations are carried out to demonstrate

its existence.

Synthetic chemically-powered self-propelled micron and
nano-scale motors are interesting because of their po-
tential applications and the fundamental challenges they
present as small objects that operate in the far-from-
equilibrium domain in the presence of strong fluctuations.
In addition to synthetic motors that move by using chemi-
cal energy to drive non-reciprocal conformational changes,
similar to many biological motors, synthetic motors with-
out moving parts that utilize asymmetric chemical reac-
tivity to produce motion have been constructed and stud-
ied (for reviews, see Refs. [IH5]). Such motors operate by
phoretic mechanisms where the gradient of the concentra-
tion (or other) field due to asymmetric catalysis gives rise
to a force that couples to fluid flow and leads to directed
motion [GHg].

Even a spherical particle with uniform catalytic ac-
tivity on its surface can propel itself as a result of a
symmetry-breaking bifurcation if the right conditions are
met [9IT0]. A qualitative understanding of the origin of the
phenomenon can be obtained from the following considera-
tions. Suppose the catalytic reaction A — B occurs on the
sphere and further suppose both the reactant A and prod-
uct B molecules interact with the sphere through repulsive
potentials but the B potential is more strongly repulsive

than that of A[l. Local concentration fluctuations can pro-
duce a transient asymmetry; however, diffusion will tend
to restore symmetry on a time scale tp ~ R?/D, where
R is the radius and D is the diffusion coefficient of the
reactive molecules. Suppose a reactive fluctuation occurs
locally that increases the concentration of product species
B and decreases the concentration of reactant species A
near a portion of the surface of the catalytic sphere. Since
B particles interact with the sphere with a stronger repul-
sive potential than A particles, the sphere will experience
a net force directed away from the area of local high B
concentration. (Note that since total momentum is con-
served, this force is balanced by a corresponding force on
the fluid.) If the catalytic sphere moves with velocity V'
as a result of this effect, it will travel a distance R in a
time ty ~ R/V. When ty < tp there will be insuffi-
cient time for diffusion to homogenize the concentration
field around the sphere, the concentration inhomogeneity
will persist and an instability can occur that gives rise
to directed motion. The velocity V' depends on the re-
action rate, particle size, and the strength and range of

LA similar argument can be given for attractive intermolecular
interactions.
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the interactions of the reactive species with the sphere.
As these parameters vary there should be a critical condi-
tion beyond which self-propelled motion is observed. By
contrast, if the product B particles interact less strongly
with the catalytic sphere than the A reactant particles,
the motion of the sphere induced by the fluctuation will
be directed towards the local high B concentration area
and this will assist homogenization of the concentration
field around the sphere by diffusion. In this case condi-
tions are not favorable for the onset of the instability.

Self-propulsion of beads driven by actin polymerization
has been observed and has some general features in com-
mon with the phenomenon described above. Spherical
polystyrene beads uniformly coated with a protein that
catalyzes actin polymerization can undergo a spontaneous
symmetry-breaking process to induce directed motion [I1].
For small beads spontaneous fluctuations are sufficient to
induce symmetry breaking while larger beads move only
if surface asymmetry is intentionally introduced. The
symmetry-breaking mechanism has been investigated in
experiments [I11[12] and models [I3HI5] and depends on
the detailed nature of the polymerization process. The
spherical catalyst in our study is propelled by a diffusio-
phoretic mechanism and the symmetry-breaking mecha-
nism differs from the actin propulsion mechanism.

The aims of this Letter are to demonstrate the exis-
tence of self-propulsion of spherical catalytic particles by
a symmetry-breaking mechanism through particle-based
simulations of the dynamics, to quantitatively character-
ize its properties, and to provide a theoretical description
of the origin of the effect [I6]. To this end, we consider a
mesoscopic model of a chemically-active spherical particle
C in a fluid comprising A and B particles. The A and
B molecules interact with the C' sphere through repulsive
central Lennard-Jones potentials,

o o 1

Vealr) = decal(3) " (7)"+ poce =

r

(1)

where o« € {A, B}, 6(r) is the Heaviside function and
r. = 265, The energy and distance parameters are
eca, €cp and o, respectively. In addition to these di-
rect interactions, the C sphere catalyzes the reaction
A+C — B+C. To implement this reaction an interaction
zone around the catalytic sphere is identified and every
A particle that enters the interaction region is triggered
for reaction. Specifically, after an A particle encounters
the catalytic sphere by passing through the interaction
zone, its identity is changed from A to B as it leaves this
zone. By carrying out the reaction in this way there are
no changes in intermolecular potentials.

The solvent particles interact among themselves
through multiparticle collision (MPC) dynamics [I7HI9]
where particles stream and undergo effective collisions at
discrete time intervals 7. The multiparticle collisions are
carried out by dividing the system into a grid of cells and
assigning rotation operators wg, chosen from a set of ro-
tation operators, to each cell of the system at the time

of collision. Particles within each cell undergo collisions
that change their velocities. The postcollision velocity of
particle 7 in a cell £ is given by v, = V¢ + Qg(v; — V),
where V¢ is the center of mass velocity of particles in the
cell and @ is the rotation operator of the cell £. The irre-
versible chemical reaction A 4+ C — B + C will eventually
consume all of the A fuel. In order to maintain a steady
state a bulk phase reaction B — A is introduced. MPC
dynamics has been generalized to incorporate such bulk
phase reactions [20]. Specifically, at each MPC time step
7 the reaction B — A is taken to occur probabilistically in
a way that depends on the occupancy of the collision cell.
The full dynamics of the reacting solvent interacting with
the catalytic sphere is described by combining molecular
dynamics (MD) for the sphere with reactive MPC dynam-
ics for the solvent [2I]. We also observe that rotational
Brownian motion of the sphere is absent since the par-
ticles are structureless and central interaction potentials
are employed. The hybrid MD-MPC dynamics includes
fluctuations, conserves mass, momentum and energy, and
accounts for coupling between the C' sphere motion and
fluid flows.

Simulations were carried out in a cubic box with peri-
odic boundary conditions containing the active C' sphere
and solvent particles. For multiparticle collisions, carried
out at intervals 7 = 0.5%4,, the box was partitioned into
N, cubic cells of linear size a. Other parameters are: the
average number of solvent particles per cell, ng = 10; tem-
perature, kT = 1/3; solvent mass, my = mp = m = 1;
bulk reaction rate constant, ks = 1073, Units of length a,

mass m, energy €sim and time y/ma?/egim = tem are used
in the simulations. The C sphere mass is M = %71’7100'3.
Averages were obtained from 40 realizations of the dynam-

1CS.

By fixing the interaction energies so that eca < ecn
and changing the sphere size o, the possibility of a bi-
furcation leading to self-propulsion can be explored. Fig-
ure [ presents a comparison of the simulated speed dis-
tributions, P(V’) for various values of o (or mass M).
The speed is scaled, V! = V/\/kpT /M, so that the equi-
librium speed distributions are the same for all 0. For
o = 3 the equilibrium and simulated distributions nearly
coincide (see inset) but as o increases large-magnitude de-
viations are observed. At the largest value of o = 9, the
peak of the nonequilibrium speed distribution differs con-
siderably from that of its equilibrium counterpart. These
results are consistent with a velocity probability distribu-
tion that is a Gaussian P(V’) ~ exp (—=|V' = V,|?/2w?).
The direction of the velocity will not persist, since strong
enough fluctuations will be able to destroy the local con-
centration inhomogeneity. A new fluctuation will cause
the instability to re-occur with the local concentration in-
homogeneity near a different portion of the sphere surface.
For this reason the observable that most robustly captures
the effect and is easily extracted from the simulations is
the speed. The speed distribution derived from the veloc-
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Fig. 1: Speed distributions P(V”) for spheres of various sizes.
The binned data is from reactive simulations with eca = 0.1,
ecp =1 and N, = 643 and the red lines are fits using Eq. (@).
Other parameters are given in the text, with esim = ecn.
Curves from left to right: o = 3,5,7 and 9. Inset: The binned
data is from reactive simulations and the red dashed line is the
equilibrium Maxwellian distribution. For ¢ = 3, the simulation
data is close to the Maxwellian.

ity distribution is

v (e—(v/—vé)2/2w2 _e—(V/+VC/-)2/2w2)

V2w Ve
(2)

where both V. and w vary with the sphere size. As shown
in the figure, the fits of this equation, with parameters
V¢ and w given in Table[l] are indistinguishable from the
simulation data.

P(V') =

Table 1: Speed distribution parameters, and ballistic and dif-
fusive components of the MSD. Parameters are the same as in

Fig.
o 3 4 5 6 7 8 9
V& 0.04 0.4 0.6 0.9 1.3 2.6 5.9
w 1.1 1.1 1.1 1.2 1.4 1.7 1.8
4%8) 1.7 1.8 1.9 2.1 2.6 3.7 6.5
Vi 1.7 1.9 1.8 2.0 2.6 3.8 6.5
1’3—93 11.4 12.6 16.2 24.0 559 2234 8433
113—?3 5.64 3.28 295 1.80 1.41 1.35 0.93

In Figure [2 we compare the average speeds (V') for re-
active and nonreactive spheres of varying size. The nonre-
active simulations were carried in a solvent consisting only
of species A fluid particles. Without reactive events, the
system, consisting of the fluid and the sphere, is at equi-
librium and one expects the the average speed to be given
by Vy), = /8/m, which is indeed seen in the figure. For
the nonequilibrium reactive systems a strong departure of
(V') from the thermal value is observed as o increases.

The average speed computed from Eq. () is

12 2
(V) = /zwe—Vc2/2w2+Merf(vé/\/§w)’ (3)
T

Ve

which varies from the thermal speed, V}},, when o is small
and V4 = 0, to V{, for large 0. These results are consistent
with a bifurcation to self-propelled motion for sufficiently
large sphere sizes between o = 4 and 5.
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Fig. 2: The average velocity (V') of spheres of varying sizes de-
termined from simulation of reactive nonequilibrium and non-
reactive equilibrium systems. Parameters are the same as in
Fig. @l The full line is the average thermal velocity, V/},, on
which all equilibrium simulations fall.

The nature of the instability and an estimate of the
sphere size o at which it occurs can be obtained by con-
sidering the force on the sphere at coordinate R. The
instantaneous microscopic force on the sphere is F =
Yweiany Jdr pa(r;r™)(OVea(r — R|)/0r), where the
microscopic density of species « at point r is p,(r; rv ) =
Z?L‘*l 0(r — rin) and r;, is the coordinate of particle ¢
of species a. A microscopic boundary layer surrounds
the sphere within which the intermolecular forces on the
sphere act. Due to momentum conservation and the fi-
nite range of the potentials, the sphere plus solvent in the
boundary layer is force free, which has been used to write
this expression for the force.

Although a full theoretical description of the instability
would have to account for fluctuations and the particle-
based nature of the simulations, a deterministic descrip-
tion that utilizes a reaction-diffusion description of the
concentration fields can be used to describe the basic un-
derlying mechanism for the instability in theoretical terms
and make rough predictions of when it should occur. Con-
sider the average of the force on the sphere over a nonequi-
librium ensemble where the sphere has position R and
velocity V and the force (F) is given by

dVCa (u)

du (4)

)=V 3 [dup ViV

ac{A,B}
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where u = r — R, V is a unit vector in the direction
of V and p,(u,V) = (pa(r;rY)) is the nonequilibrium
average of the microscopic density of species a. Out-
side the boundary layer with outer radius Ry, a con-
tinuum description of the solvent is assumed to be ap-
propriate. Consequently, we approximate the density
as pa(u, V) = nyg(u, V) for u > Ry, and pa(u, V) =
exp (—Voa(u))ng (WRy, V) for u < Ry, where nq(u, V)
can be found from the solution to a reaction-diffusion
equation. The nonequilibrium average force then takes
the form, (F) = V2% [d np(Rett, V)(V - @), where

1/6
A2 = 02 T duu (e’ﬁVCB(“) — e*5VCA(“)) accounts for in-

teractions between the reactive species and the sphere.
The location of the instability can be determined follow-
ing the analysis in Refs. [Q[I0]. For a sphere at position
R(t) the B density field at a point r outside the boundary
layer satisfies
onp(r,t) = DV?np(r,t) — kanp + S(r, t). (5)
Near the onset of the instability where the velocity is small
the Peclet number Pe = VR/D will not be very large
and advective terms can be neglected. The source term
S(r,t) = (4mR3)kona(r,t)d(|r — R(t)| — Ro), where ko
is the intrinsic reaction rate coefficient for the reaction
A — B on the C sphere. The formal solution of Eq. (@) is
np(r,t) = /dr'dt’G(r -1’ t—t"Sk',t) (6)
where G(r,t) = (4nDt)=3/% exp(—(r?/4Dt + kot)) is the
Green function. In order to obtain an approximate ex-
pression for np(r,t) we replace the source term by its
lowest order term in the multipole expansion, S(r,t) ~
Spd(r —R(t)). Substitution into Eq. (@) and evaluation of
the integrals, along with the assumption that the sphere

moves at a constant velocity, yields an asymmetrical B
concentration field,

_ So —uV_—\/k24+V2u
“arpu” ¢ ’ @)

nB(r)

where V. = V/(2D) and & = /ky/D. The A density
is given by na(r) = ng — np(r), assuming total density
ng variations are negligible. Using these results, for small
sphere velocities where our approximations are valid, the
nonequilibrium average force on the sphere to order V3

is B(F) = A(1 — BV2)V, where A = 425432y with
ry = (4mR3) " 'kokpno/(ko + kp(1 + kRy)) the reaction
rate per unit area, kp = 4w DRy the Smoluchowski rate
coefficient, and B = kRy(1 — kRo/5)/(8k2D). In writing
the expression for the force we used the fact that for our
instability condition ecp > €ca and A2 < 0, and have
taken the source strength to be Sy ~ kokpnoe 7o /(ky +
kEp(1+ KRyp)), its value for a stationary sphere.

The instability threshold is determined from the con-
dition where (F) exceeds the frictional force leading to

a growth of the velocity instead of its decay. Letting
(F)/¢ = CV, where ( is the friction coefficient and
47 kT R?

= F SNy, )
the instability condition is C = 1, with instability for C >
1. For our fixed potential parameters the instability occurs
at 0 =~ 4.7, which is consistent with the threshold range
estimated from the simulations in Fig. The friction
coefficient was found from the decay of the sphere velocity
correlation function for nonreactive systems.

Nonlinear terms in the expression for (F) will lead to
saturation of the instability and the final self-propelled
velocity of the sphere. Beyond but close to the instability
threshold the velocity is given by V2 = (C — 1)/(CB).
The sphere velocities for several o values, including values
far beyond the instability threshold where the analytical
estimates break down, are given in Table Il For example,
for 0 = 5 the theoretical estimate gives V. ~ 1.9, which
is comparable to but higher than V/, = 0.6 and is close to
(V') in the Table for this o.

The velocity of the sphere is not constant as assumed in
these theoretical estimates and it experiences fluctuations
in its norm (cf. Fig.[) and direction as a result of local
concentration fluctuations. Consequently, diffusive mo-
tion will be observed on long time scales. The mean square
displacement (MSD), AL?(t), was used to characterize the
short-time ballistic motion and long-time diffusive behav-
ior of the sphere under reactive nonequilibrium and non-
reactive equilibrium conditions. The MSD of the nonreac-
tive simulations is described by AL%(t) = 6DX (t — v (1 —
e~t/™)), where the velocity relaxation time 1 = M/(.
The crossover from short-time inertial motion (present
in our MD-MPC dynamics), AL?(t) ~ 3(kgT/M)t?, for
times ¢t < 7y to diffusive behavior, AL?(t) ~ 6DXt, for
times ¢ > 71y, where Dg = kpT/(, occurs at a crossover
time t. =~ 27y.

The MSD for chemically active spheres also displays bal-
listic, AL?(t) ~ V2t%, and diffusive, AL?(t) ~ 6 D¢t, com-
ponents (see Fig. B) but the values of these components
differ from those of the nonreactive simulations, and the
crossover time is up to two orders of magnitude larger than
7. Table[dlists the values of the diffusion coefficients D¢
and Dg for reactive and nonreactive systems, respectively,
for various values of o, obtained from fits of the MSD. The
Table also gives the value of Vg in the ballistic contribu-
tion. While Dg decreases with o, D¢ shows a very strong
increase with o for large o, consistent with self-propelled
motion. From the Table we see that the ballistic speed
Vg tends to the inertial value Vg ~ +/3kpT /M for small
o and to Vg ~ V¢ for large o, again consistent with self-
propelled motion. The Reynolds numbers corresponding
to the chemically active simulations are less than unity in-
dicating viscous rather than inertial effects dominate the
dynamics.

The approximate expression for C in Eq. (8) can be used
to estimate when an instability leading to self propulsion
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Fig. 3: Log-log plot of AL?(t) versus t for active spheres with
o = 3 and 7 from an average over 40 realizations of the dynam-
ics. The straight dashed and dotted lines indicate the ballistic
and diffusive regimes, respectively. Their intersection yields an
estimate of the crossover time t..

will be likely to occur in physical systems. Since such
estimates are system-specific we discuss general system
characteristics that favor the instability. Taking ¢ to be
given by its Stokes value, ( = 67 Ry, the instability con-
dition C = 1 reads %’”TT%MQM,« = 1. For typical values
kpT ~ 4x10"2 kg m? /s, n ~, 1072 kg/ms and D ~ 10~

m? /s, the factor %’“B#Tﬁ ~ 1 s/m. Consequently, we re-

quire Ro|\?|ry > 1 m/s for instability. The microscopic
length |\| depends on the intermolecular potential and will
often have values ranging from Angstroms to nanometers.
The reaction rate, which can be controlled by varying the
concentration ng and other factors, is an important quan-
tity to consider for the instability. When reaction with the
sphere is the rate controlling step, ry = kono/(47RZ) and,
since ko ~ R3, ry is independent of Ry. In contrast, for
diffusion control r; = kpng/(47R%) = Dng/Ry. Systems
with such characteristics where the instability mechanism
operates could be investigated experimentally. For in-
stance, for reaction control with ry ~ 10%* molecules/m?s,
instability will occur for Ry ~ 10 — 100 pm.

The velocity increases from zero above the bifurcation
point and, close to the bifurcation, the formula VCQ =
(C —1)/(CB) can be used to estimate its value. The pa-
rameter C controls the distance from the bifurcation while
the parameter B depends on the radius Ry, the diffu-
sion coefficient D and the inverse length x that gauges
how bulk reaction in the environment destroys product
molecules to set up a steady state. Typically KRy < 1.
Using the parameters for the reaction controlled case de-
scribed above, and taking C ~ 1.1, not too far above the
bifurcation point so that the formula retains its validity,
we find Vo =~ 3 — 30um/s, values which are similar to
those for (smaller) self-propelled particles with asymmet-
ric catalytic activity. Of course, accurate estimates of the

velocity will depend on the specific details of the particular
system under study.

Recently the diffusion coefficients of catalytically ac-
tive enzymes were observed to be substantially larger than
their inactive counterparts [22,23]. In particular for cata-
lase, an enzyme with one of the fastest turnover rates,
the diffusion coefficient increased by 45% in H>Os solu-
tion where active catalysis takes place. Assuming that our
theoretical instability condition holds for catalase and us-
ing parameters appropriate for this enzyme, we estimate
that C is well below the instability threshold. However,
even below the instability threshold reactive fluctuations
can lead to enhanced diffusion [24]. For example, for our
reactive system with ¢ = 3, ec4 = 1 and ecp = 4, which
is below the instability threshold, the diffusion coefficient
is found to be D¢ = 7.0 x 1073, while the diffusion coeffi-
cient for a nonreactive system with the same parameters is
Dg = 5.5 x 1073, There is a 27% increase for the reactive
system. These results are consistent with the experimen-
tal observations and interpretations of this effect. In addi-
tion to these results on enzymatic systems, recently exper-
iments have shown that simple catalytic Pt spherical and
composite particles exhibit enhanced diffusion and ballis-
tic motion when H2Os is present in solution [25]. These
results are also in accord with our simulations on reactive
dynamics below the instability threshold.

Our results provide a molecular-based demonstration of
self-propulsion through symmetry breaking that incorpo-
rates the effects of reactive concentration fluctuations and
hydrodynamic flows. Further, they demonstrate the ex-
istence of enhanced diffusion, even below the instability
threshold, and suggest mechanisms for enhanced diffusion
in active enzymatic systems.

* % X%

Research of RK was supported by NSERC and a Hum-
boldt Research Award. Computations were performed
on the GPC supercomputer at the SciNet HPC Consor-
tium [26]. PdB would like to acknowledge interesting dis-
cussions with J.-P. Boon.

REFERENCES

[1] KAPRAL R., J. Chem. Phys., 138 (2013) 020901.

[2] HONG Y., VELEGOL D., CHATURVEDI N. and SEN A.,
Phys. Chem. Chem. Phys., 12 (2010) 1423.

[3] Mirkovic T., ZACHARIA N. S., SCHOLES G. D. and OzIN
G. A., Small, 6 (2010) 159.

[4] SANCHEZ S. and PUMERA M., Chem.-Asian J., 4 (2009)
1402.

[5] WANG J., ACS Nano, 3 (2009) 4.

[6] ANDERSON J. L., Phys. Fluids, 26 (1983) 2871.

[7] GOLESTANIAN R., LivErrPooL T. B. and AJDARI A.,
Phys. Rev. Lett., 94 (2005) 220801.

[8] JULICHER F. and PROST J., Fur. Phys. J. E, 29 (2009)
27.

p-5



P. de Buyl et al.

[9] MikHAILOV A. and MEINKOHN D., Self-motion in
physico-chemical systems far from thermal equilibrium in
Stochastic Dynamics, edited by SCHIMANSKY-GEIER L.
and POSCHEL T., Vol. 484 of Lect. Notes Phys. (Springer
Berlin Heidelberg) 1997 pp. 334-345.

[10] MikHAILOV A. and CALENBUHR V., From Cells to So-
cieties: Models of Complex Coherent Action 2nd Edition
(Springer, Berlin) 2006.

[11] CAMERON L. A., FOOTER M. J., VAN OUDENAARDEN
A. and THERIOT J. A., Proc. Natl. Acad. Sci. USA, 96
(1999) 4908.

[12] REYMANN A.-C., Suarez C., GUERIN C., MARTIEL
J.-L., STAIGER C. J., BLANCHOIN L. and BOUJEMAA-
PATERSKI R., Mol. Biol. Cell, 22 (2011) 2541.

[13] VAN OUDENAARDEN A. and THERIOT J. A., Nature Cell
Biology, 1 (1999) 493.

[14] MOGILNER A. and OSTER G., Biophys. J., 84 (2003)
1591.

[15] ZHU J. and MOGILNER A., PLOS Comp. Bio., 8 (2012)
€1002764.

[16] A macroscopic description of spontaneous motion of iso-
topic particles was considered in S. Michelin, E. Lauga
and D. Bartolo, Phys. Fluids, 25, 061701 (2013).

[17] MALEVANETS A. and KAPRAL R., J. Chem. Phys., 110
(1999) 8605.

[18] KAPRAL R., Adv. Chem. Phys., 140 (2008) 89.

[19] GomPPER G., IHLE T., KroLL D. M. and WINKLER
R. G., Adv. Polym. Sci., 221 (2009) 1.

[20] RoHLF K., FRASER S. and KAPRAL R., Comput. Phys.
Commun., 179 (2008) 132.

[21] MALEVANETS A. and KAPRAL R., J. Chem. Phys., 112
(2000) 7260.

[22] MuDDANA H. S., SENGUPTA S., MALLOUK T. E., SEN
A. and BUTLER P. J., J. Am. Chem. Soc., 132 (2010)
2110.

[23] SENGUPTA S., DEY K. K., MUDDANA H. S., TABOUILLOT
T., IBELE M. E., BUuTLER P. J. and SEN A., J. Am.
Chem. Soc., 135 (2013) 1406.

[24] GOLESTANIAN R., Phys. Rev. Lett., 102 (2009) 188305.

[25] YamamoTo D., MUkAI A., O1TA N., YOosHIKAWA K. and
SuioI A., J. Chem. Phys., 139 (2013) 034705.

[26] LOKEN et al. C., J. Phys. Conf. Ser., 256 (2010) 012026.



	

